
ar
X

iv
:2

11
1.

04
36

4v
1 

 [
he

p-
th

] 
 8

 N
ov

 2
02

1

A New Formula for the Gauge Charge

D. R. Grigore, 1

Department of Theoretical Physics,
Institute for Physics and Nuclear Engineering “Horia Hulubei”
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1 Introduction

The most natural way to arrive at the Bogoliubov axioms of perturbative quantum field theory
(pQFT) is by analogy with non-relativistic quantum mechanics [6], [11], [3], [4]. So we start
from Bogoliubov axioms [1], [5], [15], [16] as presented in [7], [8]. The Bogoliubov axioms express
essentially some properties of the scattering matrix understood as a formal perturbation series
with the “coefficients” the chronological products: (1) (skew)symmetry property; (2) Poincaré
invariance; (3) causality; (4) unitarity; (5) the “initial condition” which says that the first order
chronological products are Wick monomials. So we need some basic notions on free fields and
Wick monomials which will be presented in Section 2 also following [8]. One can supplement
these axioms by requiring (6) power counting; (7) Wick expansion property. It is a highly
non-trivial problem to find solutions for the Bogoliubov axioms, even in the simplest case of a
real scalar field.

There are, at least to our knowledge, three rigorous ways to do that; for completeness we
remind them following [9]: (a) Hepp axioms [11], [19]; (b) Polchinski flow equations [12], [14];
(c) the causal approach due to Epstein and Glaser [5], [6] which we prefer. It is a recursive
procedure and reduces the induction procedure to a distribution splitting of some distributions
with causal support. In an equivalent way, one can reduce the induction procedure to the
process of extension of distributions [13].

An equivalent point of view uses retarded products [18] instead of chronological products.
For gauge models one has to deal with non-physical fields (the so-called ghost fields) and impose
a supplementary axiom (8) namely gauge invariance, which guarantees that the physical states
are left invariant by the chronological products.

In this paper we will use consider the causal approach and, using some properties of the
Wick products, we will prove a new formula for the gauge charge.
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2 Wick Products

We follow the formalism from [8]. We consider a classical field theory on the Minkowski space
M ≃ R

4 (with variables xµ, µ = 0, . . . , 3 and the metric η with diag(η) = (1,−1,−1,−1))
described by the Grassmann manifold Ξ0 with variables ξa, a ∈ A (here A is some index set)
and the associated jet extension Jr(M,Ξ0), r ≥ 1 with variables xµ, ξa;µ1,...,µn

, n = 0, . . . , r; we
denote generically by ξp, p ∈ P the variables corresponding to classical fields and their formal
derivatives and by Ξr the linear space generated by them. The variables from Ξr generate the
algebra Alg(Ξr) of polynomials.

In classical field theory the jet-bundle extensions do verify Euler-Lagrange equations. To
write them we need the formal derivatives defined by

dνφ{µ1,...,µr} ≡ φ{ν,µ1,...,µr}. (2.1)

We suppose that in the algebra Alg(Ξr) generated by the variables ξp there is a natural
conjugation A → A†. If A is some monomial in these variables, there is a canonical way to
associate to A a Wick monomial: we associate to every classical field ξa, a ∈ A a quantum free
field denoted by ξquanta (x), a ∈ A and determined by the 2-point function

< Ω, ξquanta (x), ξquantb (y)Ω >= −i D(+)(ξa(x), ξb(y))× 1. (2.2)

Here
Dab(x− y) ≡ D(ξa(x), ξb(y)) (2.3)

is the causal Pauli-Jordan distribution associated to the two fields; it is (up to some numerical
factors) a polynomial in the derivatives applied to the Pauli-Jordan distribution. We understand

by D
(±)
ab (x) the positive and negative parts of Dab(x). The n-point functions for n ≥ 3 are

obtained assuming that the truncated Wightman functions are null: see [2], relations (8.74) and
(8.75) and proposition 8.8 from there. The definition of these truncated Wightman functions
involves the Fermi parities |ξp| of the fields ξp, p ∈ P.

Afterwards we define

ξquanta;µ1,...,µn
(x) ≡ ∂µ1

. . . ∂µn
ξquanta (x), a ∈ A

which amounts to

D(ξa;µ1...µm
(x), ξb;ν1...νn(y)) = (−1)n i ∂µ1

. . . ∂µm
∂ν1 . . . ∂νnDab(x− y)× 1. (2.4)

More sophisticated ways to define the free fields involve the GNS construction.
The free quantum fields are generating a Fock space F in the sense of the Borchers algebra:

formally it is generated by states of the form ξquanta1
(x1) . . . ξ

quant
an

(xn)Ω where Ω the vacuum
state. The scalar product in this Fock space is constructed using the n-point distributions and
we denote by F0 ⊂ F the algebraic Fock space.

One can prove that the quantum fields are free, i.e. they verify some free field equation; in
particular every field must verify Klein Gordon equation for some mass m

(�+m2) ξquanta (x) = 0 (2.5)
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and it follows that in momentum space they must have the support on the hyperboloid of mass
m. This means that they can be split in two parts ξ

quant(±)
a with support on the upper (resp.

lower) hyperboloid of mass m. We convene that ξ
quant(+)
a resp. ξ

quant(−)
a correspond to the

creation (resp. annihilation) part of the quantum field. The expressions ξ
quant(+)
p resp. ξ

quant(−)
p

for a generic ξp, p ∈ P are obtained in a natural way, applying partial derivatives. For a general
discussion of this method of constructing free fields, see ref. [2] - especially prop. 8.8. The
Wick monomials are leaving invariant the algebraic Fock space. The definition for the Wick
monomials is contained in the following Proposition.

Proposition 2.1 The operator-valued distributions N(ξq1(x1), . . . , ξqn(xn)) are uniquely de-
fined by:

N(ξq1(x1), . . . , ξqn(xn))Ω = ξ(+)
q1

(x1) . . . ξ
(+)
qn

(xn)Ω (2.6)

[ξp(y), N(ξq1(x1), . . . , ξqn(xn))] =

−i

n
∑

m=1

∏

l<m

(−1)|ξp||ξql | Dpqm(y − xm) N(ξq1(x1), . . . , m̂, . . . , ξqn(xn)) (2.7)

N(∅) = I. (2.8)

The expression N(ξq1(x1), . . . , ξqn(xn)) is (graded) symmetrical in the arguments.

The expressions N(ξq1(x1), . . . , ξqn(xn)) are called Wick monomials. There is an alternative
definition based on the splitting of the fields into the creation and annihilation part for which
we refer to [8].

It is a non-trivial result of Wightman and G̊arding [20] that in N(ξq1(x1), . . . , ξqn(xn)) one
can collapse all variables into a single one and still gets an well-defined expression: if we compute
the formal expression N(ξq1(x), . . . , ξqn(x)) one can prove that it is well defined. So we have
for every monomial A in the jet variables an associated Wick monomial N(A(x)). For details
we refer to [8]. One can prove that

[N(A(x)), N(B(y))] = 0, (x− y)2 < 0 (2.9)

where by [·, ·] we mean the graded commutator. This is the most simple case of causal support
property.

We can define more general expressions of the type: N(A1(x1), . . . , An(xn)) where we do
the “collapsing” trick in n groups of variable. Now we are ready for the most general setting.
We define for any monomial A ∈ Alg(Ξr) the derivation

ξ · A ≡ (−1)|ξ||A| ∂

∂ξ
A (2.10)

for all ξ ∈ Ξr. Here |A| is the Fermi parity of A and we consider the left derivative in the
Grassmann sense. An expression E(A1(x1), . . . , An(xn)) is called of Wick type iff verifies:
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[ξp(y), E(A1(x1), . . . , An(xn))] =

−i

n
∑

m=1

∏

l≤m

(−1)|ξp||Al|
∑

q

Dpq(y − xm) E(A1(x1), . . . , ξq · Am(xm), . . . , An(xn)) (2.11)

E(A1(x1), . . . , An(xn), 1) = E(A1(x1), . . . , An(xn)) (2.12)

E(1) = 1. (2.13)

The expression N(A1(x1), . . . , An(xn)) is of Wick type.
Now we give some basic ideas about the Bogoliubov axioms [8]. Suppose the monomials

A1, . . . , An ∈ Alg(Ξr) are self-adjoint: A†
j = Aj, ∀j = 1, . . . , n and of Fermi number fi.

The chronological products

T (A1(x1), . . . , An(xn)) ≡ TA1,...,An(x1, . . . , xn) n = 1, 2, . . .

are some distribution-valued operators leaving invariant the algebraic Fock space and verifying
a set of axioms which we have spelled out in the Introduction. We give only Wick expansion

property: In analogy to (2.11) we require

[ξp(y), T (A1(x1), . . . , An(xn))]

= −i

n
∑

m=1

∏

l≤m

(−1)|ξp||Al|
∑

q

Dpq(y − xm) T (A1(x1), . . . , ξq · Am(xm), . . . , An(xn))

(2.14)

Up to now, we have defined the chronological products only for self-adjoint Wick monomials
W1, . . . ,Wn but we can extend the definition for Wick polynomials by linearity.

The construction of Epstein-Glaser is based on a recursive procedure [5].
We provide now a consequence of (2.14); in fact we can impose a sharper form:

[ξ(ǫ)p (y), T (A1(x1), . . . , An(xn))]

= −i

n
∑

m=1

∏

l≤m

(−1)|ξp||Al|
∑

q

D(−ǫ)
pq (y − xm) T (A1(x1), . . . , ξq · Am(xm), . . . , An(xn)).

(2.15)
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We have:

Theorem 2.2 We suppose that the variables ξp are of Bose type. Then the chronological prod-
ucts can be chosen such that we have:

[: ξp(y)ξq(y) :, T (A1(x1), . . . , An(xn))]

= −i ξ(+)
p (y)

n
∑

m=1

Dqr(y − xm) T (A1(x1), . . . , ξr ·Am(xm), . . . , An(xn))

−i

n
∑

m=1

∑

r

Dpr(y − xm) T (A1(x1), . . . , ξr · Am(xm), . . . , An(xn)) ξ
(−)
q (y)

−iξ(+)
q (y)

n
∑

m=1

∑

r

Dpr(y − xm) T (A1(x1), . . . , ξr ·Am(xm), . . . , An(xn))

−i

n
∑

m=1

∑

r

Dqr(y − xm) T (A1(x1), . . . , ξr · Am(xm), . . . , An(xn)) ξ
(−)
p (y)

−
∑

k<m

∑

r,s

dpr,qs(y − xm, y − xk) T (A1(x1), . . . , ξs · Ak(xk), . . . , ξr ·Am(xm), . . . , An(xn))

−
∑

k>m

∑

r,s

dpr,qs(y − xm, y − xk) T (A1(x1), . . . , ξr · Am(xm), . . . , ξs · Ak(xk), . . . , An(xn))

−
n

∑

m=1

∑

r,s

dpr,qs(y − xm)(A1(x1), . . . , ξs · ξr · Am(xm), . . . , An(xn)) (2.16)

where in the last line we apply iteratively the product (2.10) and we have defined

dpr,qs(x1, x2) ≡ D(+)
pr (x1) D

(+)
qs (x2)−D(−)

pr (x1) D
(−)
qs (x2) (2.17)

and
dpr,qs(x) ≡ D(+)

pr (x) D(+)
qs (x)−D(−)

pr (x) D(−)
qs (x) = dpr,qs(x, x). (2.18)

For the general Grassmann case one has to introduce apropriate Fermi signs.

Proof: We use the definition

: ξp(y)ξq(y) := ξ(+)
p (y)ξ(+)

q (y) + ξ(+)
p (y)ξ(−)

q (y) + ξ(+)
q (y)ξ(+)

p (y) + ξ(−)
p (y)ξ(−)

q (y) (2.19)

(with apropriate Fermi signs in the general case) and we can perform the commutation with
T (A1(x1), . . . , An(xn)) using the well-known rule [AB,C] = [A,B]C + A[B,C]. �
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3 Yang-Mills Fields

First, we can generalize the preceding formalism to the case when some of the scalar fields are
odd Grassmann variables. One simply insert everywhere the Fermi sign. The next general-
ization is to arbitrary vector and spinorial fields. If we consider for instance the Yang-Mills
interaction Lagrangian corresponding to pure QCD [8] then the jet variables ξa, a ∈ Ξ are
(vµa , ua, ũa), a = 1, . . . , r where vµa are Grassmann even and ua, ũa are Grassmann odd vari-
ables.

The interaction Lagrangian is determined by gauge invariance. Namely we define the gauge
charge operator by

dQv
µ
a = i dµua, dQua = 0, dQũa = −i dµv

µ
a , a = 1, . . . , r (3.1)

where dµ is the formal derivative. The gauge charge operator squares to zero:

d2Q ≃ 0 (3.2)

where by ≃ we mean, modulo the equation of motion. Now we can define the interaction
Lagrangian by the relative cohomology relation:

dQT (x) ≃ total divergence. (3.3)

If we eliminate the corresponding coboundaries, then a tri-linear Lorentz covariant expression
is uniquely given by

T = fabc

(

1

2
vaµ vbν F νµ

c + ua v
µ
b dµũc

)

(3.4)

where
F µν
a ≡ dµvνa − dνvµa , ∀a = 1, . . . , r (3.5)

and fabc are real and completely anti-symmetric. (This is the tri-linear part of the usual QCD
interaction Lagrangian from classical field theory.)

Then we define the associated Fock space by the non-zero 2-point distributions are

< Ω, vµa (x1)v
ν
b (x2)Ω >= i ηµν δab D

(+)
0 (x1 − x2),

< Ω, ua(x1)ũb(x2)Ω >= −i δab D
(+)
0 (x1 − x2),

< Ω, ũa(x1)ub(x2)Ω >= i δab D
(+)
0 (x1 − x2). (3.6)

and construct the associated Wick monomials. Then the expression (3.4) gives a Wick poly-
nomial T quant formally the same, but: (a) the jet variables must be replaced by the associated
quantum fields; (b) the formal derivative dµ goes in the true derivative in the coordinate space;
(c) Wick ordering should be done to obtain well-defined operators. We also have an associated
gauge charge operator in the Fock space given by

[Q, vµa ] = i ∂µua, {Q, ua} = 0, {Q, ũa} = −i ∂µv
µ
a

QΩ = 0. (3.7)
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Then it can be proved that Q2 = 0 and

[Q, T quant(x)] = total divergence (3.8)

where the equations of motion are automatically used because the quantum fields are on-shell.
From now on we abandon the super-script quant because it will be obvious from the context if
we refer to the classical expression (3.4) or to its quantum counterpart.

In (3.6) we are using the Pauli-Jordan distribution

Dm(x) = D(+)
m (x) +D(−)

m (x) (3.9)

where

D(±)
m (x) = ±

i

(2π)3

∫

dpe−ip·xθ(±p0)δ(p
2 −m2) (3.10)

and
D(−)(x) = −D(+)(−x). (3.11)

We comment on the factor from the definitions above; it is in fact non-arbitrary. With this
choice we have the following identity which will be very useful in the following; we have

Lemma 3.1 Suppose that ξ is verifying the Klein-Gordon equation (2.5)

(�+m2)ξ = 0. (3.12)

Then the following identity is true:
∫

dyDm(y − x)
↔

∂
y

0 ξ(y) = −ξ(x) (3.13)

where we adopt the convention:

A
↔

∂
y

µ B = A∂y
µB − B∂y

µA. (3.14)

From here, applying derivatives with respect to x we obtain:
∫

dy∂ρDm(y − x)
↔

∂
y

0 ξ(y) = ∂ρξ(x)
∫

dy∂ρ∂σDm(y − x)
↔

∂
y

0 ξ(y) = −∂ρ∂σξ(x) (3.15)

etc.

Now, we will consider only the casem = 0 and using the previous lemma we have an well-known
formula for the so-called BRST current:

jµ ≡: ∂ · va
↔

∂
µ

ua : (3.16)

Then we have the conservation law:
∂µj

µ = 0 (3.17)
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and so the expression

Q ≡

∫

dx j0(x) (3.18)

it is independent of x0. By direct computation we have:

[jµ(y), vνa(x)] = i ∂νD0(y − x)
↔

∂
µ

ua(y)

[jµ(y), ua] = 0

[jµ(y), ũa(x)] = i D0(y − x)
↔

∂
µ

∂ · va(y). (3.19)

If we integrate over y and apply the previous lemma we obtain the formulas (3.7).
We can apply now formula (2.16) in the trivial case n = 1 and obtain the following com-

mutation relations:

[jµ(y), T (x)] = i ∂µ∂νD0(y − x) : ∂ · va(y)B
ν
a(x) : −i ∂νD0(y − x) : ∂µ∂ · va(y)B

ν
a(x) :

−i∂µ∂νD0(y − x) : ua(y)C
ν
a (x) : +i ∂νD0(y − x)∂µ : ua(y)C

ν
a (x) : (3.20)

where

Baν ≡ ũν,ρ · T = −fabcubvcν

Caν ≡ vaν · T = fabc(v
ρ
bFcρν − ubũc,ν). (3.21)

If we integrate over y and apply the lemma 3.1 we obtain the formula

[Q, T (x)] = i ∂µT
µ (3.22)

where

T µ ≡ fabc

(

ua vbν F νµ
c −

1

2
fabc ua ub ∂

µũc

)

(3.23)

We can iterate the procedure and derive:

[jµ(y), T ν(x)] = −i ∂µ∂ρD0(y − x) : ∂ · va(y)B
νρ
a (x) :

+i ∂ρD0(y − x) : ∂µ∂ · va(y)B
νρ
a (x) :

−i∂µ∂ρD0(y − x) : ua(y)C
νρ
a (x) : +i ∂ρD0(y − x) : ∂µua(y)C

νρ
a (x) : (3.24)

where

Baνρ ≡ ũν,ρ · Tν = ηνρ Ba, Ba ≡
1

2
fabcubuc

Caνρ ≡ vaρ · Tν = −fabcubFcνρ. (3.25)

If we integrate over y and apply the lemma 3.1 we obtain the formula

[Q, T ν(x)] = i ∂ρT
νρ (3.26)
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where

T νρ ≡
1

2
fabc ua ub F

νρ
c (3.27)

Finally it is easy to derive

[jµ(y), T νρ(x)] = 0 ⇒ [Q, T νρ(x)] = 0. (3.28)

The next step is to extend these commutation rules to chronological products. We have:

Theorem 3.2 The chronological products can be chosen such that they verify:

[jµ(y), T (T (x1), . . . , T (xn))] =

−i[ ∂µ∂ · v(+)
a (y)

n
∑

m=1

∂ρD0(y − xm) T (T (x1), . . . , B
ρ
a(xm), . . . , T (xn))

−∂ · v(+)
a (y)

n
∑

m=1

∂µ∂ρD0(y − xm) T (T (x1), . . . , B
ρ
a(xm), . . . , T (xn))]

+i
[

n
∑

m=1

∂ρD0(y − xm) T (T (x1), . . . , B
ρ
a(xm), . . . , T (xn)) ∂

µ∂ · v(−)
a (y)

−
n

∑

m=1

∂µ∂ρD0(y − xm) T (T (x1), . . . , B
ρ
a(xm), . . . , T (xn)) ∂ · v(−)

a (y)
]

+i
[

∂µu(+)
a (y)

n
∑

m=1

∂ρD0(y − xm) T (T (x1), . . . , C
ρ
a(xm), . . . , T (xn))

−u(+)
a (y)

n
∑

m=1

∂µ∂ρD0(y − xm) T (T (x1), . . . , C
ρ
a(xm), . . . , T (xn))

]

+i
[

n
∑

m=1

∂ρD0(y − xm) T (T (x1), . . . , C
ρ
a(xm), . . . , T (xn)) ∂

µu(−)
a (y)

−
n

∑

m=1

∂µ∂ρD0(y − xm) T (T (x1), . . . , C
ρ
a(xm), . . . , T (xn)) u

(−)
a (y)

]

+
∑

k<m

∑

a

[

∂ρD
(+)
0 (y − xm) ∂

µ∂λD
(+)
0 (y − xk)− ∂ρD

(−)
0 (y − xm) ∂

µ∂λD
(−)
0 (y − xk)

−∂µ∂ρD
(+)
0 (y − xm) ∂λD

(+)
0 (y − xk) + ∂µ∂ρD

(−)
0 (y − xm) ∂λD

(−)
0 (y − xk)

]

T (T (x1), . . . , B
λ
a (xm), · · · , C

ρ
a(xk), · · · , . . . , T (xn))

+
∑

k>m

∑

a

[

∂ρD
(+)
0 (y − xm) ∂

µ∂λD
(+)
0 (y − xk)− ∂ρD

(−)
0 (y − xm) ∂

µ∂λD
(−)
0 (y − xk)

−∂µ∂ρD
(+)
0 (y − xm) ∂λD

(+)
0 (y − xk) + ∂µ∂ρD

(−)
0 (y − xm) ∂λD

(−)
0 (y − xk)

]

T (T (x1), . . . , C
ρ
a(xm), · · · , B

λ
a (xk), · · · , . . . , T (xn)) (3.29)

where the expressions Bλ
a , C

ρ
a are given by (3.21).
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The proof is a straightforward application of the theorem 2.2.
To obtain the commutator of Q with the chronological products we have to integrate over

y. To do this operation we need the following result which is of the same nature as Lemma 3.1:

Lemma 3.3 The following formula is true:
∫

dy∂ρD
(ǫ)
0 (y − x1)

↔

∂
0

∂λD
(ǫ)
0 (y − x2) = 0. (3.30)

We now have the end result:

Theorem 3.4 In the preceding conditions the following formula is true:

[Q, T (T (x1), . . . , T (xn))] =

i

n
∑

m=1

[−∂µ∂ · v(+)
a (xm)T (T (x1), . . . , B

µ
a (xm), . . . , T (xn))

−T (T (x1), . . . , B
µ
a (xm), . . . , T (xn)) ∂µ∂ · v(−)

a (xm)

+∂µu
(+)
a (xm)T (T (x1), . . . , C

µ
a (xm), . . . , T (xn))

−T (T (x1), . . . , C
µ
a (xm), . . . , T (xn)) ∂µu

(−)
a (xm)] (3.31)

Proof: We do the integration over y and apply the preceding lemma, so the last two terms
from the formula (3.29) give a null contribution. For the first four terms we use lemma 3.1 for
convenient φ expressions:

φ1(y) = ∂ · v(+)
a (y) T (T (x1), . . . , B

ρ
a(xm), . . . , T (xn))

φ2(y) = T (T (x1), . . . , B
ρ
a(xm), . . . , T (xn)) ∂ · v(−)

a (y)

φ3(y) = u(+)
a (y) T (T (x1), . . . , B

ρ
a(xm), . . . , T (xn))

φ4(y) = T (T (x1), . . . , B
ρ
a(xm), . . . , T (xn)) u

(−)
a (y).

�

Similar formulas can be proven for other chronological products, for instance:

[Q, T (T µ(x1), T (x2), . . . , T (xn))] =

i[∂µ∂ · v(+)
a (xm)T (Ba(x1), T (x2), . . . , T (xn))

+T (Ba(x1), T (x2), . . . , T (xn)) ∂
µ∂ · v(−)

a (x1)

+∂νu
(+)
a (x1)T (C

νµ
a (x1), T (x2), . . . , T (xn))

+T (Cνµ
a (x1), T (x2), . . . , T (xn)) ∂νu

(−)
a (x1)]

−i

n
∑

m=2

[∂ν∂ · v(+)
a (xm)T (T

µ(x1), T (x2), . . . , B
ν
a(xm), . . . , T (xn))

+T (T µ(x1), T (x2), . . . , B
ν
a(xm), . . . , T (xn)) ∂ν∂ · v(−)

a (xm)

+∂νu
(+)
a (xm)T (T

µ(x1), T (x2), . . . , C
ν
a (xm), . . . , T (xn))

+T (T µ(x1), T (x2), . . . , C
ν
a (xm), . . . , T (xn)) ∂µu

(−)
a (xm)]. (3.32)
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4 Conclusions

We note that the commutators of the type [Q, T (T I1(x1, . . . , . . . , T
In(xn))] are given by sums

of terms where a factorization property appears: the factors ∂µ∂ · va, ∂µua are pulled out and
we remain with chronological products where one of the entry is a Wick submonomial i.e. a
derivative of the type (2.10).

On the other hand we know that the gauge invariance condition in order n is can be written
using the (linear) BRST operator

s ≡ dQ − i δ (4.1)

where
dQA ≡ [Q,A] (4.2)

and

(δC)I1,...,In =

n
∑

l=1

(−1)sl
∂

∂x
µ
l

CI1,...,Ilµ,...,In. (4.3)

Then, the on shell gauge invariance is:

sT (T µ(x1), T (x2), . . . , T (xn)) = 0 (4.4)

One can prove that such an identity is true up to order three [10], but a general proof in all
orders is missing. If we inspect the expression of the commutator [Q, T (T (x1), . . . , . . . , T (xn))]
given by the preceding theorem we notice an interesting point, namely the gauge charge is a
sum

Q =
n

∑

m=1

Qm (4.5)

where

[Q1, T (T (x1), . . . , T (xn))] =

i[−∂µ∂ · v(+)
a (x1)T (B

µ
a (x1), T (x2), . . . , T (xn))

−T (Bµ
a (x1), T (x2), . . . , T (xn)) ∂µ∂ · v(−)

a (x1)

+∂µu
(+)
a (x1)T (C

µ
a (x1), T (x2), . . . , T (xn))

−T (Cµ
a (x1), T (x2), . . . , T (xn)) ∂µu

(−)
a (x1)] (4.6)

and Qm can be obtained from Q1 making 1 ↔ m. Such a formula is not obvious from the
general definition. One is tempted to conjecture that the operator δ must also have such a
form. This seems to be plausible because similar operators, as for instance, the commutator
of the translation operator Pµ with various chronological products can be written is a similar
form. The reason is that Pµ is an expression bilinear in the (quantum) fields so we can apply the
preceding arguments in this case also. However, the operator δ is more complicated and we did
not succed to prove such a formula. However, we notice that it might be a good idea to reduce
the gauge invariance problem (4.4) to “simpler” problems where we have Wick submonomials
as entries. This idea first appeared in [8] and it is worthwile to study further.
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