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Influence functional for two mirrors interacting via radiation pressure
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We study the effective dynamics of two mirrors, forming an optical cavity, and interacting with
the cavity field via radiation pressure. We pursue a perturbative influence functional approach to
trace out the degrees-of-freedom of the field, and obtain the second order effective action for the
system composed by the mirrors. We find that the interaction between the mirrors is mediated by
pairs of field modes, which combine in such a way to give rise to two different interaction channels.
We find that the quantum and thermal fluctuations of the cavity field result in coloured, Gaussian
stochastic noises acting on the mirrors. To each of these noises is associated a dissipative effect,
and the corresponding power spectra and susceptibilities are related via generalized fluctuation-
dissipation relations. We finally demonstrate that the dynamics of the mirrors admits a stochastic
interpretation, and give the relative quantum Langevin equations.

I. INTRODUCTION

It is well known that the vacuum state of a quantum field is not truly empty, but is permeated by fundamental,
zero-point fluctuations. The physics that originates from such quantum fluctuations is rich, and underlies a plethora of
physical phenomena, such as the Lamb shift of atomic levels, the Casimir and Casimir-Polder forces, and the dynamical
Casimir effect [1]. In optomechanics [2], which is the research field that studies the interaction between macroscopic
objects and the electromagnetic field, it has been shown that the vacuum fluctuations can affect mechanical motion
[3] by inducing dissipation and decoherence [1—8], and even transfer mechanical energy between physically separated
mirrors, as an ordinary fluid [9].

Given the recent advances in miniaturization techniques [2], which allow mechanical devices to operate deep in the
quantum regime [10, 11], these findings open up a wide range of technological applications. Devices in which forces
between mechanical components are exchanged via the mediation of vacuum fluctuations could find application in
those research fields where high sensitivity is required, such as in the search for gravitational waves [12] and dark
matter [13]. They could be used in quantum metrology and quantum sensing [14] and, in the near future, could
serve as actuators of nanoscale motion, for manipulating objects as small as nanowires, quantum dots, or even living
organisms such as viruses and bacteria in biological applications [15]. Recent proposals have also shown that nano-
metric system could be used to realize mechanically based quantum bit [16] for quantum information and quantum
computing.

Building on these premises, the accurate theoretical modelling of such devices is a highly desirable goal. By moving
in this direction, the aim of this paper is to develop a detailed description for the effective dynamics of two vibrating
mirrors in a typical optomechanical cavity. The objective is to develop a model that goes beyond the standard single

mode approximation, and takes into account the multi-mode nature of the field instead [17]. To this aim, we make
use of an open quantum system approach based on the theory of the influence functionals [18, 19], according to which
we identify the field with the environment, while the mirrors as the system of interest. This approach is similar,
but pursues the opposite objective, to the one developed in [20], where the authors were interested in developing a

description of the dynamical Casimir effect that included dissipation and noise from first principles.

We consider the one-dimensional configuration for simplicity, and model the interaction between the mirrors and the
field in terms of the radiation pressure [21, 22]. Within this framework, the mirrors are assumed perfectly reflecting.
This approximation is valid as long as we consider taking part to the interaction only the modes of the field with
frequency below the plasma frequency of the materials. More general models, that explicitly account for the internal
dynamics of the mirrors have been developed [22-24], and the role played by the internal degrees-of-freedom (dofs)
in mediating the interaction between the optical field and the mechanical oscillators have been studied [25, 26]. The
theory developed in this paper is not only relevant to optomechanical systems, but is also applicable for modelling the
dynamics of microwave optomechanical circuits [27] and superconducting circuits [7, 28-30], which are characterized
by an equivalent radiation-pressure coupling.

The first original result of this paper generalizes the description of the radiation pressure interaction, developed
in [21], to the case of two dynamical mirrors. Given the nonlinear nature of the resulting coupling between the
mechanical and optical dofs, we work in the weak interaction limit and pursue a perturbative generating functional
approach [31, 32] to derive a second order effective action for the system composed by the two mirrors. We find
that the quantum and thermal fluctuations of the field appear in the form of coloured noises acting on the mirrors,
whose non-equilibrium dynamics is non-Markovian. Interestingly, the structure of the noise and dissipation kernels
that characterize this dynamics manifestly shows that couples of field modes are involved in mediating the interaction
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FIG. 1: Schematic representation of two mirrors forming an optical cavity, and confined in harmonic potentials of frequency €.
The mirrors interact with the scalar field A(x) enclosed in the cavity. The coordinates gr, and ggr correspond to the positions
of the left and right mirrors, while L = qr — qr, is the length of the cavity. We indicate by @ (z) the eigenfunctions that give
the spatial structure of the cavity modes, and with wy the corresponding frequencies.

between the mirrors. This property results from the underlying dynamical Casimir mechanism. We obtain that such
kernels are related via generalized fluctuation-dissipation relation [31, 33]. We finally show that this dynamics admits
a stochastic description, and give the corresponding quantum Langevin equations [34].

The paper is structured as follows: We start by introducing in Sec. II the physical system at hand and by generalizing
the theory of the radiation pressure interaction to the case of two dynamical mirrors. The details of the calculations
are reported in Appendix A. In Sec. I1I we begin the study of the influence functional for the mirrors. In particular,
in Sec. IIT A we introduce the concept of influence functional and influence action, while in Sec. II1 B we present their
perturbative expansion. The relevant field correlators, and the generating functional from which they are derived are
reported in Sec. III C. In Sec. ITI D we present the main results of this paper, that is the second order influence action
for the two mirrors, and discuss the physical interpretation of our findings. The details of the calculations leading to
these results are reported in Appendix B. We show in Sec. I11 E that the noise and dissipation kernels that describe the
non-equilibrium dynamics of the mirrors satisfy generalized fluctuation-dissipation relations. In Sec. IV we illustrate
the stochastic interpretation of the effective dynamics of the mirrors, and give the corresponding quantum Langevin
equations. Finally, in Sec. VI, we draw our conclusions.

II. THE PHYSICAL SYSTEM

We consider the minimal one-dimensional system composed of two moving mirrors of equal mass M, forming an
optical cavity, each confined in a harmonic potential of frequency 2 (see Fig.1). We indicate respectively with gy, (t)
and qgr(t) the positions of the left and right mirrors, and with gz, o and ggo their value in correspondence of the
minimum of the confining potentials. The length of the cavity in such condition is: Ly = qr,0 — qr,0- In the region
inside the cavity, qr.(t) < x < ggr(t), is defined the scalar field A(x). This is the equivalent of the vector potential in
the case of the electromagnetic field. We make the same assumption as in [21, 22] and neglect the effects of the field
outside the cavity for simplicity. This procedure is physically justified if there is an appreciable number of photons in
the cavity, so that the inside field dominates over the outside one. In this paper, we are however interested in laying
down the basis for the treatment of the problem, identifying the fundamental physics, rather than give the precise
solution to the equations of motion of the mirrors. The more general case, in which the dofs of the outside field are
taken into account, represents a straightforward extension of the results illustrated in this work. This problem will be
the object of future further investigation. The mirrors and the field interact with each other via radiation pressure,
that we model by imposing that the field vanishes at the mirrors positions: A(x = qr(t),t) = A(z = qgr(t),t) = 0.
In other terms, this means working in the limit of divergent electric susceptibility, and thus assuming the mirrors
being perfectly reflecting [22—-24]. This assumption is reliable only for optical modes of frequency below the plasma
frequency of the mirrors, which thus provides a natural cut-off for the modes that take part to the interaction.

Basing on these assumptions, the action S[A4,¢,] of the whole system can be written as the sum of the action
Swmlgn), that describes the free dynamics of the mirrors, and the action S4[A, ¢,], that accounts for the field dofs
instead. We used here the shorthand ¢, = {qgr,qr}, to collectively indicate the dofs of the right and left mirrors.



These actions take the explicit form (¢ = 1):

Swrlan] = / ' dt Z - qn,0)2] ) (1)

ti n=R,L

tf qr(t)
S[A, qn] = = / dt/() — (0,47, 2)
qr(t

with ¢; and ¢y respectively the initial and final time of the motion. Note that we omit for brevity the explicit time-
dependence of variables in the equations, when not necessary. The action S/ [A, ¢,,] contains the dofs of the mirrors,
since the spatial integral is extended over the (time-dependent) cavity length: L(t) = qr(t) — qr(t).

We proceed by projecting the field onto the instantaneous basis [21, 22], that is composed by the set of eigenfunctions
{ok[z; 9, (t)]} (k =1, 2, ...) which vanish in correspondence to the location of the mirrors. These have the form:

orlri an(t)] = aﬁfégasm@mwu—%mu, (3

where wy(t) = kn/[qr(t) — qr(t)] are the cavity-length-dependent frequencies of the modes. Note that the eigenmodes
@k[7; gn(t)] implicitly depend on time because of the motion of the mirrors. Indicating collectively by Qxy(t) =
{Q1, Q2, ...} the set of time-dependent amplitudes of the modes, the field is written in this basis as

1) =3 Qu(t)pule: 4a(t)) (1)
k

The action of the field, Eq. (2), can be decomposed in the instantaneous basis by using Egs. (3) and (4). This yields
(see Appendix A for further details):
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We use the standard notation and indicate time derivatives with dots over variables. In Eq. (5), we defined &, =
(rjkdr + likqr), with
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and used the following relations, that result from the completeness of the basis {¢x[z; ¢(¢)]}:
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The action in Eq. (5) is the first original result of this paper. It extends the theory developed in [21] to the case of
two moving mirrors interacting with the field inside the cavity via radiation pressure. The first term in Eq. (5) is
a collection of actions of harmonic oscillators, one for each mode of the field, with time-dependent frequencies. The
second and third terms involve the velocities of both the mirrors and the field modes, and account for non-adiabatic
effects of their interaction.

In what follows, we derive an effective action for the system composed by the two mirrors, by using an open
quantum system formalism based on the theory of the influence functionals. Due to the nonlinearity of the mirrors-
field interaction, that is encoded in Eq. (5), we follow a perturbative approach, in which this interaction is treated as



a small perturbation to the free dynamics of the mirrors and the field. In preparation to these following steps, it is
thus convenient to rewrite Eq. (5) as:

SuQrys an(t)] = SalQry] + Sint[Qry, anl, (8)
where
ty 1 .
SalQual = [ dt5 371G} ~whoQR) )
t; k
t
Sint [Q(ky> an] = / fdt %Z[w,% H)]Q3 +Z QuQ; 0jp Z QEQ] Tjedke ¢, (10)
t; k —dqL ko QR

are respectively the action for the free field, and the action that accounts for the coupling between the optical and
mechanical dofs. We indicated here by wy o = kn/Lg the frequency of the k—th mode, corresponding to the length of
the cavity at equilibrium. Gathering these results together, we can write the action for the whole system in the form:

S[Qqry an] = Smlan] + SalQiy] + Sint[Qky, dn)- (11)

Eq. (11), will be the starting point for the perturbation theory developed in the following sections.

III. EFFECTIVE ACTION FOR THE MIRRORS

The nonlinear interaction between the mirrors and the field, that is described by the action Sint[Q¢x}, ¢»] introduced
above, prevents us to obtain an exact analytical solution for the effective dynamics of the two mirrors. We therefore
assume the strength of this interaction weak enough, and follow a perturbative influence functional approach, as
prescribed in [31]. We start in Sec. IITA by giving an overview on the influence functional formalism, and by
introducing in Sec. 111 B its perturbative expansion. After defining the generating functional and the relevant Feynman
propagators in Sec. I11 C, we give in Sec. III D the explicit expression of the second order action for the system of the
two mirrors, and discuss the physics it encodes. We show in Sec. IIT E that the noise and dissipation kernels, which
describe the non-Markovian evolution of the system, satisfy generalized fluctuation-dissipation relations. Finally, in
Sec. IITF, we summarize our results.

A. Definition of influence functional

The quantum state of the two mirrors can be described in terms of the reduced density matrix p,., that is obtained
by tracing out the dofs of the field from the density matrix p of the whole system: p, = Tra[p]. By working in the
position representation, and using the bra-ket Dirac notation, this is written as:

+oo +oo
0= / dagn / dal, pr (g 013 ) lan) {0 (12)

The reduced density matrix j, is evolved in time via the reduced evolution operator J,(¢n, r, ¢, o trlgn.i, 4, s t;), that
gives the amplitude of the transition of the system from the initial configuration {qn i, q;, ;} at the time #;, to the final
configuration {g, ¢, q;h f} at the time ¢y. Accordingly, we write the reduced density matrix at the final time as:

+oo “+o0
p'r'(‘]naQ:L;tf):/ dQn,i/ dgy, i e (Gn. g G ot |Gnsis @i i) Pr(Qnsis @i i) (13)

— 00 — 00

We assume that the mirrors and the field are uncorrelated at the initial time, such that the density matrix for the
whole system factorizes as p(t = 0) = p, ® pa, where pa is the density matrix for the field sector. Given this

assumption, and by using the path integral formalism [18, 19], the reduced evolution operator can be written in the
form:
/ / an.gots In,pots / i / /
J(@n,fs G o tflan.ir @n i ti) = / an/ Dq,, exp {h(SM [gn] — Smlan]) | Flan, 4l (14)
n,isti q;,,,iyti



where
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is the formal expression for the influence functional. This encodes the effect of the field onto the dynamics of the two
mirrors. For readability, we introduced in Eq. (15) the notation of the type: dQy = [, dQx and DQy = [, DQx,
respectively for standard integrals over the field dofs, and for integrals over the relative paths. The influence functional
in Eq. (15) can equivalently be written in terms of the influence action dA[g,, ¢,,], that is defined as:

i
Flgn, q,] = exp (hM[qn, qib]) - (16)

By using Eqgs. (15) and (16), we can write the evolution operator Eq. (14) in terms of the effective action S$f[gn, ¢,] =
Sumlgn) — Smlan] + 0A[gn, 4], as:

/ / Infits Tn.gts ’ b coff /
Jr(‘]n,faQn,fvtf|Qn,iaQn,ivti) = Dqy, Dq,, exp ﬁSM [Gnsqn] ) - (17)
q q
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From this results it is thus clear that the effect of the field onto the dynamics of the system composed by the mirrors
is accounted for by the influence action, whose evaluation is the key task in the forthcoming sections.

B. Perturbative expansion of the influence action

Due to the nonlinearity of the mirrors-field interaction Sin:[Q{x},¢n], an exact solution for the influence action
cannot be obtained. To overcome this difficulty, we pursue a perturbative approach that treats such an interaction
as a perturbation to the free dynamics of the mirrors and the field. The perturbative expansion of the influence
functional (or influence action) is obtained by noticing that the definition in Eq. (15) can be interpreted as an average
over the dofs of the field. By introducing the average of the generic function O(Q{k}, Q% k}):

<@(Q{k}va{k})>AE/ dQ{k}»f/ dQ{k},z‘/ AQry i PA(Qryi» Qay inti)

Qyits Qfty . ,
X / DQ{k}/ DQf{k}eﬁ(SA[Q{k}]—SA[{Qk}])(f)(Q{k},Qf{k}) . (18)

i»ti il

the influence functional can be written as
7
Flgn, q,] = <6Xp [h (Sint[Q{k}achl] - Sint[Q/{k}»q;LD] >A~ (19)

The sought perturbative expansion is thus obtained by power expanding the exponential in Eq. (19). Up to second
order in Sint[Q{x},n], the corresponding influence action is written as:

6A[gn, ¢,] = AW [gn, )] + 6AP (g, L), (20)

where
614(1) [Q'ru q;] = <Sint [Q{k}a qu]>A - <Sint [Q{{k}7 q;,,]>Aa (21)
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are the first- and second-order contributions, respectively. Given Eq. (10), Egs. (21) and (22) are defined respectively
in terms of second- and fourth-order correlators of the field that involve both the amplitudes of the field modes Q4

and their velocities Q{k}. These correlators can be obtained from the generating functional G[Jyz, J{ k,}] of the free
field that we introduce in the following section.



C. Generating functional and the propagators

The correlators involving only the amplitudes Q5 of the field modes are obtained by differentiating the corresponding
generating functional, that is defined as

Gl Tiay) = <exp {h > [ atlnmQu - J;;<t>cz;<t>]}> . (23)
kTt

A

This formally represents the influence functional of the field, in the case its dofs are linearly coupled to the external
actions Jyzy. Averages of the type in Eq. (18) can be computed by simply differentiating the generating functional,
that is:

h 6 h ¢
/ _ e _ / /
<O[Q{k}7Q{k}]>A _O|:7, 6J{k}; i §J‘Ek}:|g|;]{k}7J{k}:HJ{k}:J{k}:O (24)
The explicit expression for Eq. (23) can be calculated by using standard path integral techniques [35]. By considering

an initial thermal state for the field, with temperature T, this takes the form [31, 35, 30]

G4y Tiy) = exp {—; S [Ty [ dsa i) = Tl s = 52) Ualsa) + T s2)
k t; t;

1 ty S1
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where the dissipation pj and noise vy kernels are defined as

vi(t) = Sors cos(wg,o0t), (26a)
1 .
pi(t) = " Sora sin(wg,0t), (26b)

and zj = coth (hwy, 0/2kpT). These are related via the fluctuation-dissipation relation [35, 36]:
Vi (t) = kak,()’)’k (t), (27)

where v (t) = ft ds pp(s) = [1/(2w3 )] cos(wg,ot). Since the action of the free field is quadratic, averages of order
higher than two can be decomposed as product of averages of order equal or lower than two. First-order averages are
identically zero, as well as the second-order cross-correlations between the different, independent modes of the field.
The following Feynman propagators exhaust all the relevant second-order averages involving the field amplitudes:

Dq,qi (51— 82) = (Qk(51)Qk(52)) = —ih[ — pk(s1 — s2)sgn(s1 — s2) +ivk(s1 — s2)], (28a)
Dq q (51— 52) = (Q)(51)Q(52)) = —ihifur(s1 — s2)sgn(s1 — s2) + ivg(s1 — s2)], (28b)
D1 q. (51— 52) = (Q(51)Qr(52)) = —ihifur(s1 — s2) — ivk(s1 — s2)]. (28¢)

Correlators involving the velocities @y, are readily obtained by taking appropriate time-derivatives of Eqs. (28)(a-c)
(see Appendix B).

D. Influence action for the mirrors

We arrive now to the main result of this paper, that is the second-order influence action for the mirrors. We leave the
details of the calculations to Appendix B. Here we focus on presenting the main results and discussing their physical
meaning. We work in the limit of small oscillations of the mirrors around their equilibrium positions g, o within the
confining potentials, and write: ¢, (t) = gn,0 + 0¢n(t), where d¢,(t) denotes fluctuations of the mirrors’ positions.
In other words, we assume the length scale of the mechanical motion much smaller than the wavelength of optical
modes that interact with the mirrors (that is, ultimately, the wavelength corresponding to the plasma frequency). We
present the following results up to the second-order in the perturbative parameter dq,,/Lo.



The first order term §A™M[q,,, ¢/,] of the influence action involves only the variation dga = dqr — dqz, in the relative

distance between the mirrors. Because of this reason, we find convenient to indicate it as A(Al) [6qa,0q5] = 5AW [q,, q.].
This is composed by two terms:

AV 5qa) = 648 [6qa, 0] + 54 [6qa. 5q). (29)

The former, 5A(Al)6, is linear in the fluctuations dga and accounts for the Casimir force that attracts the two mirrors.

The latter, 5142’)527 is instead quadratic in dga and is responsible for a correction to the frequency of the harmonic
potential that limit the physical separation between the two mirrors. These are static effects that arise because of
the cavity-length-dependence of the frequencies of the modes of the field. The bare contribute of these terms formally
diverges, but they can be renormalized by subtracting the corresponding values in the limit of infinite separation
between the mirrors, as discussed in Appendix B. Note that, by following this procedure, we make use of the energy of
the field outside of the cavity, in order to compensate the infinite change of the vacuum energy inside the cavity, that
is consequent to the change in the mutual distance between the mirrors. This entails taking into account the static
contribute of the interaction between the mirrors and the outside field, while its dynamics is neglected. As noted in
[21], strictly speaking, this approach is not fully self-consistent, as also the dynamical effects of such an interaction
should be taken into account. This can however be achieved by simply generalizing our approach and consider also
the dofs of the field outside the cavity. Nevertheless, we remark that neglecting the dynamics of the outside field is
a good approximation in those physical configurations dominated by the field inside the cavity (i.e. in those cases in
which an appreciable number of photons are in the cavity).
The two first-order terms introduced above take a simple form in the zero temperature limit:

b hm
5A(Al,)5 [0ga,0qn] = */ dt (24L2> (0ga — dgn), low temp. (30a)
t; 0
ts 3hm
5A(Al?52 [6ga, 0gn] = / dt (16L3> [(6g3) — (6r)7], low temp. (30b)
t; 0
as well as in the high temperature limit:
Y (kT
0AL;10qa, 6q)) :/ dt (2BL0) (6ga — 6qn), high temp. (31a)
t;
b (3kgT .
5A(Al,)5z [6gn, 0qn] = —/ dt (4LBz> [(5q2A) — (5q’A)2]. high temp. (31b)
t; 0

The second order term of the influence action, § 4[4, 6¢/,], describes instead the dynamical effects of the coupling
between the mirrors. It can be decomposed into two different contributions: one, we call it 5A(AQ) [0ga, g, describes

the dynamical evolution of the mutual distance dga = dqr — dqr, between the mirrors; the other, 5A(22) [0gs, 0k ],
accounts instead for the dynamics of their center-of-mass (CM) dgs; = dgr + 0qr,. These take the explicit form:

ty S1 B _ _ B
5AD [5qa,0q5] = h { / ds, / dss [—idq(A_)(sl)N(sl — 59)0q57 (s2) + 6057 (1) M (51 — 52)5q<§>(32)] }
ti ti

! (32)
ty S1
M{/ dsl/ dsz z‘éqg‘%sl)wsls2>6qg"<32>+5qg‘><sl>MA<sls@&j&”(sz)”’
ti ti

ty S1
5AP [6gs, 6q%) = h{/ dsl/ dso
ti ti

In Egs. (32) and (33), we defined the combination of the forward- and backward-in-time histories 6q§i) = (dq; £ 0¢})
(with ¢ = A, ). This result shows that the mirrors follow a non-Markovian, out-of-equilibrium dynamics. We will
demonstrate in Sec. IV that the imaginary components in the influence action physically represent noises acting onto
the mirrors, which are due to the quantum and thermal fluctuations of the cavity field. The real terms represent
instead the corresponding dissipation counterparts.

— 0643, (s1)Nx (51 — 52)3G5 7 (s2) + 663 (s1) Ms (51 — 32>5q<;><82>] - (33)



The term in the first bracket in Eq. (32) is a result of the cavity-length-dependence of the frequencies of the field
modes. It accounts for a non-local in time coupling for the relative distance between the mirrors, and is defined in
therms of the noise N(t) and dissipation M (t) kernels. These have the form:

N =3 j; Ni(0) M) =3 j’; W (1), (34)

with
Ni(t) = vy (t; k) +v_(t; k, k), My (t) = py (4 k, k), (35)

and
itk ) = ~(a12; 1) cos{(wn & w1, et K, ) = (21 = 25) siml(n £ ;)] (36)

Egs. (35) and (36) show that this interaction is mediated via two different channels, that we call respectively the
(+) and (—) channels. To these correspond the noise and dissipation kernels vy (¢;k, k), uy(t;k, k) and v_(t; k, k),
p—(t; k, k) = 0, respectively. Notice here the peculiar behaviour of the (—) coupling channel: in this case the noise
kernel v_(t; k, k) vanishes in the zero-temperature limit, and it has no dissipation counterpart at any temperature.

The term in the second bracket in Eq. (32), as well as Eq. (33), account instead for a coupling between the velocities
of the two mirrors. In Eq. (32) this contribute is appreciable respect to the first term, which involves the positions,
in the case the frequency €2 of the mechanical vibrations is of the same order of the optical frequencies wizy. By
considering state-of-the-art microwave resonators, this regime can be achieved with hybrid quantum electromechanical
system [37] or ultra-high-frequency micromechanical resonators [38]. Also in this case, this coupling is non-local in
time, and the corresponding kernels take the form:

" WEW; " Wi oWj,
Na(t) = I;Nkj(t)v Ma(t) = Z %Mkj(t)v (37)
kj 0 kj 0
T WEW; /wk,Ow j,0
Ns(t) =) 72 Nk (0), Ms(t) =) —iz M (D). (38)
kj 0 kj 0
with
N (t) = N E (s) + N (), My j(t) = M H (s) + M) (8), (39)
and
+ 1 ‘ + )
N @) = S (t5k, ), M) = Stk ). (40a)

 (wko £ wjo) (wk,0 £ wj0)

In Egs. (37), double primed sums indicate sums over couples of cavity modes k, j, such that k + j = 2n (n € N) is
an even number while, in Eq. (38), single primed sums indicate sums over modes such that & + j = 2n + 1 is an odd
number instead. This shows that the relative distance and the CM dofs of the mirrors interact with an environment
that is composed by different combinations of field modes. It is interesting to note that the structure of the noise and
dissipation kernels defined above reveals that mechanical energy is exchanged between the mirrors via the mediation
of pairs of field modes, which is the hallmark of the underlying dynamical Casimir mechanism. According to this
picture, the fluctuations in one of the mirrors decay in favour of the creation of pairs of photons inside the cavity.
These photons travel towards the other end of the cavity, where they interact and thus excite the second mirror [9].
Also in this case, the modes that mediate the interaction between the mirrors combine in such a way to give rise to

two different coupling channels whose noise and dissipation kernels are respectively N, ,g_?(t), M ,gt)(t) and ng’;)(t),
M ().

Note that the noise and dissipation kernels in Egs. (34), (37) and (38) diverge and cannot be renormalized by using
the field outside the cavity, as done for the static, first order terms. This is a limit of the radiation pressure model
[39-42]. Such a limit is however overcome by physical considerations, that are related to the transparency of the
mirrors for modes of frequency beyond the plasma frequency of the materials. In other words, in the sums that define
the kernels, a cut-off I' of the order of the plasma frequency, needs to be introduced.



E. Fluctuation-dissipation relations

The noise and dissipation kernels we obtained from the nonlinear mirrors-field coupling at hand, are related via
generalized fluctuations-dissipation relations. By defining vy (t; &, j) = [ " ds u+(s; k, j), these can be easily expressed

in the frequency domain by noting that:

ZKZ5 + 1

vy(tsk, ) = (wr0 +wjo) Yot k, 7)), (41)

2K+ 25
zpz; — 1

v_(t;k,7) = (wk,0 — wjo0) Y- (t; k, 7). (42)

<j

These differ from the standard fluctuation-dissipation relation, Eq. (27), which characterize a linear system-
environment coupling. They are however identical to the linear ones, both in the high temperature and zero temper-
ature limits. In the former case, kgT /Al > 1, we have:

2 — 2KBT/hwk’0,
and the fluctuation-dissipation relation takes the standard Kubo relation [18, 31,

2kpT

V:t(tvkm?): ’Y:I:(t7k7j) (43)

In the opposite zero-temperature limit, zx — 1, and we obtain instead:

V+(t;kaj) = (Wk:,O +wj,0)7+(t; kaj)a (44)
V*(t7ka.7) = |wk,0 _w],0|7*(t7k7]) (45)
This is a general property of the fluctuation-dissipation relations [31]. Physically, it means that these relations are

insensitive to the type of system-environment coupling both at high and low temperature. Egs. (44) and (45) highlight
once again that the interaction between the two mirrors is mediated by pairs of field modes, which combine in such
a way to give rise to two different coupling channels. In the (4) channel, the effective frequencies of the bath modes
the mirrors interact with, is given by the sum of the frequencies of the modes that take part to the interaction. In
the (—) channel instead, this is given by their difference. As a final remark notice that, since the constant noise term
v_(t;k, k) in Eq. (34) has no dissipation counterpart, there is no way to form a fluctuation-dissipation relation in this
case. Such a term vanishes in the zero-temperature limit, and describes a delta-correlated, white noise acting on the
cavity length dof of the mirrors.

F. Effective actions

We collect here the results presented in the previous sections, and write the effective action for the system composed
by the two mirrors. We have found that, up to second-order in the perturbation theory, the influence action decouples
into the two independent contributes for the CM and the relative distance dofs (notice that a coupling is expected to
appear at higher orders). We find thus convenient to write the action for the free mirrors, Eq. (1), in the same basis.
These take the form:

Sr[0gn]) = Sx0[0gs] + Saoldgal, (46)
with
b M ., 2¢ 2
Sy.0[0¢x] :/ dt T (5q2 -0 (ng) , (47a)
t;
t M 5 2¢ 2
Sa,0(6qa] :/ dt T (0da — Q%043 ) |- (47Db)
t;

By inserting the free actions Sy, g[0¢x] and Sa [0ga], together with the first A(Al) [0ga] and the second order contributes

A(Az) [0gal, A(22 ) [6gx] of the influence action, into the effective action S$¥[g,,q/,] that defines the reduced propagator
in Eq. (17), we can write

ST = S5 et + S et (48)
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where
Sseft = Ss.08as] — Sx.0l0d%] + AL [0gs], (492)
Sneft = Sa0[6qa] — Saoldgh] + AV 6ga] + AR [5qal, (49Db)

are the effective actions for the CM and the mutual distance dofs, respectively. The reduced propagator can be
factorized accordingly:

JT(éqn,fv 6q:lf7 tf |5Qn,i7 5q>:7,7ia tl) = JT,Z (6q27f7 6q/27f7 tf |5q27ia 6q/2)i7 tl) X JT,A(6QA,f7 6q/A,f7 tf |6qA,i7 6qlA,ia tl)7 (50)

with:
, , dgqs, £ty 55 sty .
T5(045 £, 6405 1251605, 52 0l 11 1) = / Dégs / Db exp [iSs.er/H] (51a)
0qs,isti day; ot
Sqn,fits Sqn ot s
T 5 (6.5 005 ot 160a.0, 60 i1 ti) = / Déga / Doy exp [iSacr/H (511)
3qn,isti Oqp ;oti

IV. STOCHASTIC INTERPRETATION OF THE INFLUENCE FUNCTIONAL

We show in this section that the theory of the influence functional previously discussed allows for a stochastic
description of the effective dynamics of the mirrors [34]. In particular, we show that the imaginary part of the influence
action, which comprises the noise kernels, can be interpreted as originating from coloured, Gaussian stochastic noises
acting on the mirrors. For definiteness, we develop the following arguments by considering the influence action in
Eq. (32), since it is the most general as both the position-position and velocity-velocity coupling appear. For simplicity,
we discuss separately the stochastic models for these two types of interactions.

1. Position-position coupling

The dynamics introduced by the first term in Eq. (32) can be interpreted in term of a stochastic force € (s) coupled
to the position dga. To prove this, let us consider the following action:

S [6ga] = / "t {L[sqa (1), 8da(t)] + Saa(D)Ea(t)), (52)

i

in which £a (t) is a Gaussian stochastic process, with non-zero mean. The effect of the force {a onto the dynamics of
the system can be described in terms of its corresponding influence functional. Indicating with P[£(t)] the probability
density functional for the &a () histories, this takes the form:

T
Feloaa.0da] = [ Pea(tPleatlesn {3 as(0) - sl a0} (53)
This equation formally defines the characteristic functional of the stochastic process &a (t) [14]. Since &a (t) is Gaussian
by hypothesis, only the first two cumulants C¢; and C¢ o are different from zero. These are defined as:
Cea(t) = (€al)),  Cealty i) = (€alti)éa(tz)) — (€altr)) (€alta)) - (54)
The influence functional in Eq. (53) can be thus written in the form [19]:
i [ () Lo [ a5 ()
Fr =exp ﬁ/ dt Ce1(t)dg, " (t) — ﬁ/ dsl/ ds20q, ' (51)Ce 2(51,52)0q, " (82) ¢ s (55)
ti 123 t;

while the probability density functional reads

Pleat] e {3 ["dn [ dsaleatsn) - Cealonl Ceal (s ealon) ~ Cealsal} - (50

i
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By comparing Eq. (55) with the first term in Eq. (32), we deduce that the two influence functionals have the same
structure, given

Cen(t) = h /t ‘t ds[31(t — )55 (5)). (57a)

Cea(ti,ta) = —h*N(t; —ta). (57b)
This result provides the sought connection between the quantum and the stochastic pictures. In what follows, we
find convenient to separate the average (deterministic) evolution of £ (¢) from its fluctuating component. That is, we
write Ea(t) = Ce1(t) + €a(t), where a(2) is the corresponding zero-mean stochastic process.

2. Velocity-velocity coupling

A similar discussion can be developed also for the second term in Eq. (32), that involves the coupling between the
velocities of the mirrors. We show here that this term can be interpreted in terms of a non-zero mean, Gaussian
stochastic action na(s), that is coupled to the velocities of the mirrors instead. We follow the same procedure as
before and introduce the action:

S, [64a] = / " dt {L16ga (), 5da(0)] + Sda(Hnat)). (58)

i

The effect of the coupling of the velocity with the stochastic process na (t) is described by the influence functional:

SUNARY RO IO B T NCEADENC]S (59)

Again, Eq. (59) defines the characteristic functional of the stochastic process na (t). By pursuing analogous arguments
as detailed in the previous section, we can write this in terms of the first and second order cumulants of the process

na(t):

Coa(t) = (a(t)),  Cpalti,t2) = alti)na(tz)) — (alts)) altz)), (60)
F, = exp{;/t_f dt Cpy 1 (1)8¢ ) (1) — %/tf dsy /t_f d525q<>(sl)cn,2(sl,52)5q<>(52)}. (61)

The probability density functional P[na(t)] takes a form analogous to Eq. (56). By comparing Eq. (61) with the
second term in (32), we deduce that the two influence functionals have the same structure, given:

Cya(t) =h /t t ds [MA(t - s)aqH)(s)}, (62a)

Cy2(t, t2) = —R*Na(t1 — t2). (62b)

Again, this result provides the connection between the quantum and the stochastic descriptions. We find convenient
also in this case to separate the average evolution of na from its fluctuating component. That is, we write na(t) =
Cy1(t) +1a(t), where 7a(t) is the corresponding zero-mean stochastic process.

V. LANGEVIN EQUATIONS

The results of the previous section allow us to interpret the imaginary terms in Egs. (49a) and (49b), as stochastic
noises coupled either with the positions or the velocities of the mirrors. According to this picture, we can write the
effective actions for the CM and the relative distance dofs of the mirrors as:

St = Swalsus] — Ssalsat] + Re(aP ]} + [ dtlsin(t) — 5t (0] is(0), (63)
Saer = Saoldaa] — Saol0gh] + AL 6ga] + Re{AD [54a]} + / 7 it aa(t) — Sgs (D] Ea(®)
(64)

+/ "t [0Ga (t) — 0GA ()] 7a(t).

t;
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In Eq. (63), we defined the zero-mean Gaussian noise 7x(s), whose second order correlation function is defined as in
Eq. (62b), with Ny in place of Na. By extremizing Eq. (63) and Eq. (64) with respect to 5q({) and 6q£7), that is by
posing 0S5, e/ 65q(2_) =0 and 0SA e /86q(A_) = 0, we obtain the associated quantum Langevin equations of motion

for 5q(;) and 5q(A+), respectively. These have the form:

M . M 3hm oo ,
S NIORS <492 - 16L3>6q<:><t> [ ds 3ttt - 9548()]

0 t; (65)
hr . -

— h/t ds{M(t — 5)5q(A+)(s)} = fm +17a(t) = &),

i

%aq‘;)m + %ﬂ%q(;’m +h / ds| Vs (t = )04 (5)| = s (0): (66)

tq

It has been shown [34] that these equations can be used to propagate in time the Wigner distribution of the two mirrors,
which provides a semi-classical representation for their quantum state [15]. Moreover, quantum mechanical correlators
of operators that are symmetrically ordered respect their hermitian conjugates, can be calculated by performing both
an average over the quantum fluctuations that characterize the initial state of the mirrors and a stochastic average

respect to the different realizations of the processes 5q(2+) (t) and (Sq(AJr)(t)7 that are solutions of Eqs. (65) and (66).

We refer the interested readers to Ref. [34], for a deeper insight onto this matter. Up to the second order in the
perturbation theory, these equations thus provide a stochastic picture for the full quantum dynamics of the system.
Notice that an equivalent description for such a dynamics can be formulated [31, 35, 36], in terms of a master equation

for the reduced density operator of the mirrors.

VI. CONCLUSIONS

We have studied the effective dynamics of two mirrors forming an optical cavity, and interacting with the field via
radiation pressure. We pursued this objective by following an open quantum system strategy based on the theory
of the influence functionals. Due to the nonlinear nature of the coupling, we used a perturbative approach to trace
over the degrees-of-freedom of the field and obtain a second order effective action for the system composed by the
two mirrors. We found that the mirrors interact with each other via the mediation of pairs of modes of the field.
In particular, we showed that each of these pairs mediate the interaction by two disjoint channels. In one of these
channels, the frequency of the effective bath mode that results coupled to the system is given by the sum of the
frequencies of the two field modes that make up the pair. In the other channel instead, such a frequency is equal to
the difference between the frequencies of the modes. The mirrors are coupled both via their positions and velocities,
and undergo a non-Markovian evolution. We showed that the quantum and thermal fluctuations of the field induce
noises acting on the mirrors. To each of these noises is associated a dissipative effect, and the corresponding memory
kernels are related to each other via generalized fluctuations-dissipation relations. We finally demonstrated that the
quantum dynamics of the mirrors admits a stochastic interpretation and we derived the corresponding Langevin
equations.

The theory we developed provides a quantum description of the dynamics of the mechanical components in a typical
opto-mechanical system, that takes into account the multi-mode nature of the field. It provides an understanding of
the fundamental mechanism by which quantum fields, and in particular the zero-point fluctuations that populate the
vacuum state, mediate the interaction and thus the exchange of energy between movable components. Given the rapid
advances in the miniaturization and cooling techniques, that allows mechanical devices to operate close the quantum
level, this effect is promising in view of the development of quantum devices, that could serve as sensors or actuators
of quantum motion.
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Appendix A: Field Lagrangian in the instantaneous basis

We detail here the calculations that lead to the action in Eq.(5). For the sake of readability, we rewrite here the
Lagrangian of the field:

/ _ 1 o= (®) 2 2
L4[A, qn) 5 © dx [(atA) (0:A) ], (A1)

together with the expansion of the field in the instantaneous basis

t) = Qut)pxle, aa(b)], (A2)
k

where the eigenmodes with vanishing Dirichlet boundary conditions in correspondence to the position of the mirrors
have the form:

el (0] = || s sin (D) = a0 (1) (A3)

We remind that wy(t) = kn/(qr(t) — qr(t)) is the cavity-length-dependent frequency of the k—th modes. We proceed
by calculating first the time and spatial derivative of the field A(x,t). In the case of the electromagnetic field, these
physically represent the electric field and magnetic fields, respectively:

04 = Z(Qk Do+ Q) G+ Q50 ) (A4)

8
=2 S (45)
These are then squared, giving:

L s . 0, 0pj . &pk Ay . dp; . dp; .
2 _ , ] ] J J J
((%A) = kgj [QkQJQchpJ +2QkQJg0k (aq 4r + — 8(] ) + QkQ] < R+ daL —qr 78qRqR + 78(][, qr , (AG)

(0,42 =" (Qng aaik %‘ZJ) : (A7)
k.j

The Lagrangian of the field in terms of the amplitudes Q) and the velocities Q{ k} is finally obtained by substituting
Eqgs. (A6) and (A7) into (Al), and integrating between the positions ¢y, and gg, respectively of the left and right
mirrors:

1 L. qr . qRr (9(,0 dRrR 8@]
Li—= , 4 2 ,
- ([ ) 2 ([ o ([ )]
" Oen 3%) </qR [ 0%) . </qR Do &pj) .2]
N Lo [ a2 (" 0 0202 (A8)
@k [( 5(11% Iqr In ar Oqr Oqr IRaL a dqr, Oqr, L
&Pk Oypj
On6es ( *or 0z
By using the Egs. (6a)-(6¢) and (7a)-(7c) given in the main text, and noting that
an 89% 6%) 22
= wip Q% Ok,
(/qL Ox O Rk T
where 6y, ; is the standard Kronecker delta, Eq. (A8) reduces to
1 . .
Ly = 3 >0 - wi()Q7 + Z QkQJ ‘ Z fﬁ% XATLIT (A9)
k kg,

This is the Lagrangian that appears in Eq. (5).
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Appendix B: Influence action

We detail here the calculations that lead to the influence action for the two mirrors, in the form that is given in
Sec. IIID in the main text. We divide the following arguments into two sections. In Sec. B 1, we calculate the first
order term of the perturbative expansion for the influence action, that is Eq. (21). In Sec. B2, we detail instead the
steps that lead to the second order term, that is Eq. (22).

1. First order term

We report here again the definition of first order term of the influence action for completeness. This takes the form:
5A(1)[(qu;] = <Sint [Q{k}7 Qn]>A - <Sint [Q{{k}7q;]>A~ (B1)

We calculate Eq. (B1) by using the interaction action Sint[gqn,q,] given in Eq. (10). For the sake of the arguments
discussed in this section, we find it is convenient to break out Sint[qn,q)] into the three different contributions:

Sint [an qiz] = Sint,I[qnv q;] + Sint,H[Qna qqlm] + Sint,III[an q:«b]v (B2)
with
1
Sint,1 = / 5 Z Wk 0 W ka (B3a)
Sint11 = / dt Z gk_@é ks (B3b)
b QrQj
Sint, 111 = / dt Tt ke, B3c
' " ,; (qr —qv)?"’ (B3e)

In Eq. (B3a), we write wi(t) = wi o(1 + f(ga)), where the function f(ga) accounts for the variation of the mode
frequency induced by a change in the relative distance between the mirrors. By remembering that g,; = 0 for k = j,

and given that the second order cross-correlations <Qij> = <Qij> =0 for k # j (each mode of the free field is an
independent harmonic oscillator), we obtain:

SA (g, 4] = (Sine1lQprys 4n]) 5 = (SinelQuy da)) o

A EI SENCONTNECANTN )
- [Ma{ - § S ntan O s - s}
- / dt{—; (z h“;) [f<qA>—f<q'A>]}, (B4)

k

§A [gn, d'] = 0, (B5)

1) / I .
6 A [an, 4n] = 2L%/ dt{ Z {<Qng> Tridj — <QkQ > xklx } }

()] |

I
[N}
~| =
o
&
QU
~
—
7]
| —
o~
)
N
\/
/Q
>
<.
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Here we used the Feynman propagators in Eq. (28)(a-c), together with the noise and dissipation kernels in Egs. (26a)
and (26b). We note that the first term, Eq. (B4), diverges, as it is proportional to the energy:

huw
Ea=)_ 2’“0 k. (B7)
k

This term can be renormalized by subtracting the value it takes in free-space, that is in absence of boundary conditions
imposed to the field [46]. This condition is attained in the limit of infinite separation between the mirrors: Ly — oo.
Note that the physical quantity that can be renormalized is the energy density of the field, which is an intensive
quantity, as opposed to the energy, that is an extensive quantity instead and thus implicitly depending on the
separation L. Because of this reason, the renormalization procedure starts by writing the action 6A§1)[qn,q7’1] in
terms of the Lagrangian density:

oA o) = [t [ {—; ) (a5 ) 1) - f(q’A)]}- (55)

We regularize the divergent energy density:

EA mako
= — = ’ B
A= (Z 9L ) ’ (B9)

k

by introducing the frequency cut-off ¢~! in the sum over all modes:

. hw
€48 = (Z 2k 21’1’)0 exp (—0w;€70)> : (B10)
k

The renormalized energy density is thus obtained by eliminating the (divergent) value this attains in the Ly — oo
limit:

et = lim |€4® — lim €. (B11)
o—0 Lo—o0

Let us consider the relevant zero temperature and high temperature limits. In the former case (zx, — 1), the regularized
energy density takes the form:

“+oo

re mk,o h hr

ho=>_ oL, P (mowko) = 5—5 — 5I7 +0O(a?). (B12)
k=0

We recognize in the first term of Eq. (B12) the vacuum divergence that need to be subtracted to obtain the renormalized
energy density of the field. By proceeding in this way, we get the Casimir energy density
hm
TN =—=—- B13
The corresponding renormalized action, at low temperature, takes thus the form:
(1) — 1 (1) : (1)
6A1,ren [q’f“ q';z] = ;1_>IDO (6A1,reg [q7“ q’l/’L] - L(l)gnoo 6A1,reg [q’f“ q;J)
(B14)

b hm
% /t a (24L0) [f(ga) = f(dn)] low temp.

The same procedure can be followed in the opposite, high-temperature limit. This limit is attained by first posing the
cut-off frequency ¢!, and then assuming kT /ho~' > 1. In this regime: (2 — 2kpT/hwy o) and the renormalized
action takes the form:

SA lan, 4] = —% /t Lt <kB2T> [f(ga) = f(ga)] ~ high temp. (B15)
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The last step of our calculations entails assuming small oscillations of the mirrors respect to their equilibrium
positions ¢y, o, such that: g, (t) = gn.0+ ¢, (t), where dg, (t) denotes fluctuations of the mirrors’ positions. This allows
us to expand the function f(ga) in powers of the parameter dq,/Lo. Up to second order, this gives:

flas) = 1/(1+ das/Lo)? ~1—2‘5§A+3(‘5qu) . (B16)

By using this expansion into Eq. (B8) (or into the renormalized versions (B14) and (B15)), we recognize that the term
of first order in the position fluctuations accounts for the static Casimir force, while the term of second order represents
a correction to the trapping experienced by the relative distance dof of the two mirrors. At zero temperature, these
take the form:

§A§1r)efl [6qa,dgh] = — /tf dt (QZLQ) (0ga — 6qh), low temp. (B17a)
t;
AL basods) = [t (=) (62) - 66s)7)  low vemp. (B17h)
while in the high temperature limit:
saoas. i) = [ ar (52T (has - oa). bigh temp. (B184)
ti
AR bassous) = [ e (MED) [62) - 64?]  bigh tem (B1s)
t; 0

We do not discuss here the last, non-zero, 5A§111) [qn, ¢,,] term in Eq. (B6). This term cancels out from the final expres-
sion of the influence action, as the same quantity, with opposite sign, appears in the second order term § A [5q,,, 6¢/,],
whose calculation is illustrated in the next section.

2. Second order term

We detail here the calculation of the second order contribution to the influence action, that is Eq. (22) in the main
text. For ease of the following arguments, it is convenient to label the different terms that compose it as follows:

0AP gu, qy) = 642 gn] + 64,7 14)] + 642 gu. ], (B19)
with
54 ) = 5 { (S2ulQuur @) — (SslQepsaal)} } (B20a)
34 10,) = 5 {(S2al@ey, ) — (Sml@puy )3} (B20b)
0AP [an, 4y] = —% {(SalQuy 018500 [Qiy 64 5 = (St [0, Qs ]) p (Sl @iy @21 } - (B20c)

Since the unperturbed dynamics of the field is quadratic, the fourth-order correlators that arise by substituting
Sint[Q¢x}, ¢n] into Egs. (B20)(a-c), can be decomposed in terms of second-order correlators only. These involve both

the amplitudes Q) of the field modes, and the velocities Q{k}. By using Eqgs. (28)(a-c), we obtain the following
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Feynman propagators:

Dy, (51— 82) = dileQkQ’“ (s1 — 82) = —ih[—fik(s1 — s2)sgn(s1 — s2) + ivk(s1 — s2)], (B21a)
DQka (s1 —s2) = dsclljlsQDQ’“Q’“(sl — 89) = ih|—jix(s1 — s2)sgn(s1 — s2) + ik (s1 — s2) — 201,(0)d(s1 — s2)], (B21b)
Dy g (81— 82) = disltDQﬁcQ% (81 — 82) = —ih[ux(s1 — s2)sgn(sy — s2) + ivk(s1 — s2)], (B21c)
Dy oy, (s1 —s2) = dsflsQ Dq; q; (51— s2) = ihfig(s1 — s2)sgn(s1 — s2) + itk (s1 — s2) + 2/1£(0)d(s1 — s2)],  (B21d)
DQ;Qk (s1—82) = diSlDQ;“Q'“ (s1 — s2) = —ih[fx(s1 — s2) — ivg(s1 — s2)], (B21e)
Dg1 o, (s1—s2) = %DQ;Q;C (81 — s2) = ih[fu(s1 — s2) — ik (s1 — s2)], (B21f)
Dy g, (51— 52) = d;;ZDQ;Qk(Sl — s2) = ihljir(s1 — s2) — ilk(s51 — 52)]. (B21g)

Since we are interested in calculating the influence action up to second-order in the fluctuations dg, /Lo respect to
the equilibrium positions of the mirrors, we need to insert into Egs. (B20)(a-c) only the first order term of the action

Sint [Q{k}, @r)- This terms, we call it SW  can be composed into two contributions:

int ?
Sl(r}t) (Qry: 0an] = Si(r}t),l[Q{k}’ dqn] + Si(nlt),II[Q{k}7 6qnl, (B22)
having the form:
(1) b 1 2 N2
Sint,I[Q{k}76qn] = ; dt fo Zwk,oQk(t)(5QR(t) —0qr(t)), (B23a)
i k
0 Yol :
Sint. 1@k} 6an] = t di Io D Qu(t)Q;(1)53 1 (1) (B23b)
i k,j

The final expression of A is thus composed by six different terms, that we denote as 5AE,21)’ 5141(',21)1’ with i = a, b, c.
These are obtained by evaluating Eqgs. (B20)(a-c), respectively with Si(it)’I[Q{k}, 0gy) and Si(it),H[Q{k}, 0gn]. Note that,

in the same equations, the terms mixing Si(it)’l and Si(r}t),H are identically zero.
In particular we write:

SAP [6g,] = 6AL) [6gn] + SALY [64n), (B24)



with

)

5Az(afl) [5(]“] = 2%, {< int,I Q{k},fSQn <S nt,IT Q{k}’éqn > }

ty ty
=/ dsl/ ds2 0qa(s1)0qa(sz) L2 Zwko Qk(Sl)Qk(52)> }}
tq

t;

5’4:(31)1[5%] = % {< int, 1T [Q{k}a 5qn]> - <Si(r}t) II[Q{k}’(SanZ }

= A ! d51 tif d52 {2hL2 szmjk S1 'qu 52 |:<Qk S1 Qj(Sl)Qp(SZ)Qq(52)>
- <Qk(51)Qj(51)>A<QP(52)QQ(52)>A} }
=/ d51/ dé’z{%LQZ S (1) (52) (@ (51)Qr(51) ) (Q5(52)Q5(52))

(1) (52) (Qr(51) Q1)) (@ (52)Q5(52)), | }

and
SAY [8q,) = SAGR(6d,] + S AT (4,
with
SAZ00,] = o { (S0 @y 00, — (Sul@puy Sai1) )
o [ dsgaq'A(sl)m(sz){,;g Sk [<@;<s1>Q;<s2>>i]},
SA(54,] = Lﬁ {<S$t) i @y 0a0]) <51(§t),n[Q’{k},5q§J>i}
= / ds1 / dSQ{Q,ngkzj{&bgk<s1>5c;k<s2><Q;<sl>Q;<sl>>A<Q;<82>Q;<s2>>A
4 i) (0 (1)) (@ (52) (52 }
and finally

SAP [8qy,0q,) = 0AZ) [0gn, 00,] + 6 A% [0gn, 04,

- /t_fd81 /tvfd 0qa(s1)dga(sa {2hL2 Zwk o%o [(Q7(s1)Q ( 2)) ) — <Qi(sl)>A<Q§(32)>A]}
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(B25)

(B26)

(B27)

(B28)

(B29)

(B30)
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with
1

5A [5%7 3¢,] = 2% {<Si(r}t),I[Q{k}7 6qn]Si(r}t),I[Q{{k}7 5q;1]>A - <Si(r}t),l[5qn7 Q{k}]>A<Si(r}t),I[5q:w Q{{k}DA} )

_ /tf ds; /tf dsy 6qa(51)0qn (s2) {hZLg Zwiyowio [<Q£(31)Q;2<82)> — <Q§(sl)> <Q;2(52)>] }
ts ts Y

_/t.fd81 /t,fdsz Sqa(s1)6¢ (52) {hL2 Y i [(Qk 51)Q(52)) }} (B31)

2 ( 1 1
5‘4;1)1[5%’5(1;] ~ o {<Si(nt),II[Q{k}76qn]5i(nt),II[Q/{k}76q:l]>A - <Si(r}t),II[Q{k}’6qn]> < int II[Q{k}’éan }

- /: oo /: s {hzg kz; pzq: 0k (s1)dqp(s2) l(Qk(sl)Qj(51>Q;(32)Q;(52)>
— (Ous) Q)@ <52)Q;<52)>] }
- /: a5 /: ds2 {hZL% ]; [55'“1'“81)5&91@(82)(@(81)Q2(81)><Qj(SQ)Q;(52)>
+ a‘cjmsl):fczj<52><Qk<51>Q;<sl>><Qj<32>Q;(32>>] } 2

By combining SALZ 5A£2% and §A'% | we obtain:

a,l’ c,I

SAP [qn, q)) = 0AT) + 547 + 64

= h{/ dsy / d32 zéqA (81) V(s — 52)6qA (s2) + 5(](A_)(81)M($1 — 32)5q(A+)(52)} } . (B33)

Here we defined the combination of the forward- and backward-in-time histories 6q(Ai) = (0ga £ 0q)), together with
the noise and dissipation kernels:

2 2
N() =3 R R ) () = 3 2RO (1) (B34)
4L2 ’ 4132 ’
k k
with
Nk(t):l/+(t;k7k)+l/*(t;kak)v Mk(t)::qu(tak,k)a
and

vi(tik,j) = —(2xzj £ 1) cos[(wr,0 £ wjo0)t], pa(ts kb, ) = (2x £ 25) sin[(wr,0 £ wj0)t].
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By combining 6‘44 4% 5A§)2H and 64 H instead, we obtain:

5AI?) [qn7 qn] == (sAa 11 =+ 5Ab 11 + 5A((:’21)I

= — ds/ ds
8L%{/tl ' ti 2%':

+ usd(s1 — s2) (8 (s1) — 02, (s1)) (81 (s2) — 5i‘§k(32))] }

— iy (51— s2) (025 (s1) — 0d%(51)) (0dju(s2) — 0df(52))

(B35)
+ {/ dsl/ dss Z [— ik (51 — s9) (8 (s1) — 02, (1)) (0jr(s2) — 6 (s52))
kj
+ i (s1 — s2) (81 (s1) — 02, (51)) (81 (s2) — 5¢}k(32))] }
ih b b . P . . .
+ 7] / dsl/ dss Z i1 (0)v(0)d(s1 — $2) (5a:jk(52) — 6xjk(52) — 0k (s2) — (5$jk(82)) ,
0 t; t; kj
where we defined
T (8) = i ()95 (s) — (D) () = vy (6K, §) + v (K, 5),
Py () = () () + fue ()95 () = py (K, §) + p (K, ),
. .. w
Vi (6) = (b5 (t) = fiw(g (8) = 252 [=vi (t K, ) = v- (1 ks )]
4,
kj . . _ Wk,0 . . . .
tap (t) = ik (t)v; (L) + Pk (t)p;(t) = oo [y (5K, J) — p—(t: K, 5)]
4
Eq. (B35) can be further recast in the form:
(2) D Y T 55 ( -)
0A[ [0qn,dq,,] = 7 /t d51/t dSQZ — @0, (51)Nij (51 — 82)0 5" (s2)
! 5 (B36)
S - . 1 hz . .
+ 6x§-k)(51)Mkj(sl - 52)6:(:%)(52)1 - m /t ds, Z ( il ) [6a:kj2(sl) — 595;@]»2(51)] ,
where we defined the kernels
Niy(t) = NP+ N (@), M (t) = M5 () + M (1), (B37)
with
5 RV } Ry
N@® (1) = o F@i0)”, ) ) B (1) = W0 F@i0 gy

16wk70wj70 16wk70wj,0

As anticipated in the previous section, the last term in Eq. (B36) is equal to and opposite in sign respect to the first

order contribution §A§I) [qn, q.,], Eq. (B6), so that the two cancel out.
By using the definition:

zjp = rikdr + Lirar = gjk (a0 — (—1)*qg),
it results that
ik = gjk(qL — qr) = —9gjk4A, for j + k = even,
ik = gjk(qr + qr) = GjKqs, for 7 + k = odd.

This allows us to recognize in Eq.(B36) two different contributions, respectively for the mutual distance between the
mirrors and their CM:

SAD [8an,64,,] = SAG A [6ga, 5dh] + SAL S [5qs, qk], (B38)
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with
ty S1
AN Sis, 53] =1 [ sy [ dse [ 1605 (51)Na (1 — 28057 (52) + 6057 (51) Ma (51 — 2545 (52) |, (B39%)
t; ti
ty 81
SAG S [6s,0d%] = h / dsy / dszlusq'g)(sl)zvg(sl — 52)0G57 (82) + 6457 (s1) My (s1 — 52)8¢57 (s2)| . (B39D)
ti t;
Here we defined the kernels
"W 0Wj,0 "W 0Wj,0
Na(t) =) —i V() Ma(t) =) —iz M (), (B40)
kj 0 ki 0
/wk7 wj, /wk7 wj,
Ne(t) = =27 Nij (0), Ms(t) = | =275 M (t). (B41)
kj 0 K 0
with
Nie (1) = N (1) + N (), My (t) = M (t) + My (1),
and
1 1
NE@ = — = (t:k, ), MP )= — = (k]
k,j ( ) (wk,O :l:w]‘70)2 :t( ]) k,j ( ) (wk,O :I:wj,O)QMi( j)

In Egs. (B40), double primed sums indicate sums over couples of cavity modes k, j, such that k + j is even while, in
Eq. (B41), single primed sums indicate sums over modes such that k + j is odd. This result shows that the dofs of
the relative distance between the mirrors and of the CM interact with an environment that is composed by different
combinations of field modes.
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