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2 Dimension computations for tropical

determinantal varieties and prevarieties

Dylan Zwick

zwick@math.utah.edu

Abstract

This paper proves that when the r × r minors of an m × n matrix of

indeterminates are not a tropical basis then the tropical prevariety has

greater dimension than the tropical variety. It proves the same for the

r× r minors of an n×n symmetric matrix of indeterminates when r > 4.

A natural question to ask when a basis is not a tropical basis is how much
larger the tropical prevariety is than the tropical variety. In particular, whether
the basis “fails big”, and the tropical prevariety has greater dimension than the
tropical variety. In this paper, we prove this is the case whenever the r×r minors
of an m×n matrix of indeterminates are not a tropical basis, and whenever the
r× r minors of an n× n symmetric matrix of indeterminates are not a tropical
basis and n > 4.

In the first section, we review the foundational ideas from tropical geometry
used in this paper. The second section proves the result. All statements about
tropical ranks and symmetric tropical ranks for specific matrices, and in fact
all specific computational claims of any sort, made in this paper can be verified
using Maple code available online:

http://www.math.utah.edu/~zwick/Dissertation/.
The author would like to thank the mathematics department of the Univer-

sity of Utah for support during the research for this paper, and in particular his
advisor Aaron Bertram. He would also like to thank Melody Chan for point-
ing out the cocircuit matrix of the Fano matroid could be rearranged to be
symmetric.

1 Tropical preliminaries

This section introduces the basic ideas from tropical geometry used in this paper,
and reviews relevant results from general and symmetric matrices.
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1.1 Tropical basics

The tropical semiring (R,⊕,⊙), is defined as the semiring with arithmetic op-
erations:

a⊕ b := min(a, b) and a⊙ b := a+ b.

A tropical monomial Xa1

1 · · ·Xam
m is a symbol, and represents a function

equivalent to the linear form
∑

i aiXi (standard addition and multiplication).
A tropical polynomial is a tropical sum of tropical monomials

F (X1, . . . , Xm) :=
⊕

a∈A
CaX

a1

1 Xa2

2 · · ·Xam
m , with A ⊂ Nm, Ca ∈ R

(tropical addition and multiplication), and represents a piecewise linear convex
function F : Rm → R.

In this paper, tropical polynomials will be represented with upper case let-
ters, while standard polynomials will be lower case.

The tropical hypersurface V(F ) defined by a tropical polynomial F is the
locus of points P ∈ Rm such that at least two monomials in F are minimal at
P . This is also called the double-min locus of F .

For example, the tropical hypersurface defined by the tropical polynomial

X ⊕ Y ⊕ 0 = min{x, y, 0}

would include the point (1, 0), as both Y and 0 are minimal at that point, but
would not include the point (−1, 0), as X is uniquely minimal at that point.
This is an example of a tropical line.

X 0

Y

(1,0)(-1,0)

1.2 Tropical bases

Let k be an algebraically closed field. Let f ∈ k[x1, . . . , xm] be a polynomial.
The locus of points p ∈ km such that f(p) = 0 is a hypersurface, and is denoted
V(f). Let I be an ideal of k[x1, . . . , xm]. The ideal I defines a algebraic variety,
(or variety, for short) V(I), in km, which is the set of points p ∈ km such that
f(p) = 0 for all f ∈ I. If I = (f1, . . . , fn) then the set {f1, . . . , fn} is a basis for
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I, and V(I) is equal to the locus of points p ∈ km such that fi(p) = 0 for all fi
in the basis. Put succinctly

V(I) =
⋂

V(fi).

So, a variety is an intersection of hypersurfaces. By the Hilbert basis theo-
rem every ideal of k[x1, . . . , xm] is finitely generated, so any variety is a finite
intersection of hypersurfaces.

In the tropical setting there is an analog of a hypersurface, and we would
like an analog of a variety. It might seem natural to define a tropical variety as
the intersection of a finite set of tropical hypersurfaces, but these sets do not
always have the properties we need in order for them to be useful analogs of
algebraic varieties, and we instead call these sets tropical prevarieties.

A tropical prevariety V(F1, . . . , Fn) is a finite intersection of tropical hyper-
surfaces:

V(F1, . . . , Fn) =
⋂n

i=1 V(Fi).

A tropical variety is defined differently. Let K = C{{t}} be the set of
formal power series a = c1t

a1 + c2t
a2 + · · · , where a1 < a2 < a3 < · · · are

rational numbers that have a common denominator. These are called Puiseux
series, and this set is an algebraically closed field of characteristic zero. For any
nonzero element a ∈ K define the degree of a to be the value of the leading
exponent a1. This gives us a degree map deg : K∗ → Q. For any two elements
a, b ∈ K∗ we have

deg(ab) = deg(a) + deg(b) = deg(a)⊙ deg(b).

Generally, we also have

deg(a+ b) = min(deg(a), deg(b)) = deg(a)⊕ deg(b).

The only case when this addition relation is not true is when a and b have the
same degree, and the coefficients of the leading terms cancel.

We would like to do tropical arithmetic over R, and not just over Q, so we
enlarge the field of Puisieux series to allow this. Define the set K̃ by

K̃ =
{
∑

α∈A cαt
α|A ⊂ R well-ordered, cα ∈ C

}

.

This is the set of Hahn series, and it is an algebraically closed field of character-
istic zero containing the Puisieux series. We define a tropical variety in terms
of a variety over K̃.

The degree map on (K̃∗)m is the map T taking points (p1, . . . , pm) ∈ (K̃∗)m

to points (deg(p1), deg(p2), . . . , deg(pm)) ∈ Rm. A tropical variety is the image
of a variety in (K̃∗)m under the degree map. We call this image the trop-
icalization of a set of points in (K̃∗)m. The tropicalization of a polynomial
f ∈ K̃[x1, . . . , xm] is the tropical polynomial T (f) formed by tropicalizing the
coefficients of f , and converting addition and multiplication into their tropical
counterparts. For example, the tropicalization of the polynomial
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f = 3t2xy − 7tx3

is the tropical polynomial

T (f) = 2XY ⊕ 1X3.

In an unpublished manuscript, Mikhail Kapranov proved the following useful
and fundamental result.

Theorem 1 (Kapranov’s Theorem). For f ∈ K̃[x1, . . . , xm] the tropical variety
T (V(f)) is equal to the tropical hypersurface V(T (f)) determined by the tropical
polynomial T (f).

Given Kapranov’s theorem if I = (f1, . . . , fn), then obviously the tropical
prevariety determined by the set of tropical polynomials {T (f1), . . . , T (fn)}
contains the tropical variety determined by I:

T (V(I)) ⊆
⋂n

i=1 V(T (fi)).

While Kapranov’s theorem gives us the two sets are equal if n = 1, in general
the containment may be strict. For example, the lines in (K̃∗)2 defined by the
linear equations

f = 2x+ y + 1, and g = tx+ ty + 1,

intersect at the point (t−1 − 1,−2t−1 + 1). The tropicalization of this point is
(−1,−1), and so if I = (f, g) then

T (V(I)) = (−1,−1).

However, is we tropicalize the linear equations we get:

T (f) = X ⊕ Y ⊕ 0, and T (g) = 1X ⊕ 1Y ⊕ 0.

Each of V(T (f)) and V(T (g)) is a tropical line, and their intersection is the
tropical prevariety consisting of all points (a, a) with a ≤ −1.

(-1,-1)

(0,0)
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This tropical prevariety properly contains the tropical variety (−1,−1), but
the prevariety is clearly much larger. That the intersection of two distinct
tropical lines is not necessarily a point is a motivating example of why we do
not define a tropical variety to be a finite intersection of tropical hypersurfaces.

1.3 Kapranov and tropical Rank

In [4], Develin, Santos, and Sturmfels define three notions of matrix rank coming
from tropical geometry: the Barvinok rank, the Kapranov rank, and the tropical
rank. In this paper we focus on the symmetric analogs of the Kapranov and
tropical ranks.

The tropical rank of an m × n matrix A = (Ai,j) ∈ Rm×n is the smallest
number r ≤ min(m,n) such that A is not in the tropical prevariety formed by
the r × r minors of an m× n matrix of indeterminates.

A lift of the matrix A is a matrix Ã = (ãi,j) ∈ (K̃∗)m×n such that deg(ãi,j) =
Ai,j for all i, j. The Kapranov rank of a matrix is the smallest rank of any
lift of the matrix. Equivalently, the Kapranov rank is the smallest number
r ≤ min(m,n) such that A is not in the tropical variety formed by the r × r
minors of an m× n matrix of indeterminates.

A square matrix A = (Ai,j) ∈ Rn×n is tropically singular if the minimum

tropdet(A) :=
⊕

σ∈Sn
A1,σ(1) ⊙A2,σ(2) ⊙ · · · ⊙An,σ(n)

is attained at least twice is the tropical sum. Here Sn denotes the symmetric
group on {1, 2, . . . , n}. We call the number tropdet(A) defined above the tropical
determinant of A, and we say any permutation σ such that

tropdet(A) = A1,σ(1) ⊙A2,σ(2) ⊙ · · · ⊙ An,σ(n)

realizes the tropical determinant. So, equivalently, a square matrix A is tropi-
cally singular if more than one permutation realizes the tropical determinant.

More generally, suppose A is an m× n real matrix, and {i1, i2, . . . , ir} and
{j1, j2, . . . , jr} are subsets of {1, . . . ,m} and {1, . . . , n}, respectively. These
subsets define an r × r submatrix A′ of A, with row indices {i1, . . . , ir} and
column indices {j1, . . . , jr}. A tropical monomial of the form

⊙r
k=1 Xik,ρ(ik),

where ρ is a bijection from the row indices to the column indices, is a minimizing
monomial for the submatrix A′ if, over all monomials defined by bijections from
{i1, i2, . . . , ir} to {j1, j2, . . . , jr}, this monomial is minimal under the valuation
Xi,j 7→ Ai,j . An r × r submatrix of A is tropically singular if it has more than
one minimizing monomial.

The tropical variety defined by the r× r minors of an m×n matrix of inde-
terminates is contained in the tropical prevariety defined by the same minors,
and therefore

tropical rank ≤ Kapranov rank.
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A natural question to ask about Kapranov and tropical rank is when they
are necessarily equal. In other words, for what values r,m, n does tropical rank
r imply Kapranov rank r for any m× n matrix.

This question was answered through the combined work of Develin, Santos,
and Sturmfels [4], Chan, Jensen, and Rubei [3], and Shitov [8]. The result is
named after Shitov [6], as he completed the project.

Theorem 2 (Shitov’s Theorem). The r × r minors of an m × n matrix of
indeterminates form a tropical basis if and only if:

• r = min(m,n), or

• r ≤ 3, or

• r = 4 and min(m,n) ≤ 6.

Denote the set of m×n matrices with tropical rank r by Tm,n,r, and the set

of m× n matrices with Kapranov rank r by T̃m,n,r.

1.4 Symmetric Kapranov and symmetric tropical rank

The symmetric Kapranov and symmetric tropcial ranks are defined analogously
to their general counterparts.

The symmetric tropical rank of an n×n symmetric matrixA = (Ai,j) ∈ Rn×n

is the smallest number r ≤ n such that A is not in the tropical prevariety formed
by the r × r minors of an n× n symmetric matrix of indeterminates.

The symmetric Kapranov rank of an n× n symmetric matrix A = (Ai,j) ∈
Rn×n is the smallest rank of any lift to a symmetric matrix. Equivalently, the
symmetric Kapranov rank is the smallest number r ≤ n such that A is not in
the tropical variety formed by the r × r minors of an n × n symmetric matrix
of indeterminates.

The tropical variety defined by the r × r minors of an n × n symmetric
matrix of indeterminates is contained in the tropical prevariety defined by the
same minors, and therefore

symmetric tropical rank ≤ symmetric Kapranov rank.

As a lift to an n× n symmetric matrix is a lift to an n× n matrix, we must
have

Kapranov rank ≤ symmetric Kapranov rank.

For symmetric matrices, we say a square submatrix is symmetrically tropi-
cally singular if it has more than one minimizing monomial given the equivalence
Xi,j = Xj,i.

The tropical rank of a matrix can be equivalently defined as the smallest
value of r such that the matrix has a tropically nonsingular r × r submatrix,
and similarly the symmetric tropical rank of a symmetric matrix can be equiv-
alently defined as the smallest value of r such that the symmetric matrix has a
symmetrically tropically nonsingular r × r submatrix.

6



If an r×r submatrix of a symmetric n×nmatrix has two distinct minimizing
monomials, given the equivalence Xi,j = Xj,i, then a fortiori it has two distinct
minimizing monomials without that equivalence, and so

tropical rank ≤ symmetric tropical rank.

For example, the tropical determinant of a 3× 3 matrix of indeterminates




X1,1 X1,2 X1,3

X2,1 X2,2 X2,3

X3,1 X3,2 X3,3





is

X1,1X2,2X3,3 ⊕X1,2X2,3X3,1 ⊕X1,3X2,1X3,2 ⊕X1,1X2,3X3,2 ⊕X1,2X2,1X3,3 ⊕
X1,3X2,2X3,1.

For the matrix




1 0 0
0 1 0
0 0 1





there are two minimizing monomials, X1,2X2,3X3,1 and X1,3X2,1X3,2, and so
the matrix is tropically singular. However, under the equivalence Xi,j = Xj,i

the tropical determinant becomes

X1,1X2,2X3,3 ⊕X1,2X2,3X1,3 ⊕X1,1X
2
2,3 ⊕X2

1,2X3,3 ⊕X2
1,3X2,2,

and the monomial X1,2X2,3X1,3 is the unique minimizing monomial, so the
matrix is not symmetrically tropically singular.

In [9] the author proves the following partial analog of Shitov’s theorem for
symmetric matrices.

Theorem 3. The r× r minors of an n×n symmetric matrix of indeterminates
are a tropical basis if r = 2, r = 3, or r = n. The minors are not a tropical
basis if 4 < r < n, or if r = 4 and n > 12.

Denote the set of n× n symmetric matrices with symmetric tropical rank r
by Sn,r, and the set of n×n symmetric matrices with Kapranov rank r by S̃n,r.

2 The dimensions of determinantal tropical va-

rieties and tropical prevarieties

The examination of when the minors of a standard matrix do not form a tropical
basis begins with a couple of foundational examples. The same is true in the
symmetric case.
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2.1 Foundational examples

In [4], Develin, Santos, and Sturmfels proved the cocircuit matrix of the Fano
matroid,





















1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
1 0 0 0 1 1 0
0 1 0 0 0 1 1
1 0 1 0 0 0 1





















,

has tropical rank three but Kapranov rank four. If we permute the rows of
this matrix with the permutation given by the disjoint cycle decomposition
(27)(36)(45) we get the symmetric matrix





















1 1 0 1 0 0 0
1 0 1 0 0 0 1
0 1 0 0 0 1 1
1 0 0 0 1 1 0
0 0 0 1 1 0 1
0 0 1 1 0 1 0
0 1 1 0 1 0 0





















.

This symmetric matrix has standard tropical rank three, but symmetric tropical
rank four, and is therefore not an example of a matrix with symmetric tropical
rank three but greater symmetric Kapranov rank.

This matrix can, however, be used to construct a symmetric matrix with
symmetric tropical rank three, but greater symmetric Kapranov rank:













































0 0 0 0 0 0 1 1 0 1 0 0 0
0 0 0 0 0 0 1 0 1 0 0 0 1
0 0 0 0 0 0 0 1 0 0 0 1 1
0 0 0 0 0 0 1 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 1 1 0 1
0 0 0 0 0 0 0 0 1 1 0 1 0
1 1 0 1 0 0 0 1 1 0 1 0 0
1 0 1 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 1 1 0 0 0 0 0 0
1 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 1 1 0 1 0 0 0 0 0 0
0 0 1 1 0 1 0 0 0 0 0 0 0
0 1 1 0 1 0 0 0 0 0 0 0 0













































The upper-right, and bottom-left, 7× 7 submatrices of the above 13× 13 sym-
metric matrix are the symmetric version of the cocircuit matrix of the Fano
matroid. This 13× 13 matrix has symmetric tropical rank three. If it had sym-
metric Kapranov rank three then its upper-right 7 × 7 submatrix would have
standard Kapranov rank three, and this is impossible.
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In [7] the matrix
















0 0 4 4 4 4
0 0 2 4 1 4
4 4 0 0 4 4
2 4 0 0 2 4
4 4 4 4 0 0
2 4 1 4 0 0

















,

was shown to have tropical rank four but Kapranov rank five. If we permute
the rows of this matrix with the permutation (135)(246), and the columns with
the permutation (16)(25)(34), we get the symmetric matrix

















0 0 2 4 1 4
0 0 4 4 4 4
2 4 2 4 0 0
4 4 4 4 0 0
1 4 0 0 2 4
4 4 0 0 4 4

















.

This symmetric 6 × 6 matrix has symmetric tropical rank four, and, as its
Kapranov rank is five, its symmetric Kapranov rank is at least five. Applying
Theorem 3 we see its symmetric Kapranov rank is exactly five. So, it is a 6× 6
symmetric matrix with different symmetric tropical and symmetric Kapranov
ranks.

2.2 Dimension growth of determinantal prevarieties

If a basis for an ideal is not a tropical basis, a natural question to ask is
whether the corresponding tropical prevariety has greater dimension than the
corresponding tropical variety. In the context of determinantal varieties, this
question is whether when the containment

T̃m,n,r ⊆ Tm,n,r,

is proper, the inequality

dim(T̃m,n,r) ≤ dim(Tm,n,r),

is strict. For symmetric matrices we can ask the analogous question, namely,
whether when the containment

S̃n,r ⊆ Sn,r

is proper the inequality

dim(S̃n,r) ≤ dim(Sn,r)

9



is strict.
In this section we prove the answer for standard matrices is yes, and for

symmetric matrices the answer is yes for all cases outside rank three. Note
that this answer in the case of standard matrices seems to be known to the
mathematical community [2], but I am unaware of a source for a proof outside
this paper.

The proofs for the standard and the symmetric cases are similar, and so
will be given in parallel. The proofs are inductive, and will rely upon applying
preliminary lemmas to specific base cases. We first prove these lemmas, then
examine the base cases, and finally prove the main theorems. We begin, in this
subsection, with the lemmas.

Our first lemma concerns tropical linear combinations of tropically linearly
independent columns, and could be viewed as a corollary of Theorem 4.2 from
[4].

Lemma 1. If A is an r × r tropically nonsingular matrix and the permutation
σ ∈ Sr realizes the tropical determinant, then there exist constants c1, . . . , cr
such that

cσ(i) ⊙ ai,σ(i) ≤ cj ⊙ ai,j;

for all i, j ≤ r, with equality if and only if σ(i) = j.

Proof. Denote the columns of A by a1, . . . , ar. As the tropical rank of A is r,
by Theorem 4.2 of [4] the dimension of the tropical convex hull of the columns
of A is r.1 In particular, if we choose c1, . . . , cr such that

c1 ⊙ a1 ⊕ c2 ⊙ a2 ⊕ · · · ⊕ cr ⊙ ar

is in the interior of the tropical convex hull, then any small modification of
a coefficient ci must change the corresponding point in the convex hull. This
requires that there exists a permutation ρ ∈ Sr such that ci+aρ(i),i ≤ ck+aρ(i),k
for all k ≤ r, with equality if and only if i = k. The sum of these aρ(i),i terms
must be the determinant, and our lemma is proved with σ = ρ−1.

We now present, in both the standard and symmetric cases, how given a
matrix A with tropical or symmetric tropical rank r, we can construct larger
matrices from A with desired tropical or symmetric tropical ranks. We begin
with the standard case.

2.3 The standard case

Lemma 2. Suppose A is an m× n matrix with tropical rank r. Construct the
m× (n+1) matrix A′ from A by appending to A a column formed as a tropical
linear combination of columns from A. The matrix A′ has tropical rank r. If we
construct the (m+1)×n matrix A′′ from A by appending to A a row formed as

1Note that we view the tropical convex hull as a subset of Rr , and not of TPr−1, which is

the reason the dimension is r here and not r − 1.
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a tropical linear combination of rows from A, then the matrix A′′ has tropical
rank r as well.

Proof. As column n + 1 of A′ is a tropical linear combination of the columns
of A, the tropical convex hull of the columns of A′ is the same as the tropical
convex hull of the columns of A, and therefore by Theorem 4.2 from [4] the two
matrices have the same tropical rank. An identical argument, mutatis mutandis,
proves A′′ has tropical rank r.

Lemma 3. Suppose A is an m× n matrix with tropical rank r. Construct the
(m+1)× (n+1) matrix A′ from A by choosing a number P that is greater than
any entry of A, a number M that is less than any entry of A, and defining

A′ =











P

A
...
P

P · · · P M











.

The matrix A′ has tropical rank r + 1.

Proof. As A has tropical rank r there is an r×r submatrix of A that is tropically
nonsingular. Let a1, . . . , ar denote the rows of A that define this submatrix,
b1, . . . , br denote the columns of A that define this submatrix, and D denote
the submatrix’s tropical determinant. The tropical determinant of the (r+1)×
(r + 1) submatrix of A′ defined by the rows a1, . . . , ar, am+1, and the columns
b1, . . . , br, bn+1 must, given the definitions of P and M , be equal to D⊙M , and
the submatrix must be nonsingular. So, the tropical rank of A′ must be at least
r + 1.

Take any (r + 2) × (r + 2) submatrix of A′. If it is a submatrix of A then,
as A has tropical rank r, it must be singular. If the submatrix is formed from
row m + 1 of A′, but not column n + 1, then we can see it must be tropically
singular by taking a row expansion along the submatrix’s bottom row, and
noting that every (r+1)×(r+1) submatrix of A is tropically singular. Similarly,
if the submatrix is formed from column n + 1 of A′, but not row m + 1, the
submatrix must be tropically singular. Finally, if the submatrix is formed from
row m + 1 and column n + 1 then, given the definitions of P and M , every
tropical product of terms that equals the tropical determinant must involve the
term am+1,n+1 = M , and singularity of the (r + 2)× (r + 2) submatrix follows
from the fact that every (r + 1)× (r + 1) submatrix of A is tropically singular.
So, the tropical rank of A′ is at most r + 1, and combining this with the result
from the previous paragraph we see the tropical rank equals r + 1.

2.4 The symmetric case

The corresponding lemmas for symmetric matrices are similar. However, for
the symmetric version of Lemma 2 we do not have a corresponding convenient
reference like Theorem 4.2 from [4], and consequently the proof is much longer
and more involved.
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Lemma 4. Suppose A is an n × n symmetric matrix with symmetric tropical
rank r. Construct the n × (n + 1) matrix A′ from A by appending to the right
of A a column formed as a tropical linear combination of columns from A. So,
if a1, . . . ,an are the columns of A and a

′
n+1 is column n+ 1 of A′, then

a
′
n+1 = ci1 ⊙ ai1 ⊕ ci2 ⊙ ai2 ⊕ · · · ⊕ cik ⊙ aik .

Construct the (n+ 1)× (n+ 1) matrix A′′ from A′ by appending to the bottom
of A′ a row formed as a tropical linear combination of rows from A′ in the same
manner. So, if a′

1, . . . ,a
′
n+1 are the rows of A′ and a

′′
n+1 is column n+1 of A′′,

then

a
′′
n+1 = ci1 · a

′
i1
⊕ ci2 · a

′
i2
⊕ · · · ⊕ cik ⊙ a

′
ik
.

The matrix A′′ is symmetric, and has symmetric tropical rank r.

Proof. The entry a′′j,n+1 of A′′, where j < n+1, is a tropical linear combination
of elements from row j of A:

a′′j,n+1 = ck1
⊙ aj,k1

⊕ ck2
⊙ aj,k2

⊕ · · · ⊕ ckl
⊙ aj,kl

.

The entry a′′n+1,j is similarly a tropical linear combination of elements from
column j of A:

a′′n+1,j = ck1
⊙ ak1,j ⊕ ck2

⊙ ak2,j ⊕ · · · ⊕ ckl
⊙ akl,j .

As A is symmetric we see immediately that a′′j,n+1 = a′′n+1,j , and therefore A′′

is also symmetric.
Suppose M is an (r + 1) × (r + 1) submatrix of A′′ that inherits its row

and column indices from A′′. Denote the row indices of M in ascending order
by i1, i2, . . . , ir+1, and the column indices in ascending order by j1, j2, . . . , jr+1.
Denote by mj the column vector formed by rows i1, . . . , ir+1 and column j of
A′′. So,

M =



 mj1 mj2 · · · mjr+1



.

If M does not have a column n + 1 or row n + 1 then M corresponds with a
submatrix of A. In this case as A has symmetric tropical rank r, M must be
symmetrically tropically singular.

Suppose M has a column n+ 1, but no row n+ 1. There exists a bijection
σ from the column indices of M to its row indices such that

tropdet(M) = mσ(j1),j1 ⊙mσ(j2),j2 ⊙ · · · ⊙mσ(jr),jr ⊙mσ(n+1),n+1

= a′′
σ(j1),j1

⊙ a′′
σ(j2),j2

⊙ · · · ⊙ a′′
σ(jr),jr

⊙ a′′
σ(n+1),n+1.

Note that this bijection σ is not necessarily unique.
We know from the construction of A′′ that a′′

σ(n+1),n+1 = cki
⊙a′′

σ(n+1),ki
for

some index ki < n+ 1. Using this information, define the matrix
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M ′ =



 mj1 mj2 · · · mjr cki
⊙mki



.

Index the rows and columns of M ′ with the same indices as M . The matrices M
andM ′ differ only in their rightmost column, andmi,n+1 ≤ m′

i,n+1 for all entries
in their respective rightmost columns. Therefore, tropdet(M) ≤ tropdet(M ′),
and it follows immediately that

tropdet(M) = mσ(j1),j1 ⊙mσ(j2),j2 ⊙ · · · ⊙mσ(jr),jr ⊙mσ(n+1),n+1

= a′′
σ(j1),j1

⊙ a′′
σ(j2),j2

⊙ · · · ⊙ a′′
σ(jr),jr

⊙ a′′
σ(n+1),n+1

= m′
σ(j1),j1

⊙m′
σ(j2),j2

⊙ · · · ⊙m′
σ(jr),jr

⊙m′
σ(n+1),n+1 = tropdet(M ′).

So, tropdet(M) = tropdet(M ′), and if τ is a bijection from {j1, . . . , jr+1} to
{i1, . . . , ir+1} such that

tropdet(M ′) = m′
τ(j1),j1

⊙m′
τ(j2),j2

⊙ · · · ⊙m′
τ(jr),jr

⊙m′
τ(jr+1),jr+1

,

then

tropdet(M) = mτ(j1),j1 ⊙mτ(j2),j2 ⊙ · · · ⊙mτ(jr),jr ⊙mτ(jr+1),jr+1
.

Suppose ki ∈ {j1, . . . , jr}. In this case one of the columns of M ′ is a tropical
multiple of another, and by Proposition 2.9 there are two distinct bijections σ1

and σ2 such that

tropdet(M ′) = m′
σ1(j1),j1

⊙ · · · ⊙m′
σ1(jr),jr

= m′
σ2(j1),j1

⊙ · · · ⊙m′
σ2(jr+1),jr+1

and the monomials

X1 = Xσ1(j1),j1 ⊙ · · · ⊙Xσ1(jr+1),jr+1
, and

X2 = Xσ2(j1),j1 ⊙ · · · ⊙Xσ2(jr+1),jr+1

are distinct even given the relation Xi,j = Xj,i. The monomials X1 and X2

must both be minimizing monomials for the submatrix M , and therefore this
submatrix is symmetrically tropically singular.

If ki /∈ {j1, . . . , jr} then suppose jq < ki < jq+1. Take the submatrix of A′′

given by

M ′′ =



 mj1 mj2 · · · mjq mki
mjq+1

· · · mjr





where M ′′ inherits its row and column indices from A′′. Any bijection

σ′′ : {j1, . . . , jq, ki, jq+1, . . . , jr} → {i1, i2, . . . , ir+1}

such that

tropdet(M ′′) =
m′′

σ′′(j1),j1
⊙ · · · ⊙m′′

σ′′(jq),jq
⊙m′′

σ′′(ki),ki
⊙m′′

σ′′(jq+1),jq+1
⊙ · · · ⊙m′′

σ′′(jr),jr

corresponds with a bijection σ′ from {j1, . . . , jr, jr+1} to {i1, . . . , ir, ir+1} where
σ′(jp) = σ′′(jp) for p < r + 1, σ′(jr+1) = σ′′(ki), and

13



tropdet(M ′) = m′
σ′(j1),j1

⊙ · · · ⊙m′
σ′(jr+1),jr+1

.

The submatrix M ′′ corresponds with an (r + 1)× (r + 1) submatrix of A, and
therefore is symmetrically tropically singular. This implies there are two distinct
bijections from {j1, . . . , jr+1} to {i1, . . . , ir+1}, both of which define the tropical
determinant ofM ′ in the way σ′ did above, and which define two monomials that
are distinct even under the equivalence Xi,j = Xj,i. These monomials must be
minimizing monomials for the submatrix M , and therefore M is symmetrically
tropically singular.

Identical reasoning applies if M has a row n+ 1, but not a column n+ 1.
If M has both a row n+1 and a column n+1 then we may define M ′ exactly

as we did above, and if ki ∈ {j1, . . . , jr} then the proof goes through without
modification. So, suppose ki /∈ {j1, . . . , jr}. In this case the proof above still
goes through without modification, if we just note that M ′′ corresponds with
an (r+ 1)× (r+ 1) submatrix of A′′ with a row n+ 1, but not a column n+ 1,
and is therefore symmetrically tropically singular.

So, every (r+1)×(r+1) submatrix of A′′ is symmetrically tropically singular,
and therefore A′′ has symmetric tropical rank at most r. As A has symmetric
tropical rank r there is an r× r submatrix of A that is symmetrically tropically
nonsingular, and there will be a corresponding submatrix in A′′. So, A′′ has
symmetric tropical rank r.

Lemma 5. Suppose A is an n × n symmetric matrix with symmetric tropical
rank r. Construct the (n+1)× (n+1) matrix A′′′ from A by choosing a number
P that is greater than any entry of A, a number M that is less than any entry
of A, and defining

A′′′ =











P

A
...
P

P · · · P M











.

The matrix A′′′ is symmetric and has symmetric tropical rank r + 1.

Proof. As A is symmetric A′′′ is obviously symmetric.
The proof that A′′′ has tropical rank r + 1 goes exactly the same as the

proof of Lemma 5.3, replacing all the pertinent definitions by their symmetric
counterparts.

2.5 Dimension growth for standard matrices

We now prove the lemmas at the heart of this chapter. All concern how the
dimensions of the determinantal tropical prevarities grow when the size of the
matrix is increased. We begin with general matrices, and then turn to symmetric
matrices.

Lemma 6. (dim(Tm,n+1,r) − dim(Tm,n,r)) ≥ r − 1, and (dim(Tm+1,n,r) −
dim(Tm,n,r)) ≥ r − 1.

14



Proof. Suppose A is an m × n matrix of tropical rank r − 1. Permuting the
rows and columns of a matrix does not change the tropical rank, and so we may
assume that the upper-left (r − 1) × (r − 1) submatrix of A is tropically non-
singular, and its determinant is realized by the tropical product of the diagonal
terms (the classical trace).

Using A, define an m × (n + 1) matrix A′ by appending to A a tropical
linear combination of the first r− 1 columns of A. By Lemma 1 we can pick the
coefficients c1, . . . , cr−1 for this linear combination such that ci ⊙ aii < cj ⊙ aij
for all i, j ≤ r − 1 with i 6= j. By Lemma 2 this matrix A′ will have tropical
rank r − 1.

Viewing A as a point in Rm×n we define TA,ǫ to be the intersection of Tm,n,r

with BA,ǫ, an ǫ-ball centered at A:

TA,ǫ = Tm,n,r ∩BA,ǫ.

For ǫ sufficiently small every matrix in TA,ǫ will, like A, have a nonsingular
(r − 1) × (r − 1) upper-left submatrix with determinant given by the tropical
product of the diagonal terms. Similarly, for sufficiently small ǫ, we can use
the coefficients c1, . . . , cr−1 to define a matrix B′ ∈ Tm,n+1,r for any matrix
B ∈ TA,ǫ, such that ci⊙ bii < cj ⊙ bij for all i, j ≤ r− 1 with i 6= j. This defines
an embedding of TA,ǫ into Tm,n+1,r. Call this embedding T ′

A,ǫ.
Tropically multiplying a column of a matrix by a real number does not change

the tropical rank. So, for any matrix B′ ∈ Tm,n+1,r we can multiply the first
r−1 columns by constants c1, . . . , cr−1 and obtain another point in Tm,n+1,r. In
this way we construct an (r − 1)-dimensional linear subspace of Tm,n+1,r. Call
this linear subspace L′

B′ . Suppose B′ ∈ T ′
A,ǫ, and so B′ is the image of a matrix

B ∈ TA,ǫ under our embedding. The intersection L′
B′ ∩T ′

A,ǫ is just the point B
′.

To see this, suppose there were another point, C′ ∈ L′
B′ ∩ T ′

A,ǫ. This matrix C′

would have to be the image of a matrix C ∈ TA,ǫ under our embedding, and C
would be given by tropically multiplying the first (r − 1) columns of B by the
appropriate real numbers. The final column of C′ would have to be the same
as the final column of B′, but this would imply the first (r− 1) diagonal entries
of C are the same as the first (r − 1) diagonal entries of B, which would imply
all the real number tropical multiples are 0, which would mean B = C, and so
B′ = C′.

From this we get (dim(Tm,n+1,r)−dim(Tm,n,r)) ≥ r− 1, and using identical
reasoning we can get (dim(Tm+1,n,r)− dim(Tm,n,r)) ≥ r − 1.

Lemma 7. (dim(Tm+1,n+1,r+1)− dim(Tm,n,r)) ≥ m+ n+ 1.

Proof. For A ∈ Tm,n,r we define TA,ǫ in exactly the same manner as the previous
lemma. By Lemma 5.3, for any matrix B ∈ TA,ǫ there is a matrix B′′ ∈
Tm+1,n+1,r+1 defined by

B′′ =









P
B P

P
P P P M








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where P is larger than any entry in A, and M is smaller than any entry in A.
For ǫ sufficiently small, this defines an embedding of TA,ǫ into Tm+1,n+1,r+1,
where the values of P and M are the same for every matrix in the image of the
embedding. Call this embedding T ′′

A,ǫ.
As noted in the previous lemma, tropically multiplying a column or row of

a matrix by a real number does not change its tropical rank. So, for any matrix
B′′ ∈ T ′′

A,ǫ there is a m+n+1 dimensional subspace of Tm+1,n+1,r+1 formed by
tropically multiplying the rows and columns of B′′ by real numbers (It is not
an m+ n+ 2 dimensional subspace because adding the same number to all the
columns, and then subtracting that number from all the rows, leaves the matrix
unchanged). Call this subspace L′′

B′′ . The intersection L′′
B′′ ∩ T ′′

A,ǫ is just the
matrix B′′. We can see this by noting that for every element of T ′′

A,ǫ the right
column and bottom row are the same, and the only element of L′′

B′′ with this
given right column and bottom row is the matrix B′′.

2.6 Dimension growth for symmetric matrices

Lemmas 6 and 7 both focus on a neighborhood of a matrix A ∈ Tm,n,r. For
the symmetric version of Lemma 6 we will require that our matrix A ∈ Sn,r

not only have a symmetrically tropically nonsingular r × r submatrix, but a
tropically nonsingular r × r submatrix.

Lemma 8. Suppose A ∈ Sn,r, and A has an (r− 1)× (r− 1) submatrix that is
tropically nonsingular (not just symmetrically tropically nonsingular). Viewing

A as a point in R(
n

2) define SA,ǫ to be the intersection of Sn,r with BA,ǫ, an
ǫ-ball centered at A:

SA,ǫ = Sn,r ∩BA,ǫ.

For ǫ sufficiently small we have the relation (dim(Sn+1,r)− dim(SA,ǫ)) ≥ r− 1.

Proof. The matrix A has an (r−1)×(r−1) submatrix that is tropically nonsin-
gular. This submatrix is formed by the row indices {i1, . . . , ir−1} and the column
indices {j1, . . . , jr−1}. By Lemma 1 there exists a bijection σ from the row in-
dices to the column indices of this submatrix, and coefficients cσ(i1), . . . , cσ(ir−1)

such that, for all k, l ≤ r − 1,

cσ(ik) ⊙ aik,σ(ik) ≤ cjl ⊙ aik,jl ,

with equality if and only if σ(ik) = jl.
Construct the matrix A′ by appending to the right of A the column defined

by

a
′
n+1 = cσ(i1) ⊙ aσ(i1) ⊕ · · · ⊕ cσ(ir−1) ⊙ aσ(ir−1),

and construct the matrix A′′ by appending to the bottom of A′ the row defined
as a linear combination of rows from A′ in the same manner. By Lemma 4, the
matrix A′′ is symmetric and has symmetric tropical rank r − 1.
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For ǫ sufficiently small every matrix in SA,ǫ will, like A, have a tropically
nonsingular (r−1)×(r−1) submatrix with row indices {i1, . . . , ir−1} and column
indices {j1, . . . , jr−1}. Furthermore, again for ǫ sufficiently small, we can use
the coefficients cσ(i1), . . . , cσ(ir−1) to define a matrix B′′ ∈ Sn+1,r for any matrix
B ∈ SA,ǫ. This defines an embedding of SA,ǫ into Sn+1,r. Call this embedding
S′′
A,ǫ.
If we tropically multiply both row i and column i of a symmetric matrix by

a real number c, then the matrix formed is still symmetric, and has the same
symmetric tropical rank as the original matrix. So, for any matrix B′′ ∈ Sn+1,r

we can tropically multiply rows j1, j2, . . . , jr−1 by constants dj1 , dj2 , . . . , djr−1
,

and columns j1, j2, . . . , jr−1 by the same constants to obtain another point in
Sn+1,r. In this way we construct an (r − 1)-dimensional linear subspace of
Sn+1,r. Call this linear subspace L′′

B′′ .
Suppose B′′ ∈ S′′

A,ǫ, and so B′′ is the image of a matrix B ∈ SA,ǫ under
our embedding. The intersection L′′

B′′ ∩ S′′
A,ǫ is just the point B′′. To see this,

suppose there were another point C′′ ∈ L′′
B′′ ∩ S′′

A,ǫ. This matrix C′′ would be
the image of a matrix C ∈ SA,ǫ, and C would be given by tropically multiplying
the rows j1, j2, . . . , jr−1 and the columns j1, j2, . . . , jr−1 of B by the constants
dj1 , . . . , djr−1

. The (ik, n+ 1) term of the image of C will be

(cσ(ik) ⊙ aik,σ(ik))⊙ dσ(ik) ⊙ dik

if ik ∈ {j1, . . . , jr−1}, and

(cσ(ik) ⊙ aik,σ(ik))⊙ dσ(ik)

if not. The (ik, n+ 1) term of C′ will be

(cσ(ik) ⊙ aik,σ(ik))⊙ dik

if ik ∈ {j1, . . . , jr−1}, and

(cσ(ik) ⊙ aik,σ(ik))

if not. In either case, for these terms to be equal we must have dσ(ik) = 0, and
as this must be true for all row indices ik, and as σ is a bijection from the row
indices to the column indices, we have dj1 = dj2 = · · · = djr−1

= 0. So, C = B,
and therefore C′ = B′.

From this we get (dim(Sn+1,r) − dim(SA,ǫ)) ≥ r − 1, and our lemma is
proven.

The symmetric version of Lemma 7 is very similar to its general counterpart.

Lemma 9. (dim(Sn+1,r+1)− dim(Sn,r)) ≥ n+ 1.

Proof. For A ∈ Sn,r we define SA,ǫ in exactly the same manner as in Lemma
5.9. By Lemma 5.6, for any matrix A ∈ Sn,r there is a matrix A′′′ ∈ Sn+1,r+1

defined by
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A′′′ =









P
A P

P
P P P M









where P is larger than any entry in A, and M is smaller than any entry in
A. For ǫ sufficiently small, this defines an embedding of SA,ǫ into Sn+1,r+1,
where the same values of P and M are used for each matrix in the image of this
embedding. Call this embedding S′′′

A,ǫ.
As noted in Lemma 5.9, tropically multiplying a column and row with the

same index by a real number does not change the symmetric tropical rank of
a matrix. So, for any matrix B′′′ ∈ S′′′

A,ǫ there is a n + 1 dimensional subspace
of Sn+1,r+1 formed by tropically multiplying the rows and columns of B′′′ with
the same indices by real numbers. Call this subspace L′′′

B′′′ . The intersection
L′′′
B′′′ ∩ S′′′

A,ǫ is just the matrix B′′′. We can see this by noting that for every
element of S′′′

A,ǫ the right column and bottom row are the same, and the only
element of L′′′

B′′′ with this given right column and bottom row is the matrix
B′′′.

2.7 The base cases

We now have all the lemmas required to prove the inductive parts of our theo-
rems. We simply require the base cases. In this subsection we will use the foun-
dational examples from subsection 2.1 of this chapter to construct the base cases
for our dimension inequalities. To do so, we note that if A is an n× n singular
matrix, with permutations that realize the tropical determinant σ1, σ2, . . . , σk,
then A, viewed as a point in Rn×n, will be on the linear space determined by
the linear equations

x1,σ1(1) + x2,σ1(2) + · · ·+ xn,σ1(n) = x1,σ2(1) + x2,σ2(2) + · · ·+ xn,σ1(n),
x1,σ1(1) + x2,σ1(2) + · · ·+ xn,σ1(n) = x1,σ3(1) + x2,σ3(2) + · · ·+ xn,σ3(n),

...
x1,σ1(1) + x2,σ1(2) + · · ·+ xn,σ1(n) = x1,σk(1) + x2,σk(2) + · · ·+ xn,σk(n).

If we intersect this linear space with a sufficiently small ǫ-ball in Rn×n cen-
tered at A, every point in this intersection will correspond with a matrix having
the same minimizing permutations as A. The dimension of this intersection will
be the dimension of the linear space.

For example, the singular matrix

Q =





0 0 1
0 0 1
1 1 0





will be on the linear space defined by the linear equation

x1,1 + x2,2 + x3,3 = x1,2 + x2,1 + x3,3.
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Any matrix on this linear space within a sufficiently small ǫ-ball around Q
will also be singular, and will have the same minimizing permutations as Q.
Similarly, the singular matrix

R =





0 0 0
0 1 0
0 0 1





will be on the linear space defined by the linear equations

x1,1 + x2,3 + x3,2 = x1,2 + x2,3 + x3,1,
x1,1 + x2,3 + x3,2 = x1,3 + x2,1 + x3,2.

Any matrix on this linear space within a sufficiently small ǫ-ball around R will
also be singular, and will have the same three minimizing permutations as R.

Extending this idea, if B is an m× n matrix with tropical rank r − 1, then
for every r × r submatrix the permutations realizing the tropical determinant
determine a linear space, and the intersection of the linear spaces determined
by all the r × r submatrices is again a linear space. If we intersect the linear
space determined by all r × r submatrices with a sufficiently small ǫ-ball in
Rm×n centered at B, then every point in this intersection will correspond with
an m× n matrix with tropical rank r − 1, for which every r × r submatrix has
the same minimizing permutations as the corresponding submatrix in B. In
particular, the dimension of this intersection will be the dimension of the linear
space determined by all r×r submatrices, and the dimension of this linear space
cannot be greater than the dimension of the tropical prevariety Tm,n,r.

Along these lines we examine the matrix
















0 0 2 4 2 4
0 0 4 4 4 4
2 4 2 4 0 0
4 4 4 4 0 0
2 4 0 0 2 4
4 4 0 0 4 4

















,

the symmetric version of the matrix from [7]. The minimizing permutations for
each 5× 5 submatrix determine the linear equations:

x2,2 + x3,5 + x4,6 + x5,3 + x6,4 = x2,2 + x3,5 + x4,6 + x5,4 + x6,3;
x2,2 + x3,5 + x4,6 + x5,3 + x6,4 = x2,2 + x3,6 + x4,5 + x5,3 + x6,4;
x2,2 + x3,5 + x4,6 + x5,3 + x6,4 = x2,2 + x3,6 + x4,5 + x5,4 + x6,3;
x2,1 + x3,5 + x4,6 + x5,3 + x6,4 = x2,1 + x3,5 + x4,6 + x5,4 + x6,3;
x2,1 + x3,5 + x4,6 + x5,3 + x6,4 = x2,1 + x3,6 + x4,5 + x5,3 + x6,4;
x2,1 + x3,5 + x4,6 + x5,3 + x6,4 = x2,1 + x3,6 + x4,5 + x5,4 + x6,3;
x2,2 + x3,5 + x4,6 + x5,1 + x6,4 = x2,2 + x3,6 + x4,5 + x5,1 + x6,3;
x2,2 + x3,5 + x4,6 + x5,1 + x6,3 = x2,2 + x3,6 + x4,5 + x5,1 + x6,3;
x2,2 + x3,1 + x4,6 + x5,3 + x6,4 = x2,2 + x3,1 + x4,6 + x5,4 + x6,3;
x2,2 + x3,1 + x4,5 + x5,3 + x6,4 = x2,2 + x3,1 + x4,5 + x5,4 + x6,3;
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x1,2 + x3,5 + x4,6 + x5,3 + x6,4 = x1,2 + x3,5 + x4,6 + x5,4 + x6,3;
x1,2 + x3,5 + x4,6 + x5,3 + x6,4 = x1,2 + x3,6 + x4,5 + x5,3 + x6,4;
x1,2 + x3,5 + x4,6 + x5,3 + x6,4 = x1,2 + x3,6 + x4,5 + x5,4 + x6,3;
x1,1 + x3,5 + x4,6 + x5,3 + x6,4 = x1,1 + x3,5 + x4,6 + x5,4 + x6,3;
x1,1 + x3,5 + x4,6 + x5,3 + x6,4 = x1,1 + x3,6 + x4,5 + x5,3 + x6,4;
x1,1 + x3,5 + x4,6 + x5,3 + x6,4 = x1,1 + x3,6 + x4,5 + x5,4 + x6,3;
x1,2 + x3,5 + x4,6 + x5,3 + x6,4 = x1,2 + x3,6 + x4,5 + x5,1 + x6,4;
x1,2 + x3,5 + x4,6 + x5,1 + x6,3 = x1,2 + x3,6 + x4,5 + x5,1 + x6,3;
x1,2 + x3,1 + x4,6 + x5,3 + x6,4 = x1,2 + x3,1 + x4,6 + x5,4 + x6,3;
x1,2 + x3,1 + x4,5 + x5,3 + x6,4 = x1,2 + x3,1 + x4,5 + x5,4 + x6,3;
x1,3 + x2,2 + x4,6 + x5,3 + x6,4 = x1,3 + x2,2 + x4,6 + x5,4 + x6,3;
x1,3 + x2,2 + x4,6 + x5,3 + x6,4 = x1,3 + x2,1 + x4,6 + x5,4 + x6,3;
x1,1 + x2,2 + x4,6 + x5,5 + x6,4 = x1,2 + x2,1 + x4,6 + x5,5 + x6,4;
x1,1 + x2,2 + x4,6 + x5,5 + x6,3 = x1,2 + x2,1 + x4,6 + x5,5 + x6,3;
x1,1 + x2,2 + x4,6 + x5,3 + x6,4 = x1,1 + x2,2 + x4,6 + x5,4 + x6,3;
x1,1 + x2,2 + x4,6 + x5,3 + x6,4 = x1,2 + x2,1 + x4,6 + x5,3 + x6,4;
x1,1 + x2,2 + x4,6 + x5,3 + x6,4 = x1,2 + x2,1 + x4,6 + x5,4 + x6,3;
x1,1 + x2,2 + x4,5 + x5,3 + x6,4 = x1,1 + x2,2 + x4,5 + x5,4 + x6,3;
x1,1 + x2,2 + x4,5 + x5,3 + x6,4 = x1,2 + x2,1 + x4,5 + x5,3 + x6,4;
x1,1 + x2,2 + x4,5 + x5,3 + x6,4 = x1,2 + x2,1 + x4,5 + x5,4 + x6,3;
x1,3 + x2,2 + x3,6 + x5,3 + x6,4 = x1,5 + x2,2 + x3,6 + x5,4 + x6,3;
x1,5 + x2,1 + x3,6 + x5,3 + x6,4 = x1,5 + x2,1 + x3,6 + x5,4 + x6,3;
x1,1 + x2,2 + x3,6 + x5,5 + x6,4 = x1,2 + x2,1 + x3,6 + x5,5 + x6,4;
x1,1 + x2,2 + x3,6 + x5,5 + x6,3 = x1,2 + x2,1 + x3,6 + x5,5 + x6,3;
x1,1 + x2,2 + x3,6 + x5,3 + x6,4 = x1,2 + x2,1 + x3,6 + x5,3 + x6,4;
x1,1 + x2,2 + x3,6 + x5,3 + x6,4 = x1,1 + x2,2 + x3,6 + x5,4 + x6,3;
x1,1 + x2,2 + x3,6 + x5,3 + x6,4 = x1,2 + x2,1 + x3,6 + x5,4 + x6,3;
x1,1 + x2,2 + x3,5 + x5,3 + x6,4 = x1,2 + x2,1 + x3,5 + x5,3 + x6,4;
x1,1 + x2,2 + x3,5 + x5,3 + x6,4 = x1,1 + x2,2 + x3,5 + x5,4 + x6,3;
x1,1 + x2,2 + x3,5 + x5,3 + x6,4 = x1,2 + x2,1 + x3,5 + x5,4 + x6,3;
x1,3 + x2,2 + x3,5 + x4,6 + x6,4 = x1,3 + x2,2 + x3,6 + x4,5 + x6,4;
x1,3 + x2,1 + x3,5 + x4,6 + x6,4 = x1,3 + x2,1 + x3,6 + x4,5 + x6,4;
x1,1 + x2,2 + x3,5 + x4,6 + x6,4 = x1,1 + x2,2 + x3,6 + x4,5 + x6,4;
x1,1 + x2,2 + x3,5 + x4,6 + x6,4 = x1,2 + x2,1 + x3,5 + x4,6 + x6,4;
x1,1 + x2,2 + x3,5 + x4,6 + x6,4 = x1,2 + x2,1 + x3,6 + x4,5 + x6,4;
x1,1 + x2,2 + x3,5 + x4,6 + x6,3 = x1,1 + x2,2 + x3,6 + x4,5 + x6,3;
x1,1 + x2,2 + x3,5 + x4,6 + x6,3 = x1,2 + x2,1 + x3,5 + x4,6 + x6,3;
x1,1 + x2,2 + x3,5 + x4,6 + x6,3 = x1,2 + x2,1 + x3,6 + x4,5 + x6,3;
x1,1 + x2,2 + x3,3 + x4,6 + x6,4 = x1,2 + x2,1 + x3,3 + x4,6 + x6,4;
x1,1 + x2,2 + x3,3 + x4,5 + x6,4 = x1,2 + x2,1 + x3,3 + x4,5 + x6,4;
x1,3 + x2,2 + x3,5 + x4,6 + x5,4 = x1,3 + x2,2 + x3,6 + x4,5 + x5,4;
x1,3 + x2,1 + x3,5 + x4,6 + x5,4 = x1,3 + x2,1 + x3,6 + x4,5 + x5,4;
x1,1 + x2,2 + x3,5 + x4,6 + x5,4 = x1,2 + x2,1 + x3,5 + x4,6 + x5,4;
x1,1 + x2,2 + x3,5 + x4,6 + x5,4 = x1,1 + x2,2 + x3,6 + x4,5 + x5,4;
x1,1 + x2,2 + x3,5 + x4,6 + x5,4 = x1,2 + x2,1 + x3,6 + x4,5 + x5,4;
x1,1 + x2,2 + x3,5 + x4,6 + x5,3 = x1,2 + x2,1 + x3,5 + x4,6 + x5,3;
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x1,1 + x2,2 + x3,5 + x4,6 + x5,3 = x1,1 + x2,2 + x3,6 + x4,5 + x5,3;
x1,1 + x2,2 + x3,5 + x4,6 + x5,3 = x1,2 + x2,1 + x3,6 + x4,5 + x5,3;
x1,1 + x2,2 + x3,3 + x4,6 + x5,4 = x1,2 + x2,1 + x3,3 + x4,6 + x5,4;
x1,1 + x2,2 + x3,3 + x4,5 + x5,4 = x1,2 + x2,1 + x3,3 + x4,5 + x5,4.

The linear space determined by these linear equations has dimension 33. The
linear equations coming from the 4× 4 submatrices of the matrix





















1 1 0 1 0 0 0
1 0 1 0 0 0 1
0 1 0 0 0 1 1
1 0 0 0 1 1 0
0 0 0 1 1 0 1
0 0 1 1 0 1 0
0 1 1 0 1 0 0





















,

the symmetric version of the cocircuit matrix of the Fano matroid from [4], are
too numerous to be practical to list, but the linear space they determine has
dimension 34.

For symmetric matrices we can apply the same analysis. The only difference
is the relation xi,j = xj,i on the variables, and that the space of n×n symmetric

matrices is, consequently, equivalent to R(
n

2). For the 6× 6 symmetric matrix




















1 1 0 1 0 0 0
1 0 1 0 0 0 1
0 1 0 0 0 1 1
1 0 0 0 1 1 0
0 0 0 1 1 0 1
0 0 1 1 0 1 0
0 1 1 0 1 0 0





















,

we get the linear equations:

x2,2 + 2x3,5 + 2x4,6 = x2,2 + x3,5 + x3,6 + x4,5 + x4,6;
x2,2 + 2x3,5 + 2x4,6 = x2,2 + 2x3,6 + 2x4,5;

x1,2 + 2x3,5 + 2x4,6 = x1,2 + x3,5 + x3,6 + x4,5 + x4,6;
x1,2 + 2x3,5 + 2x4,6 = x1,2 + 2x3,6 + 2x4,5;

x1,5 + x2,2 + x3,5 + 2x4,6 = x1,5 + x2,2 + 2x3,6 + x4,5;
x1,5 + x2,2 + x3,5 + x3,6 + x4,6 = x1,5 + x2,2 + 2x3,6 + x4,5;
x1,3 + x2,2 + x3,5 + 2x4,6 = x1,3 + x2,2 + x3,6 + x4,5 + x4,6;
x1,3 + x2,2 + x3,5 + x4,5 + x4,6 = x1,3 + x2,2 + x3,6 + 2x4,5;

x1,2 + 2x3,5 + 2x4,6 = x1,2 + x3,5 + x3,6 + x4,5 + x4,6;
x1,2 + 2x3,5 + 2x4,6 = x1,2 + 2x3,6 + 2x4,5;

x1,1 + 2x3,5 + 2x4,6 = x1,1 + x3,5 + x3,6 + x4,5 + x4,6;
x1,1 + 2x3,5 + 2x4,6 = x1,1 + 2x3,6 + 2x4,5;

x1,2 + 2x3,5 + 2x4,6 = x1,2 + x1,5 + x3,6 + x4,5 + x4,6;
x1,2 + x1,5 + x3,5 + x3,6 + x4,6 = x1,2 + x1,5 + 2x3,6 + x4,5;
x1,2 + x1,3 + x3,5 + 2x4,6 = x1,2 + x1,3 + x3,6 + x4,5 + x4,6;
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x1,2 + x1,3 + x3,5 + x4,5 + x4,6 = x1,2 + x1,3 + x3,6 + 2x4,5;
x1,3 + x2,2 + x3,5 + 2x4,6 = x1,3 + x2,2 + x3,6 + x4,5 + x4,6;
x1,3 + x2,2 + x3,5 + 2x4,6 = x1,2 + x1,3 + x3,6 + x4,5 + x4,6;

x1,1 + x2,2 + 2x4,6 + x5,5 = 2x1,2 + 2x4,6 + x5,5;
x1,1 + x2,2 + x3,6 + x4,6 + x5,5 = 2x1,2 + x3,6 + x4,6 + x5,5;
x1,1 + x2,2 + x3,5 + 2x4,6 = x1,1 + x2,2 + x3,6 + x4,5 + x4,6;

x1,1 + x2,2 + x3,5 + 2x4,6 = 2x1,2 + x3,5 + 2x4,6;
x1,1 + x2,2 + x3,5 + 2x4,6 = 2x1,2 + x3,6 + x4,5 + x4,6;

x1,1 + x2,2 + x3,5 + x4,5 + x4,6 = x1,1 + x2,2 + x3,6 + 2x4,5;
x1,1 + x2,2 + x3,5 + x4,5 + x4,6 = 2x1,2 + x3,5 + x4,5 + x4,6;

x1,1 + x2,2 + x3,5 + x4,5 + x4,6 = 2x1,2 + x3,6 + 2x4,5;
x1,3 + x2,2 + x3,5 + x3,6 + x4,6 = x1,5 + x2,2 + 2x3,6 + x4,5;
x1,2 + x1,5 + x3,5 + x3,6 + x4,6 = x1,2 + x1,5 + 2x3,6 + x4,5;
x1,1 + x2,2 + x3,6 + x4,6 + x5,5 = 2x1,2 + x3,6 + x4,6 + x5,5;

x1,1 + x2,2 + 2x3,6 + x5,5 = 2x1,2 + 2x3,6 + x5,5;
x1,1 + x2,2 + x3,5 + x3,6 + x4,6 = 2x1,2 + x3,5 + x3,6 + x4,6;
x1,1 + x2,2 + x3,5 + x3,6 + x4,6 = x1,1 + x2,2 + 2x3,6 + x4,5;

x1,1 + x2,2 + x3,5 + x3,6 + x4,6 = 2x1,2 + 2x3,6 + x4,5;
x1,1 + x2,2 + 2x3,5 + x4,6 = 2x1,2 + 2x3,5 + x4,6;

x1,1 + x2,2 + 2x3,5 + x4,6 = x1,1 + x2,2 + x3,5 + x3,6 + x4,5;
x1,1 + x2,2 + 2x3,5 + x4,6 = 2x1,2 + x3,5 + x3,6 + x4,5;

x1,3 + x2,2 + x3,5 + 2x4,6 = x1,3 + x2,2 + x3,6 + x4,5 + x4,6;
x1,2 + x1,3 + x3,5 + 2x4,6 = x1,2 + x1,3 + x3,6 + x4,5 + x4,6;
x1,1 + x2,2 + x3,5 + 2x4,6 = x1,1 + x2,2 + x3,6 + x4,5 + x4,6;

x1,1 + x2,2 + x3,5 + 2x4,6 = 2x1,2 + x3,5 + 2x4,6;
x1,1 + x2,2 + x3,5 + 2x4,6 = 2x1,2 + x3,6 + x4,5 + x4,6;

x1,1 + x2,2 + x3,5 + x3,6 + x4,6 = x1,1 + x2,2 + 2x3,6 + x4,5;
x1,1 + x2,2 + x3,5 + x3,6 + x4,6 = 2x1,2 + x3,5 + x3,6 + x4,6;

x1,1 + x2,2 + x3,5 + x3,6 + x4,6 = 2x1,2 + 2x3,6 + x4,5;
x1,1 + x2,2 + x3,3 + 2x4,6 = 2x1,2 + x3,3 + 2x4,6;

x1,1 + x2,2 + x3,3 + x4,5 + x4,6 = 2x1,2 + x3,3 + x4,5 + x4,6;
x1,3 + x2,2 + x3,5 + x4,5 + x4,6 = x1,3 + x2,2 + x3,6 + 2x4,5;
x1,2 + x1,3 + x3,5 + x4,5 + x4,6 = x1,2 + x1,3 + x3,6 + 2x4,5;
x1,1 + x2,2 + x3,5 + x4,5 + x4,6 = 2x1,2 + x3,5 + x4,5 + x4,6;
x1,1 + x2,2 + x3,5 + x4,5 + x4,6 = x1,1 + x2,2 + x3,6 + 2x4,5;

x1,1 + x2,2 + x3,5 + x4,5 + x4,6 = 2x1,2 + x3,6 + 2x4,5;
x1,1 + x2,2 + 2x3,5 + x4,6 = 2x1,2 + 2x3,5 + x4,6;

x1,1 + x2,2 + 2x3,5 + x4,6 = x1,1 + x2,2 + x3,5 + x3,6 + x4,5;
x1,1 + x2,2 + 2x3,5 + x4,6 = 2x1,2 + x3,5 + x3,6 + x4,5;

x1,1 + x2,2 + x3,3 + x4,5 + x4,6 = 2x1,2 + x3,3 + x4,5 + x4,6;
x1,1 + x2,2 + x3,3 + 2x4,5 = 2x1,2 + x3,3 + 2x4,5.

The linear space determined by these linear equations has dimension 19. Note
also that the principal 4 × 4 submatrix with row/column indices {2, 3, 4, 5} is
tropically singular, and not just symmetrically tropically singular. So, Lemma
8 can be applied.
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2.8 The dimension inequalities

We now have everything we need in order to prove the main theorems of this pa-
per. The first theorem is about standard matrices, their determinantal varieties,
and the dimensions of the associated tropical varieties and tropical prevarieties.

Theorem 4. If m1, . . . ,ms are the r×r minors of an m×n matrix of variables,
and Im,n,r = (m1, . . . ,ms) is the corresponding determinantal ideal, then the
minors are a tropical basis if and only if the dimension of the tropical variety
T (V(Im,n,r)) is equal to the dimension of the corresponding tropical prevariety
∩s
i=1V(T (mi)).

Proof. Denote by Mm,n,r the affine determinantal variety ofm×nmatrices with
rank less than r. It is a standard result in algebraic geometry ([5] Proposition
12.2, for example) that the dimension of Mm,n,r is (m + n − r + 1)(r − 1). It

was proven in [1] that the tropical variety T̃m,n,r is a pure polyhedral fan with
dimension equal to that of Mm,n,r.

Using these formulas and our results from Section 5.3 we compute

dim(T̃6,6,5) = (6 + 6− 5 + 1)(5− 1) = 32 < 33 ≤ dim(T6,6,5),

and

dim(T̃7,7,4) = (7 + 7− 4 + 1)(4− 1) = 33 < 34 ≤ dim(T7,7,4).

Again, using these formulas we get

dim(T̃m+1,n,r)−dim(T̃m,n,r) = (m+n−r+2)(r−1)−(m+n−r+1)(r−1) = r−1,

similarly,

dim(T̃m,n+1,r)−dim(T̃m,n,r) = (m+n−r+2)(r−1)−(m+n−r+1)(r−1) = r−1,

and,

dim(T̃m+1,n+1,r+1)− dim(T̃m,n,r)− (m+n− r+2)r− (m+n− r+1)(r− 1) =
m+ n+ 1.

These, combined with Lemmas 5.7 and 5.8, prove that if dim(T̃m,n,r) <
dim(Tm,n,r) then

dim(T̃m+1,n,r) < dim(Tm+1,n,r),

dim(T̃m,n+1,r) < dim(Tm,n+1,r),

dim(T̃m+1,n+1,r+1) < dim(Tm+1,n+1,r+1).

From these results we may conclude dim(T̃m,n,r) < dim(Tm,n,r) whenmin(m,n) =
6 and r = 5, or when min(m,n) > 6 and 4 ≤ r < min(m,n). This covers all
cases where the r × r minors do not form a tropical basis.

We have a similar theorem for symmetric matrices.

23



Theorem 5. If m1, . . . ,ms are the r× r minors of an n×n symmetric matrix
of variables, and Jn,r = (m1, . . . ,ms) is the corresponding determinantal ideal,
then for 4 < r < n the dimension of the tropical variety T (V(Jn,r)) is less than
the dimension of the corresponding tropical prevariety ∩s

i=1V(T (mi)).

Proof. Denote by Qn,r the affine determinantal variety of symmetric n × n
matrcies of rank less than r. It is a standard result in algebraic geometry ([5]
Chapter 22, Page 299) that the dimension of Qn,r is (2nr− 2n+3r− r2 − 2)/2.

As in the previous theorem, the tropical variety S̃n,r is a pure polyhedral fan
with dimension equal to that of Qn,r.

Using these formulas and our earlier result we compute

dim(S̃6,5) = (60− 12 + 15− 25− 2)/2 = 18 < 19 ≤ dim(S6,5).

Again, using these formulas we get

dim(S̃n+1,r)− dim(S̃n,r)

= 2(n+1)r−2(n+1)+3r−2−r2

2 − 2nr−2n+3r−2−r2

2 = r − 1,

and,

dim(S̃n+1,r+1)− dim(S̃n,r)

= 2(n+1)(r+1)−2(n+1)+3(r+1)−2−(r+1)2

2 − 2nr−2n+3r−2−r2

2
= n+ 1.

These, combined with Lemmas 5.9 and 5.10, prove that if dim(S̃n,r) <
dim(Sn,r), then

dim(S̃n+1,r) < dim(Sn+1,r),
and

dim(S̃n+1,r+1) < dim(Sn+1,r+1).

From these results we may conclude dim(S̃n,r) < dim(Sn,r) when 4 < r <
n.
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