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Abstract—The bound of the information transmission rate of
direct current biased optical orthogonal frequency division mul-
tiplexing (DCO-OFDM) for visible light communication (VLC)
with finite-alphabet inputs is yet unknown, where the correspond-
ing spectral efficiency (SE) and energy efficiency (EE) stems
out as the open research problems. In this paper, we derive
the exact achievable rate of the DCO-OFDM system with finite-
alphabet inputs for the first time. Furthermore, we investigate
SE maximization problems of the DCO-OFDM system subject to
both electrical and optical power constraints. By exploiting the
relationship between the mutual information and the minimum
mean-squared error, we propose a multi-level mercury-water-
filling power allocation scheme to achieve the maximum SE.
Moreover, the EE maximization problems of the DCO-OFDM
system are studied, and the Dinkelbach-type power allocation
scheme is developed for the maximum EE. Numerical results
verify the effectiveness of the proposed theories and power
allocation schemes.

Index Terms—Visible light communications, DCO-OFDM,
finite-alphabet input, spectral efficiency, energy efficiency.

I. INTRODUCTION

A. Motivation and Contributions

As the number of Internet of Things (IoT) devices increases

tremendously, the radio frequency (RF) wireless networks are

facing an ever-growing bandwidth burden to support huge and

high-speed data transfer [1]–[3]. It is reported that more than

80% of wireless data is generated in the indoor environment

[4], [5]. As a result, visible light communication (VLC) [6]

has emerged as a promising technology to provide high-speed

data transmission and illumination service simultaneously due

to the huge unlicensed visible light spectrum for future IoT

applications [7], [8]. By using the ordinary light emitting
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diodes (LEDs) at the transmitter side and the simple intensity

modulation and direct detection (IM/DD) at the receiver side,

VLC can simultaneously support high-speed communication

and illumination without electromagnetic interference to the

conventional RF networks [9]–[12].

From the wireless communication point of view, the VLC

system, similar to the RF system, still faces the issue of inter-

symbol interference (ISI) resulting from limited modulation

bandwidth of LEDs [13] and multipath distortion [14]. Thus,

the orthogonal frequency division multiplexing (OFDM) based

techniques are introduced into the VLC system against the

ISI and enhance the communication capacity. There are two

typical OFDM-based transmission schemes: direct current

(DC) biased optical OFDM (DCO-OFDM) and asymmetri-

cally clipped optical OFDM (ACO-OFDM). Specifically, to

guarantee that the transmitted signals are positive, DCO-

OFDM adds a DC-bias to the time-domain signals and clips

the remaining negative signals to zero, while ACO-OFDM

only transmits the positive parts of the OFDM waveform.

Note that if the DC-bias power is neglected, DCO-OFDM

can achieve the Shannon capacity while ACO-OFDM has

a 3-dB penalty [15]. In practice, the DCO-OFDM system

usually operates with finite-alphabet inputs such as pulse

amplitude modulation (PAM) and quadrature amplitude mod-

ulation (QAM).

Most of the existing literature on the DCO-OFDM system

adopted the assumption that if the number of subcarriers is

large, the time domain signal after the inverse fast Fourier

transform (IFFT) is approximately Gaussian distributed [16]–

[19]. However, according to the central limit theorem, only if

the number of subcarriers tends to infinity, and the frequency

domain symbols are independent, the time domain signal

equivalently follows the Gaussian distribution, whatever the

alphabet set is a continuous set or a finite constellation set.

Therefore, some approximation errors exist to some extent.

Meanwhile, when the random process is unbounded, the

clipping operator cannot be avoided, and the clipping noise

may cause the inevitable information loss [18], [20]. Under

such an assumption, existing models cannot accurately depict

the achievable rate of the DCO-OFDM system with finite-

alphabet inputs, and the corresponding bound of the infor-

mation transmission rate is yet unknown. Thus, the spectrum

efficiency (SE) and energy efficiency (EE) of the DCO-OFDM

system still need further investigation.

Besides, unlike the conventional RF communication sys-
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tems, where only the electrical power constraint is considered

in most scenarios, the average optical power constraint plays

an important role in the illumination requirement [9], [11] and

should also be considered in the discussions of SE and EE.

With the aforementioned issues, in this paper, we consider

such a typical DCO-OFDM-based VLC system and investigate

the optimal power allocation over subcarriers to maximize

the SE and EE. Our main contributions of this paper are

summarized as follows:

• To our best knowledge, the theoretical bound of the infor-

mation transmission rate of the DCO-OFDM system with

finite-alphabet inputs remains unknown. In this work, we

derive the information rate of the DCO-OFDM system

with finite-alphabet inputs for the first time. Specifically,

we derive the exact achievable rate expression of the

DCO-OFDM system without the information loss. More-

over, we derive the closed-form lower bound for the

derived achievable rate. The obtained expressions can be

used as the performance metrics, and we also apply them

in the transmission design.

• Based on the closed-form lower bound of the achievable

rate, we jointly optimize DC-bias, and power allocation of

subcarriers to maximize the SE of the DCO-OFDM sys-

tem under both average optical power and total electrical

transmitted power constraints. We find that the optimal

DC-bias without information loss can be presented in a

closed-form expression. Then, by restricting both optical

and electrical power constraints, the optimal power allo-

cation can be obtained by employing the interior-point

algorithm.

• Next, we further study the SE maximization problem

based on the exact achievable rate expression under the

same constraints above. By exploiting the Karush-Kuhn-

Tucker (KKT) conditions and the relationship between

the mutual information and the minimum mean-squared

error (MMSE)1 [21], we propose a multi-level mercury-

water-filling power allocation scheme to achieve the

maximum of SE [22], [23]. It is shown that the power

allocation behaves differently with respect to the channel

gain in the low and high power domains.

• Finally, we investigate the power allocation to maximize

the EE of the DCO-OFDM system derived two achievable

rate metrics, respectively. We employ the Dinkelbach-

type algorithm to convert the concave-linear fractional

problem into a sequence of convex sub-problems, and

then obtain the optimal power allocation by the interior-

point algorithm. In addition, we reveal that the optimal

power allocation of the EE maximization problem with

finite-alphabet inputs is related to the SE requirement.

For the low SE requirement, the allocated power of each

subcarrier is proportional to the channel gain. While for

the high SE requirement, the allocated power of each

subcarrier is inversely proportional to the channel gain.

1 ∂
∂SNR

I (SNR) = MMSE(SNR), where SNR denotes signal-to-noise
ratio.

B. Related Works and Organization

Most of the existing literature on SE and EE of the DCO-

OFDM system study that the time domain signal output by

IFFT is approximately Gaussian distributed when the number

of subcarriers is large [16]–[19], which causes signal approx-

imation errors, as well as clipping noise and information loss

with the clipping process [18], [20].

It should be pointed out that the SE of the DCO-OFDM

system has been extensively studied for different input con-

straints. For example, under the optical power constraint and

a target bit error rate (BER), the adaptive modulation scheme

was employed in [16] to maximize the SE, and it was shown

that the SE of ACO-OFDM is higher than that of DCO-OFDM

in the low-SNR region while it has a 50% reduction compared

to DCO-OFDM at high-SNR region. For uniform power within

an optimized band, the authors in [24] proposed a discrete bit

loading algorithm to maximize the achievable rate of the DCO-

OFDM system. For the single-LED case, the signal-to-noise-

plus-distortion ratio (SNDR) of DCO-OFDM was maximized

by jointly optimizing both the DC-bias and the information-

carrying power under both the optical and electrical power

constraints [18]. In the case with multiple LEDs, the SNDR

maximization problem in the DCO-OFDM system was studied

in [19] by properly designing the biased beamforming with

the optical power constraint. By utilizing generalized mutual

information, the lower bound of information rate was derived

in [25] for the DCO-OFDM system under the average optical

power constraint.

Recently, due to the increasing number of IoT devices, the

research on EE has attracted great attention to reduce con-

sumption and prolong the lifetime [26]–[28]. It was reported

in [17] that both the energy and spectrum efficiency achieved

with DCO-OFDM is higher than that obtained by ACO-OFDM

in the case that a constant DC-bias power is given for the

illumination requirement. By replacing the negative parts of

signals with their absolute values, a power-efficient symbol

recovery scheme for the DCO-OFDM system was proposed

in [29], which can improve the symbol error rate (SER)

performance for a given DC-bias. Under the constraints of

the BER and the total transmitted power, the authors in [30]

investigated the achievable rate maximization problem for the

DCO-OFDM system, and further optimized transmitted power

to achieve the tradeoff between SE and EE.

It was reported in [31] that the mutual information maxi-

mizing design and classic power allocation scheme based on

Gaussian distributed assumption will lead to a significant loss.

However, to the best of our knowledge, only a few works have

investigated the SE and EE of the DCO-OFDM with finite-

alphabet inputs. The most relevant work is [32], where the

EE maximization problem of DCO-OFDM was studied by

designing the optimal solution of the modulation order and

power allocation under the minimum SE requirement and a

total transmitted power constraint. However, since the mutual

information does not have the closed-form expression, the

authors in [32] adopted the closed-form lower bound and upper

bound to approximate the exact mutual information to solve

the optimal power allocation problem. In our study, we exploit
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the relationship between the mutual information and MMSE

to deal with the non-closed-form expression. Moreover, we

study the bound of the information transmission rate of the

DCO-OFDM system based on finite-alphabet inputs and the

optimal DC-bias such that the clipping can be avoided, which

is different from [18] and [19] with clipping noise, and propose

the optimal power allocation scheme to maximize SE and EE

of the DCO-OFDM system under the constraints of average

optical power and total electrical transmitted power, and fur-

ther consider the minimum SE requirement when maximizing

EE.

The rest of this paper is organized as follows. The system

model of the considered DCO-OFDM system is presented in

Section II. The achievable rate expressions of DCO-OFDM are

derived in Section III. The SE and EE maximization problems

of the DCO-OFDM system are respectively studied in Section

IV and Section V. The simulation results are presented in

Section VI. Finally, the conclusions are drawn in Section VII.

Notations: Expected value of a random variable z is de-

noted by E {z}. (·)∗ represents conjugate transformation. [x]+

denotes max {x, 0}. Re (·) and Im (·) denote the real and

imaginary parts of their argument, respectively. ∂f (·)/∂x
represents the partial derivative of function f (·). Given a

variable y, E {z |y } represents the conditional expectation of

z for given y. I (X ;Y ) represents the mutual information of

X and Y .

II. SYSTEM MODEL
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Fig. 1: The schematic diagram of a DCO-OFDM VLC system.

In this paper, we consider both the SE and EE optimization

problems for the DCO-OFDM system with finite-alphabet

inputs shown in Fig. 1. At the transmitter side, the input

bit streams are modulated by an M -ary QAM after serial-

to-parallel (S/P) conversion. Due to the IM/DD, the transmit

signal is required not only to be non-negative but also to be

real-valued. In order to ensure that the output signal of the

IFFT is a real-valued VLC signal, the IFFT input symbols of

2N subcarriers after Hermitian symmetry should satisfy

√
p2N−iX2N−i =

√
piX

∗
i , i = 1, ..., N − 1, (1)

where Xi is the signal of the ith subcarrier, which should

be X0 = XN = 0 to block the DC component. Without loss

of generality, we can assume E

{

|Xi|2
}

= 1. Besides, let pi
denote the allocated power for the ith subcarrier, and follow

p0 = pN = 0, and p2N−i = pi, i = 1, . . . , N − 1. Then, the

IFFT output signal xk in the time domanoin is given by

xk =
1√
2N

2N−1
∑

i=0

√
piXi exp

(

j
πki

N

)

(2a)

=
1√
2N

(

N−1
∑

i=1

√
piXi exp

(

j
πki

N

)

+
N−1
∑

i=1

(√
piXi exp

(

j
πki

N

))∗)

(2b)

=

√

2

N

N−1
∑

i=1

√
piRe

(

Xi exp

(

j
πki

N

))

, (2c)

where k = 0, ..., 2N − 1. It is easy to find that E {xk} = 0.

To guarantee the VLC signal non-negative, the clipping

operator is applied. Specifically, the time domain signal xk

is converted to clipped signal xclip,k by clipping at the level

of −Idc, where Idc is the DC-bias and the clipping operator

is defined as

xclip,k =

{

xk

−Idc
xk ≥ −Idc,
xk ≤ −Idc. (3)

Then xclip,k is added with Idc which only affects the 0th

subcarrier in the frequency domain. Thus, we obtain the non-

negative signal

xdc,k = xclip,k + Idc. (4)

If we want to avoid the information loss brought by the

clipping noise, a feasible way is to avoid the clipping opera-

tion, i.e., the amplitude of the time domain signal xk should

be bounded, and an appropriate DC-bias Idc should satisfy

xk + Idc ≥ min {xk}+ Idc ≥ 0. (5)

Moreover, the digital signal xdc,k is converted to the analog

signal via digital-to-analog convertor (DAC) and then trans-

mitted by LED. To satisfy the illumination and human eye

safety requirements, the average optical power is restricted,

i.e.,

E {xdc,k} ≤ Po, (6)

where Po represents the maximum average optical power

budget.

Besides, for the practical electrical circuits consideration,

the total electrical transmitted power of the VLC system

should also be constrained, i.e.,

2N−1
∑

k=0

E
{

x2
dc,k

}

≤ Pe. (7)

where Pe is the maximum total electrical transmitted power

budget.

Note that the channel of the VLC system is generally low-

pass [18], [33], and the channel gain difference between each

subcarrier can be utilized via allocating proper power to each

subcarrier to improve the performance of the VLC system.

Indoor VLC channel includes two components: the line-of-

sight (LOS) link between the transmitter and the receiver;
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and the diffuse link that is the superposition of all non-LOS

components caused by one or more reflections on the surface

of the room.

Let HL,i = ηLe
−j2πfiτL denote the channel gain of the

LOS link of the ith subcarrier, where ηL is the generalized

Lambertian radiator [8], [33] expressed as

ηL =
(m+ 1)Ar cos (ϕ)

2πd2
cosm (θ)T (ϕ)G (ϕ) rect (ϕ/Ψ) .

(8)

In (8), m = − ln 2/ ln
(

cosΦ1/2

)

denotes the order of Lam-

bertian emission, and Φ1/2 is the semi-angle at half power. Ar

denotes the effective detector area of the photodetector (PD),

ϕ and θ are the incidence and irradiance angles from the LED

to the PD, respectively, T (ϕ) and G (ϕ) are the optical filter

gain and the concentrator gain of the receiver, respectively,

Ψ represents the field-of-view (FOV) of the receiver, the

rectangular function rect (x) takes 1 whenever |x| ≤ 1, and

is 0 otherwise, fi denotes the frequency of the ith subcarrier,

τL = d/c is the signal propagation delay of the LOS link

between the LED to the PD, d is the distance between the

LED to the PD, and c stands for the speed of light.

Let HD,i =
ηD

1+j2πτDfi
denote the channel gain of the diffuse

link of the ith subcarrier [34], where ηD = Ar

Aroom

ρ
1−ρ is the

diffuse channel gain factor. Here, Aroom is the surface of the

room and ρ is the average value of the room reflectivity factor.

Moreover, τD = − 1
ln ρ

4Vroom

Aroomc is the time constant, and Vroom

is the volumn of the room. Then, the total channel gain Hi of

the ith subcarrier can be expressed as

Hi = HL,i +HD,i, i = 0, ..., 2N − 1. (9)

At the receiver, the received optical signal is converted to

analog electrical signal by the PD. Then, the digital signal

is obtained by an analog-to-digital convertor (ADC). Finally,

the bit stream is recovered through the fast Fourier transform

(FFT) and demodulation operations.

Specifically, the frequency domain expression of the re-

ceived signal Yi can be written as

Yi = Hi
√
piXi + Zi, i = 1, ..., N − 1, (10)

where Yi and Hi represent the received signal and the total

channel gain at the ith subcarrier, respectively. Zi is the

additive white Gaussian noise (AWGN) with zero-mean, i.e.,

Zi ∼ CN
(

0, σ2W
)

, where σ2 represents the noise power

spectral density (PSD), and the bandwidth of each subcarrier

is W .

III. ACHIEVABLE RATE OF THE DCO-OFDM SYSTEM

Recall that in most existing works, the achievable rates of

the DCO-OFDM system are derived based on the assump-

tion that the time domain signal obtained after the IFFT is

approximately Gaussian distributed, and the exact achievable

rate without the information loss of the DCO-OFDM system

with finite-alphabet inputs is still unknown.

Here, we consider a system that the discrete constellation

points are equiprobably drawn from discrete constellations

set {Xi,k}Mk=1 with cardinality M , where Xi,k is the kth

constellation point of the ith subcarrier. Thus, the achievable

rate RF,i (pi) of the ith subcarrier can be expressed as

RF,i (pi) = Ii (Xi;Yi) (11a)

= W

(

log2M −
1

ln 2

)

−
M
∑

n=1

W

M
EZi

{

log2

M
∑

k=1

exp (−dn,k)
}

,

(11b)

where dn,k
∆
=
|Hi

√
pi(Xi,n−Xi,k)+Zi|2

σ2W is a measure of the

difference between discrete constellation points Xi,n and Xi,k,

and EZi
{·} is the expectation of the noise Zi. The detailed

derivation of (11b) is given in Appendix A. Moreover, it is

easy to find that RF,i (pi) is a concave function with respect

to the power allocation pi [31], [35]. Thus, the total achievable

rate of the DCO-OFDM system with finite-alphabet inputs is

given by

RF,total ({pi}) =
N−1
∑

i=1

RF,i (pi). (12)

Note that, for M ≥ 2, the expectation term in the achievable

rate (11b) is a non-integrable function and lacks of closed-form

expression, making it challenging for resource allocation. To

address this challenge, we further derive the lower bound of

(11b) with closed-form expression. Since log2 (·) is a concave

function, the upper bound of the expectation term in (11b) is

given by

EZi

{

log2

M
∑

k=1

exp (−dn,k)
}

≤ log2

M
∑

k=1

EZi
{exp (−dn,k)}

(13a)

= log2

M
∑

k=1

∫

Zi

exp (−dn,k)
1

πσ2W
exp

(

− |Zi|2
σ2W

)

dZi

(13b)

= −1 + log2

M
∑

k=1

exp

(

−pi|Hi|2|Xi,k −Xi,m|2
2σ2W

)

, (13c)

where (13a) is due to the Jensen’s inequality [36].

Thus, let RL,i (pi) represent the lower bound of mutual

information of the ith subcarrier with finite-alphabet inputs

and is given by (14).

Similar to RF,i (pi), RL,i (pi) is also a concave function

with respect to the power allocation pi. The corresponding

lower bound of total achievable rate of the DCO-OFDM

RL,i (pi) = W

(

log2M + 1− 1

ln 2

)

−
M
∑

n=1

W

M
log2

M
∑

k=1

exp

(

−pi|Hi|2|Xi,n −Xi,k|2
2σ2W

)

. (14)
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system is given by

RL,total ({pi}) =
N−1
∑

i=1

RL,i (pi). (15)

As same as [36], there is a constant gap C , 1
ln 2 − 1

between RF (pi) and RL (pi) when pi → ∞ or pi → 0,

and RA (pi) , RL (pi) + C can also be as a low-complexity

approximation of RF (pi), which always converges to RF (pi)
with pi →∞ or pi → 0, while exceeds RF (pi) in the medium

region. Then, the corresponding total achievable rate is given

by RA,total ({pi}) =
N−1
∑

i=1

RA,i (pi), which is still concave

with respect to the power allocation pi.

IV. SPECTRAL EFFICIENCY MAXIMIZATION OF THE

DCO-OFDM SYSTEM

In this section, we investigate the SE maximization problem

of the DCO-OFDM system subject to the maximum average

optical power and the maximum total electrical transmitted

power constraints. Specifically, we start from a simple case

of RL,total ({pi}) in (15) with the closed-form expression

and then the more challenging case of RF,total ({pi}) in (12)

without a closed-form expression.

A. SE Maximization based on RL,total ({pi})
With the closed-form expression of lower bound of the

achievable rate (15), the SE can be expressed as

SEL ({pi}) =
RL,total ({pi})

2NW
. (16)

Then, we aim to maximize the SE of the DCO-OFDM system

under amplitude constraint, average optical power constraint

and total electrical transmitted power constraint, which can be

mathematically formulated as

maximize
{pi},Idc

SEL ({pi}) (17a)

s.t. xk + Idc ≥ 0, (17b)

E {xdc,k} ≤ Po, (17c)

2N−1
∑

k=0

E
{

x2
dc,k

}

≤ Pe, (17d)

pi ≥ 0, i = 1, ..., N − 1. (17e)

Although the joint design of variables DC-bias Idc and power

allocation pi complicates the optimization problem, it can be

seen from problem (17) that the objective function is only

related to the power allocation pi, and it is monotonically

increasing as pi increases. Moreover, based on (4) and (17b),

the total electrical transmitted power in (17d) can be expressed

as

2N−1
∑

k=0

E
{

x2
dc,k

}

=

2N−1
∑

k=0

E
{

x2
k

}

+

2N−1
∑

k=0

E
{

I2dc
}

(18a)

= 2
N−1
∑

i=1

pi + 2NE
{

I2dc
}

, (18b)

where (18a) is true since the time domain signal xk is not

clipped, i.e., xclip,k = xk, (18b) follows from the Parseval’s

theorem, and the total electrical transmitted power of time do-

main signal xk is
∑2N−1

k=0 E
{

x2
k

}

=
∑2N−1

i=0 pi = 2
∑N−1

i=1 pi.
Thus, combining with the total electrical transmitted power

constraint, we find that more power should be allocated

for the information-carrying pi and less power should be

allocated for the DC-bias Idc to maximize the achievable rate

RL,total ({pi}). Specifically, the optimal value of Ioptdc should

be the minimum DC-bias without clipping the signal xk .

Furthermore, from (2c), we have

xk ≥ −
√

2

N

N−1
∑

i=1

√
pi |Xi|. (19)

Then, Inon−clipping
dc which minimizes the power of the DC-

bias without clipping the signal xk can be written as

Inon−clipping
dc =

√

2

N

N−1
∑

i=1

√
pi |Xi|. (20)

As a result, combining (4), (17b) and (20), the average optical

power can be rewritten as

E {xdc,k} = E

{

xclip,k + Inon−clipping
dc

}

(21a)

= E {xk}+ E

{

Inon−clipping
dc

}

(21b)

=

√

2

N

N−1
∑

i=1

√
piE {|Xi|}. (21c)

According to Cauchy-Schwarz inequality
(

n
∑

i=1

ai

)2

≤ n

n
∑

i=1

a2i , ai ≥ 0, (22)

the upper bound of the square of the average optical power is

given by

(

√

2

N

N−1
∑

i=1

√
piE {|Xi|}

)2

≤ 2 (N − 1)

N

N−1
∑

i=1

piE
2 {|Xi|} .

(23)

Thus, the average optical power constraint (17c) can be

restricted to

N−1
∑

i=1

piE
2 {|Xi|} ≤

NP 2
o

2 (N − 1)
. (24)

Meanwhile, by substituting Inon−clipping
dc in (20) into (18b),

the total electrical transmitted power can be written as

2N−1
∑

k=0

E
{

x2
dc,k

}

= 2

N−1
∑

i=1

pi + 4E







(

N−1
∑

i=1

√
pi |Xi|

)2






.

(25)

Applying the inequality (22), the upper bound of the total
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electrical transmitted power (25) is given as

2N−1
∑

k=0

E
{

x2
dc,k

}

≤ 2

N−1
∑

i=1

pi + 4E

{

(N − 1)

N−1
∑

i=1

pi|Xi|2
}

.

(26)

Thus, the constraint (17d) can be reformulated as

N−1
∑

i=1

pi ≤
Pe

4N − 2
. (27)

Therefore, the SE maximization problem (17) can be trans-

formed into

maximize
{pi}

SEL ({pi}) (28a)

s.t.

N−1
∑

i=1

piE
2 {|Xi|} ≤

NP 2
o

2 (N − 1)
, (28b)

N−1
∑

i=1

pi ≤
Pe

4N − 2
, (28c)

pi ≥ 0, i = 1, ..., N − 1. (28d)

Note that the optimization problem (28) has a strictly

concave objective function over its input power pi and linear

constraints, and thus can be efficiently solved by the interior-

point algorithm. Such as the barrier method, it transforms

the convex optimization problems into a sequence of equality

constrained problems and applies Newton’s method to them, or

such as the primal-dual interior-point method, it modifies the

corresponding KKT conditions and solves them by Newton’s

method [37], [38]. Besides, It has been implemented by

standard convex optimization solvers such as CVX [39].

Besides, the SE based on RL,total ({pi}) is denoted as

SEA, and the corresponding SE maximization power alloca-

tion problem is equivalent to the problem (17) without the

optimality loss, wich can be solved by the similar technique.

B. SE Maximization based on RF,total ({pi})
In this subsection, we investigate the SE maximization

problem of the DCO-OFDM system based on the exact

mutual information (12). The SE achieved with exact mutual

information is given by

SEF ({pi}) =
RF,total ({pi})

2NW
. (29)

Similarly, the value of the DC-bias Idc is the same as (20) to

ensure that the transmitted DC-bias power is minimized while

the signal xk is not clipped. Thus, by considering the same

constraints in problem (28), the SE maximization problem with

finite-alphabet inputs can be reformulated as

maximize
{pi}

SEF ({pi}) (30)

s.t. (28b), (28c), (28d).

Note that the objective function (30) is concave over pi,
and constraints (28b) and (28c) are affine functions over pi.
This type of optimization problem can be efficiently solved

based on the KKT conditions. To this end, we first derive the

Lagrangian function of problem (30), which is given by

LF = −
N−1
∑

i=1

RF,i (pi) + λ1

(

N−1
∑

i=1

piE
2 {|Xi|} −

NP 2
o

2 (N − 1)

)

+ λ2

(

N−1
∑

i=1

pi −
Pe

4N − 2

)

, (31)

where λ1 ≥ 0, λ2 ≥ 0 are the Lagrange multipliers corre-

sponding to constraint (28b) and (28c) respectively. Then, the

KKT conditions of problem (30) are given as

∂LF
∂pi

= −∂RF,i (pi)

∂pi
+ λ1E

2 {|Xi|}+ λ2 = 0, (32a)

λ1

(

N−1
∑

i=1

piE
2 {|Xi|} −

NP 2
o

2 (N − 1)

)

= 0, (32b)

λ2

(

N−1
∑

i=1

pi −
Pe

4N − 2

)

= 0, (32c)

N−1
∑

i=1

piE
2 {|Xi|} −

NP 2
o

2 (N − 1)
≤ 0, (32d)

N−1
∑

i=1

pi −
Pe

4N − 2
≤ 0, (32e)

λ1 ≥ 0, λ2 ≥ 0, pi ≥ 0, i = 1, ..., N − 1. (32f)

However, it is challenging to directly calculate the partial

derivative in (32a) due to the lack of the closed-form expres-

sions for the achievable rate RF,i (pi). Therefore, we aim to

address this difficulty by exploiting the relationship between

the mutual information and MMSE. Specifically, the MMSE

of Xi is given as

MMSEi (SNRi) = E

{

∣

∣

∣Xi − X̂i

∣

∣

∣

2
}

, (33)

where SNRi = |Hi|2pi

σ2W is the signal-to-noise ratio of the

ith subcarrier, and X̂i is conditional expectation of Xi, i.e.,

X̂i = E
{

Xi

∣

∣Yi = Hi
√
piXi + Zi

}

. According to Theorem 1

in [21], the relationship between the mutual information (11a)

and the MMSE (33) is given by

∂

∂SNRi
Ii (Xi;Yi) = MMSEi (SNRi) . (34)

Combining (11b) and (34), partial derivative of function

RF,i (pi) can be written as

∂RF,i (pi)

∂pi
=
|Hi|2
σ2W

MMSEi

(

|Hi|2
σ2W

pi

)

. (35)

By substituting (35) into (32a), we have

|Hi|2
σ2W

MMSEi

(

|Hi|2
σ2W

pi

)

= λ1E
2 {|Xi|}+ λ2. (36)

Then, according to (36), the power allocation pi can be
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obtained as

pi =
σ2W

|Hi|2
MMSE−1

i

[

σ2W

|Hi|2
(

λ1E
2 {|Xi|}+ λ2

)

]

, (37)

where MMSE−1
i (·) is the inverse function of MMSEi (·) with

domain in [0, 1] and MMSE−1
i (1) = 0 [23]. Therefore, for the

SE maximization problem (30), the optimal allocation power

of the ith subcarrier is given by (38).

Meanwhile, according to the definition of MMSE, λ1 and λ2

should be greater than 0, otherwise the required power would

be infinity. Therefore, substituting (38) into the complementary

slackness conditions (32b) and (32c), the dual variables λ1 and

λ2 is the solution of the following equation:

N−1
∑

i=1

σ2W

|Hi|2
MMSE−1

i

[

σ2W

|Hi|2
(

λ1E
2 {|Xi|}+ λ2

)

]

E
2 {|Xi|}

=
NP 2

o

2 (N − 1)
, (39a)

N−1
∑

i=1

σ2W

|Hi|2
MMSE−1

i

[

σ2W

|Hi|2
(

λ1E
2 {|Xi|}+ λ2

)

]

=
Pe

4N − 2
,

(39b)

which can obtained by the multi-level mercury-water-filling

power allocation scheme as listed in Algorithm 1 [22], [23].

Moreover, to facilitate the explanation of the power allocation

scheme, an auxiliary function Gi (λ1, λ2) is defined as follows

(40). Then, the allocated power pi can be represented as

pi =
1

λ1E
2 {|Xi|}+ λ2

− |Hi|2
σ2W

Gi (λ1, λ2) . (41)

V. ENERGY EFFICIENCY MAXIMIZATION OF THE

DCO-OFDM SYSTEM

In this section, we propose the optimal power allocation

schemes to maximize the EE of the DCO-OFDM system

subject to the minimum SE threshold, the maximum average

optical power and the maximum total electrical transmitted

power constraints. We first investigate the EE maximization

problem based on the lower bound RL,total ({pi}) in (15) with

the closed-form expression, and then study the case based

on the exact achievable rate RF,total ({pi}) in (12) without

a closed-form expression.

Algorithm 1 Multi-level Mercury-water-filling Power Alloca-

tion Scheme

Input: Given λ1 ∈
[

0, λ̂1

]

, δ1 > 0, where λ̂1 is the

upper bound of λ1 and δ1 is a small positive constant

that controls the algorithm accuracy. Initialize λmin =
0, λmax = λ̂1;

1: while λmax − λmin ≥ δ1 do

2: Set λ1 = (λmin + λmax)/2;

3: Find the minimum λ2 ≥ 0, with which
N−1
∑

i=1

[

σ2W
|Hi|2MMSE−1

i

[

σ2W
|Hi|2

(

λ1E
2 {|Xi|}+ λ2

)

]]+

≤
Pe

4N−2 ;

4: If λ1E
2 {|Xi|} + λ2 ≤ |Hi|2/σ2W , substitute λ1, λ2

to obtain

popti = σ2W
|Hi|2MMSE−1

i

[

σ2W
|Hi|2

(

λ1E
2 {|Xi|}+ λ2

)

]

;

otherwise popti = 0;

5: If
N−1
∑

i=1

popti E
2 {|Xi|} ≤ NP 2

o

2(N−1) , set λmax ← λ1;

otherwise λmin ← λ1;

6: end while

Output: popti ;

A. EE Maximization based on RL,total ({pi})

Based on the rate expression (15), the EE is given by

EEL ({pi}) =
RL,total ({pi})

2
N−1
∑

i=1

pi + Pdc + Pc

, (42)

where Pdc =
∑2N−1

k=0 E

{

(Idc)
2
}

denotes the DC-bias power

and Pc is the constant total circuit consumption of the whole

system.

Therefore, the corresponding EE maximization problem can

be formulated as

maximize
{pi},Idc

EEL ({pi}) (43a)

s.t. (17b), (17c), (17d), (17e),

SEL ({pi}) ≥ γ, (43b)

where γ = R̄
2NW is the minimum SE requirement of the DCO-

OFDM system, and R̄ is the corresponding minimum threshold

of the total achievable rate.

To ensure that there is no loss of information during the

clipping operation, the value of Idc is given in (20), and Pdc

popti =

{

σ2W
|Hi|2MMSE−1

i

[

σ2W
|Hi|2

(

λ1E
2 {|Xi|}+ λ2

)

]

, 0 < λ1E
2 {|Xi|}+ λ2 ≤ |Hi|2

σ2W ,

0, otherwise.
(38)

Gi (λ1, λ2) ,

{ |Hi|2
σ2W (λ1E

2{|Xi|}+λ2)
−MMSE−1

[

σ2W
|Hi|2

(

λ1E
2 {|Xi|}+ λ2

)

]

, 0 < λ1E
2 {|Xi|}+ λ2 ≤ σ2W

|Hi|2 ;

1, otherwise.
(40)



8

is given as

Pdc =

2N−1
∑

k=0

E

{

(

Inon−clipping
dc

)2
}

= 4E







(

N−1
∑

i=1

√
pi |Xi|

)2






.

(44)

Thus, the original joint optimization problem (43) is con-

verted into a concave-concave fractional problem, which is still

complex and hard to solve. To overcome this challenge, Pdc in

(44) is reformulated based on the Cauchy-Schwarz inequality

(22) and is given by

Pdc ≤ 4E

{

(N − 1)

N−1
∑

i=1

pi|Xi|2
}

= 4 (N − 1)

N−1
∑

i=1

pi.

(45)

Based on (45), the denominator of (42) can be treated as an

affine function of pi. Thus, problem (43) can be transformed

into a concave-linear fractional problem with variable pi.

Similar to the SE maximization problem, the average optical

power constraint (17c) and total electrical transmitted power

constraint (17d) can be reformulated as (28b) and (28c),

respectively. Therefore, the EE maximization problem (43) can

be reformulated as

maximize
{pi}

RL,total ({pi})

(4N − 2)
N−1
∑

i=1

pi + Pc

(46a)

s.t. (28b), (28c), (28d),

SEL ({pi}) ≥ γ. (46b)

Note that those constraints of problem (46) form a convex

feasible solution set. It can be seen from the objective function

(46a) that the numerator RL,total ({pi}) is concave over its

input power and the denominator is an affine function of pi. In

the following, we employ Dinkelbach-type iterative algorithm

[40], [41] to handle this concave-linear fractional problem

by converting problem (46) into a sequence of convex sub-

problems. In particular, by iteratively solving these convex

subproblems, the globally optimal solution of problem (46)

can be obtained eventually [42].

Let us define a new function f ({pi} , q) as follow

f ({pi} , q) ∆
= RL,total ({pi})− q

[

(4N − 2)

N−1
∑

i=1

pi + Pc

]

,

(47)

where q is a real parameter to be found iteratively. When q is as

large as possible, the optimal solution of problem (46) can be

obtained by calculating the roots of the equation f ({pi} , q) =
0 in the feasible constraint set [42].

For a given q in each iteration, the convex subproblem over

pi can be expressed as

maximize
{pi}

f ({pi} , q) (48)

s.t. (28b), (28c), (28d), (46b).

Since the optimization problem (48) has a concave objective

function over its input power and linear constrains, the optimal

power popti of problem (48) can be obtained by the interior-

point algorithm. Such as the barrier method, it transforms

the convex optimization problems into a sequence of equality

constrained problems and applies Newton’s method to them, or

such as the primal-dual interior-point method, it modifies the

corresponding KKT conditions and solves them by Newton’s

method [37], [38]. Besides, It has been implemented by

standard convex optimization solvers such as CVX [39].

Finally, the EE maximization problem for the lower bound

of achievable rate can be solved by the Dinkelbach-type

algorithm. The Dinkelbach-type algorithm is guaranteed to

converge to the optimal solution of problem (46) with a finite

number of iterations [40]–[42]. The details of implementation

are shown in algorithm 2.

Similarly, the EEA can be defined with RL,total ({pi}), and

the corresponding EE maximization power allocation problem

can be built and solved as similar to the problem (43).

Algorithm 2 Dinkelbach-type Power Allocation Scheme

Input: Given δ → 0, n = 0, popti > 0, q(n) = 0;

1: while
∣

∣q(n) − q(n+1)
∣

∣ ≤ δ do

2: Compute the optimal solution popti in (48);

3: Calculating the value of function f
({

popti

}

, q(n)
)

;

4: q(n+1) = EEL

({

popti

})

;

5: n = n+ 1;

6: end while

Output: EEL

({

popti

})

.

B. EE Maximization based on RF,total ({pi})
By applying the exact achievable rate expression given by

(12), the EE of finite-alphabet inputs can be expressed as

EEF ({pi}) =
RF,total ({pi})

2
N−1
∑

i=1

pi + Pdc + Pc

. (49)

Then, the EE maximization problem with finite-alphabet inputs

can be reformulated as

maximize
{pi}

EEF ({pi}) (50a)

s.t. (28b), (28c), (28d),

SEF ({pi}) ≥ γ. (50b)

Here, Pdc in the denominator of (50a) takes the same value

and constraint as (44) and (45). Due to the concave numerator

RF,total ({pi}) in (50a), problem (50) is also a concave-linear

fractional problem, which can also be solved by Dinkelbach-

type algorithms.

VI. SIMULATION RESULTS AND DISCUSSION

In this section, we present numerical results to illustrate

the proposed power allocation schemes for the SE and EE

maximization problems of the DCO-OFDM VLC system.

We consider the above DCO-OFDM VLC system is in a

(5× 5× 3)m3 room equipped with four LED lights, and the

origin (0, 0, 0) of the three-dimensional Cartesian coordinate
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system (X,Y, Z) is located at one corner on the floor of

the square room. The receiver is located at (0.5, 1, 0)m,

and the four LEDs are respectively located at (1.5, 1.5, 3)m,

(1.5, 3.5, 3)m, (3.5, 1.5, 3)m, and (3.5, 3.5, 3)m. The other

basic parameters of the system are listed in Table I.

TABLE I: Simulation Parameters of the DCO-OFDM VLC System.

Definition Value

Half the number of subcarriers, N 16
Room size (5× 5× 3)m3

FOV, Ψ 90◦

Lambertian emission order, m 1

Half power angle, Φ1/2 60◦

PD collection area, Ar 1 cm2

Reflectivity factor, ρ 0.8

Circuit power consumption, Pc 0.1 W
Optical filter gain of receiver, T (ϕ) 0 dB
Concentrator gain of receiver, G (ϕ) 0 dB
Noise PSD, σ2 10−18 A2/Hz
Modulation scheme 4-QAM

Bandwidth of each subcarrier, W 1 MHz

TABLE II: The tightness of the original constraints (17b), (17c), (17d) and
(17e) for the solution of problem (17).

Definition

Value Scenarios
Po = 0.5 W,

Pe = 20 W

Po = 0.8 W,

Pe = 10 W

Inon−clipping
dc 0.4991 0.5491

min (xk) −0.4052 −0.4175

E {xdc,k} 0.4991 W 0.5491 W
∑2N−1

k=0 E

{

x2
dc,k

}

8.2369 W 9.9698 W

In order to solve problem (17), we use inequality to deal

with constraints (17b), (17c), (17d) and (17e) into (28b), (28c)

and (28d). To verify the validity of the inequality treated

constraints, we substitute the obtained solution of problem

(28) into the original constraints (17b), (17c) and (17d). The

tightness of the original constraints (17b), (17c), (17d) and

(17e) for the solutions of problem (17) is shown in Table

II. It can be seen that in the scenario of Po = 0.5 W and

Pe = 20 W, E {xdc,k} = 0.4991 W, thus constraint (17c),

i.e., E {xdc,k} ≤ Po, is almost tight, while in the scenario of

Po = 0.8 W and Pe = 10 W,
2N−1
∑

k=0

E

{

x2
dc,k

}

= 9.9698 W,

thus constraint (17d), i.e.,
2N−1
∑

k=0

E

{

x2
dc,k

}

≤ Pe, is almost

tight. Therefore, our treatment of constraints is valid and the

obtained optimal solutions are also high-quality solutions for

original problems.

A. Simulation Results of SE Maximization Problems

In this subsection, we present the results of the proposed

power allocation schemes for maximizing the SE for finite-

alphabet inputs and lower bound of the mutual information.

In order to illustrate the effect of the difference between

channel gain of each subcarrier on power allocation, the

channel gain Hi, i.e., equation (9), of half subcarriers is

shown in Fig. 2 (a). It can be seen from Fig. 2 (a) that

the channel model in our DCO-OFDM system also has low-

pass characteristics. As the subcarrier index i increases, the

corresponding channel gain Hi decreases. The reason is that

the channel gain Hi varies over the subcarrier in the dispersive

channel model and high-frequency subcarriers correspond to

higher subcarrier index i.

Fig. 2 (b) shows the achievable rate RF,i, i.e., equation

(11b), versus the allocated power pi, in the case of i = 1
and i = 15. It can be seen that as the allocated power pi
increases, the achievable rate RF,1 and RF,15 first increase

fast and then increase slowly, and RF,1 gradually approaches

log2M (M = 4). This is because the mutual information

of M -ary discrete constellation modulation can not exceed

log2M . Moreover, RF,1 is higher than RF,15 since H1 > H15.

Fig. 2 (c) shows the gradient function
∂RF,i

∂pi
, i.e., equation

(35), versus the allocated power pi, in the case of i = 1 and

i = 15. It can be seen that both
∂RF,1

∂p1
and

∂RF,15

∂p15
decrease

with the increase of pi, and eventually tend to 0. When pi ≤
5.134 mW,

∂RF,1

∂p1
≥ ∂RF,15

∂p15
; when pi > 5.134 mW,

∂RF,1

∂p1
<

∂RF,15

∂p15
. Fig. 2 (b) illustrates that, compared with subcarriers

with small channel gains, when the allocated power is small,

the subcarriers with large channel gains have larger gradient

of rate. When the allocated power is large, the subcarriers with

large channel gains have smaller gradient of rate.

In the following, three different power allocation scenar-

ios for the SE maximization problem (30) are compared in

the case of low, medium, and high total transmitted power.

Specially, Fig. 3 (a), (b) and (c) are achieved with the same

average optical power Po = 10 W, and different total electrical

transmitted power Pe = 2 W, Pe = 10 W and Pe = 50 W

respectively.

It can be seen from Fig. 3 (a) that when the total allocated

power is low (Pe = 2 W), more power is allocated to

subcarriers with larger channel gains, which is similar to the

classical water-filling solution with the Gaussian distribution

inputs. Combining Fig. 3 (a) and Fig. 2, it can be seen that

this is because when the allocated power is small, the rate of

the subcarriers with larger channel gains increases faster than

the subcarriers with smaller channel gains, thus more power

should be allocated to the subcarriers with larger gradient of

rate to maximize the SEF of the system.

Fig. 3 (b) shows that for the case of medium total allocated

power (Pe = 10 W) , more power is allocated to the

subcarriers with moderate channel gains. Combining Fig. 3 (b)

and Fig. 2, it can be seen that this is because as the allocated

power increases, the rate of subcarriers with smaller channel

gains increases faster than the rate of subcarriers with larger

channel gains at this time. Therefore, more power is allocated

to the subcarriers with smaller channel gains to maximize the

SEF of the system, i.e., power is always preferentially allocated

to the subcarrier with the largest gradient of rate.

It can be seen from Fig. 3 (c) that when the total allocated

power is high (Pe = 50 W), more power is allocated to sub-

carriers with smaller channel gains, which is exactly opposite

with the water-filling policy. Combining Fig. 3 (c) and Fig. 2,
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Fig. 2: (a) Channel gain Hi of subcarrier i;(b) Achievable rate RF,i versus

the allocated power pi; (c) Gradient function
∂RF,i

∂pi
versus the allocated

power pi.
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Fig. 3: Allocated power pi of subcarrier i of SEF with Po = 10 W
(a) Pe = 2 W; (b) Pe = 10 W; (c) Pe = 50 W.
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it can be seen that in this case, the rate of subcarriers with

larger channel gains tends to be saturated (log2M ), thus there

is little incentive to allocate further power to such subcarriers.

Rather, to maximize the SEF of the system, the additional

power is better allocated to subcarriers with smaller channel

gains whose rate is still far from saturation.

0 10 20 30 40 50 60 70 80 90 100
-0.5

-0.25

0

0.25
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0.75

1

(a)
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-0.5

-0.25

0

0.25

0.5

0.75

1

(b)

Fig. 4: (a) SEF, SEA and SEL versus electrical power budget Pe with two
different optical power budget Po = 0.8 W and Po = ∞; (b) SEF, SEA

and SEL versus optical power budget Po with two different electrical power
budget Pe = 20 W and Pe = ∞.

Fig. 4 (a) illustrates SEF, SEA and SEL versus total electrical

transmitted power budget Pe with two different optical power

budget Po = 0.8 W and Po = ∞ (without optical power

constraint), respectively. For the case of Po = 0.8 W, as

Pe increases, SEF, SEA and SEL first increase and then get

restricted into a constant. The reason is that the total allocated

power is restricted by the optical power Po = 0.8 W. For

the case of Po = ∞, as Pe increases, SEF, SEA and SEL

first increase and then remain constant. This is because the

mutual information of M -ary discrete constellation modulation

can not exceed log2M . Moreover, similar to SEA and SEL,

when Pe > 20 W, SEF with Po = ∞ is higher than

SEF with Po = 0.8 W. This is because the total allocated

power is restricted when Po takes the value of 0.8 W. It

can be seen that, using the optimal power allocation policy

proposed in this paper, SEF is significantly higher than SEL

since RL,total ({pi}) is the lower bound of RF,total ({pi}).
Meanwhile, SEF is slightly lower than SEA in the medium

Pe, however, they will tend to coincide when Pe → ∞ and

Pe → 0, which consistent with the feature of RA,total ({pi})
[36].

Fig. 4 (b) depicts SEF, SEA and SEL versus average optical

power budget Po with two different electrical power budgets

Pe = 20 W and Pe =∞ (without electrical power constraint),

respectively. For the case of Pe = 20 W, as Po increases,

SEF, SEA and SEL first increase and then get restricted as a

constant. This is because the total allocated power is limited

by the electrical power budget Pe = 20 W. When Pe =∞, as

Po increases, SEF, SEA and SEL first increase and then remain

constant. In addition, similar to SEA and SEL, when Po > 0.6
W, SEF with Pe = ∞ is higher than SEF with Pe = 20 W.

This is because the total allocated power is restricted when Pe

takes the value of 20 W. Besides, we can observe that SEF is

significantly higher than SEL, and SEA is slightly highter than

SEA but converges if Pe →∞ and Pe → 0.

B. Simulation Results of EE Maximization Problems

In this subsection, we present the simulation results of

the proposed power allocation schemes for maximizing the

EE for finite-alphabet inputs and lower bound of the mutual

information.

To illustrate the three scenarios when the SE threshold γ is

small, medium and large, the allocated power pi of subcarrier

i of EEF with γ = 0.156 Mbits/sec/Hz (R̄ = 5 Mbits/sec),

γ = 0.469 Mbits/sec/Hz (R̄ = 15 Mbits/sec) and γ = 0.781
Mbits/sec/Hz (R̄ = 25 Mbits/sec), where Po = 1 W, Pe = 22
W, are shown in Fig. 5 (a), (b) and (c) respectively.

It can be seen from Fig. 5 (a) that when the SE threshold

γ is small (γ = 0.156 Mbits/sec/Hz), more power is allocated

to subcarriers with larger channel gains, and the required

power increases with the improvement of the SE threshold γ.

Besides, Fig. 2 (c) shows that the gradient of the rate increases

synchronously with the channel gain. Thus, more power would

be allocated to the subcarriers with a larger gradient of the rate

to maximize the EEF of the system.

Fig. 5 (b) shows that for the case of medium SE threshold

γ (γ = 0.469 Mbits/sec/Hz), more power is allocated to

the subcarriers with moderate channel gains, and as the SE

threshold γ increases, the power that needs to be allocated

becomes larger. Combining with Fig. 2 (c), it can be seen that

to maximize the EEF of the system, the power is always pref-

erentially allocated to the subcarrier with the largest gradient

of the rate.

It can be seen from Fig. 5 (c) that when the SE threshold γ
is large (γ = 0.781 Mbits/sec/Hz), more power is allocated to

subcarriers with smaller channel gains. Combining Fig. 5 (c)

and Fig. 2 (c), it can be seen that when the allocated power pi
is large, to achieve the same gradient of the rate, the power al-

located to subcarriers with larger channel gains is much greater

than the power allocated to subcarriers with smaller channel

gains. Thus, the additional power is preferentially allocated to

subcarriers with smaller channel gains to maximize the EEF

of the system.
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Fig. 5: Allocated power pi of subcarrier i of EEF with Po = 1 W, Pe = 22
W, (a) γ = 0.156 Mbits/sec/Hz (R̄ = 5 Mbits/sec); (b) γ = 0.469

Mbits/sec/Hz (R̄ = 15 Mbits/sec); (c) γ = 0.781 Mbits/sec/Hz (R̄ = 25
Mbits/sec).
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Fig. 6: (a) EEF and EEA versus electrical power budget Pe with SE
threshold γ = 0.009 Mbits/sec/Hz (R̄ = 0.3 Mbits/sec) and two different
optical power budget Po = 0.06 W and Po = ∞; (b) EEF, EEA and EEL

versus SE threshold γ with electrical power budget Pe = 5 W and optical
power budget Po = 1 W.

Fig. 6 (a) illustrates EEF and EEA versus electrical power

budget Pe with SE constraint γ = 0.009 Mbits/sec/Hz

(R̄ = 0.3 Mbits/sec) and two different optical power budget

Po = 0.06 W and Po =∞ (without optical power constraint),

respectively. For the case of Po = 0.06 W, as Pe increases,

EEF and EEA first increase and then get restricted into a

constant. The reason is that the total allocated power is

restricted by the optical power Po = 0.06 W. For the case

of Po = ∞, as Pe increases, EEF and EEA first increase and

then remain constant. This is because EEF and EEA remain

constant when they reach their maximum values respectively.

Moreover, similar to EEA, for the large Pe, EEF with Po =∞
is higher than SEF with Po = 0.06 W since EEL and EEF are

restricted when Po takes the value of 0.06 W. It can be seen

that EEF is lower than EEA.

Fig. 6 (b) depicts EEF and EEA versus SE threshold γ with

electrical power budget Pe = 5 W and optical power budget

Po = 1 W. We observe that EEF and EEA both first keep

stable and then decrease as SE threshold γ increases. This

is because when the SE threshold γ is small, the performed



13

power allocation can easily satisfy the SE requirement and thus

EE keeps as a constant. When the SE threshold γ becomes

larger, more power needs to be consumed to satisfy the rate

constraint, therefore the EE decreases.

C. Simulation Results of Computational Complexity

In this subsection, we present the average executing time

versus half of subcarrier number N to evaluate the computa-

tional complexity of the proposed power allocation schemes

for SE- and EE-maximization problem. For given N and other

fixed parameters, the average executing time is calculated

according on 10000 repeated simulations, which are performed

by MATLAB (2020b) with Intel(R) Core(TM) i9-10900K 3.70

GHz CPU and 32 GB RAM.

TABLE III: The average executing time (ms) of different scheme versus half
of subcarrier number N .

N

Time Scheme
SEF SEA EEF EEA

4 8.34 2.91 18220 1030
8 48.77 2.83 27630 1040

16 126.51 2.99 72500 1040

For the SE-maximization problem, through the mercury-

water-filling method, Table III depicts the comparing of the

scheme base on RF,total ({pi}) and based on RA,total ({pi})
with electrical power budget Pe = 20 W and optical power

budget Po = 5 W. As shows, the CPU time of the proposed

schemes based on RF,total ({pi}) increases as N increases,

however, for the proposed schemes based on RA,total ({pi}),
it almost is a constant. Meanwhile, it is obvious that the

scheme based on RA,total ({pi}) is much faster than the

scheme based on RF,total ({pi}).
For the EE-maximization problem, Table III presents

the difference of the scheme based on RF,total ({pi}) and

RA,total ({pi}) with electrical power budget Pe = 20 W,

optical power budget Po = 5 W, and SE threshold γ = 0.009
Mbits/sec/Hz,and we can draw a conclusion as same as the

comparing between SEF and SEL.

VII. CONCLUSION

In this work, we investigated the bound of the information

transmission rate of the DCO-OFDM system with finite-

alphabet inputs, and proposed the optimal power allocation

schemes to achieve maximum SE and maximum EE of the

DCO-OFDM system, respectively. We first derived the exact

achievable rate expression without information loss. Then,

we developed the power allocation to maximize SE based

on the lower bound of achievable rate. Furthermore, we

exploited the KKT conditions and the relationship between

the mutual information and MMSE, and derived the multi-

level mercury-water-filling power allocation scheme for SE

maximization. Moreover, we proposed the Dinkelbach-type

power allocation scheme and obtained the optimal power allo-

cation for EE maximization. Finally, numerical results revealed

that the proposed multi-level mercury-water-filling scheme

of SE maximization based on the exact mutual information

depends on both channel gain of each subcarrier and the total

transmitted power constraint. When the total transmitted power

is high, the power allocation of each subcarrier is inversely

proportional to the channel gain, which is different from that

of the classical water-filling method. Besides, we revealed that

for the EE maximization problem with finite-alphabet inputs,

the power allocation of each subcarrier is proportional to the

channel gain for the low SE requirement. While for the high

SE requirement, the power allocation of each subcarrier is

inversely proportional to the channel gain. Besides, under the

same constraints, the value of SE and EE based on the exact

mutual information is always higher than that based on the

lower bound.

APPENDIX A

PROOF OF (11b)

According to equation (10), the conditional probability

density function p (Yi|Xi) and the probability density function

p (Yi) corresponding to the channel output Yi are respectively

expressed as

p (Yi|Xi) =
1

πσ2W
exp

(

−
∣

∣Yi −Hi
√
piXi

∣

∣

2

σ2W

)

, (51a)

p (Yi) = EXi
{p (Yi|Xi)} =

1

M

M
∑

k=1

p (Yi|Xi,k). (51b)

Then, the mutual information between the channel input Xi

and channel output Yi can be obtained as

I (Xi;Yi) = W
∑

Xi

∫

Yi

p (Xi, Yi) log2
p (Xi, Yi)

p (Xi) p (Yi)
dYi

(52a)

= W

M
∑

n=1

∫

Yi

1

M
p (Yi|Xi,n)log2

p (Yi|Xi,n)

p (Yi)
dYi (52b)

=
W

M

M
∑

n=1

∫

Yi

p (Yi|Xi,n)log2
p (Yi|Xi,n)

M
∑

k=1

1
M p (Yi|Xi,k)

dYi (52c)

=
W

M

M
∑

n=1

∫

Yi

p (Yi|Xi,n)log2

exp

(

−|Yi−Hi
√
piXi,n|2

σ2W

)

M
∑

k=1

1
M exp

(

−|Yi−Hi
√
piXi,k|2

σ2W

) dYi

(52d)

= −W

M

M
∑

n=1

∫

Zi

p (Zi)log2

M
∑

k=1

1

M
exp

(

−dn,k +
|Zi|2
σ2W

)

dZi

(52e)

= −W

M

M
∑

n=1

EZi

{

log2

M
∑

k=1

1

M
exp

(

−dn,k +
|Zi|2
σ2W

)}

(52f)

= −W

M

M
∑

n=1

EZi

{

log2
1

M
exp

(

|Zi|2
σ2W

)}

− W

M

M
∑

n=1

EZi

{

log2

M
∑

k=1

exp (−dn,k)
}

(52g)
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= −W

M

M
∑

n=1

EZi



















log2











exp
(

|Zi|2
σ2W

) M
∑

k=1

exp (−dn,k)

M





























(52h)

= W

(

log2M −
1

ln 2

)

−
M
∑

n=1

W

M
EZi

{

log2

M
∑

k=1

exp (−dn,k)
}

, (52i)

where (52c) is due to (51b), (52d) is due to (51a), dn,k
∆
=

|Hi
√
pi(Xi,n−Xi,k)+Zi|2

σ2W and the first term in (52i) is based on

EZi

{

|Zi|2
}

= σ2W .
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