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C∗-ALGEBRAS OF GENERALIZED BOOLEAN DYNAMICAL

SYSTEMS AS PARTIAL CROSSED PRODUCTS

GILLES G. DE CASTRO AND EUN JI KANG

Abstract. In this paper, we realize C
∗-algebras of generalized Boolean dynam-

ical systems as partial crossed products. Reciprocally, we give some sufficient
conditions for a partial crossed product to be isomorphic to a C*-algebra of a
generalized Boolean dynamical system. As an application, we show that gauge-
invariant ideals of C*-algebras of generalized Boolean dynamical systems are
themselves C*-algebras of generalized Boolean dynamical systems.

1. Introduction

Ever since the work of Cuntz-Krieger [8], there has been an interest in study-
ing C*-algebras associated with dynamics on totally disconnected locally compact
Hausdorff spaces. Usually, there is a combinatorial object associated with the dy-
namics, such as a square matrix of 0-1 in the case of Cuntz-Krieger algebras. In [2],
Bates and Pask initiated the study of C*-algebras associated with labeled graphs
and showed how several of the generalization of Cuntz-Krieger algebras fitted in
their framework. As a different approach to study these algebras, Carlsen, Ortega
and Pardo introduced C*-algebras of Boolean dynamical systems in [7]. The main
point is that totally disconnected locally compact Hausdorff spaces is completely
characterized by the Boolean algebra of compact-open sets via Stone duality. How-
ever, due to some hypothesis needed in [7], not all C*-algebras of labeled spaces
were included in their work. This was achieved later by Carlsen and the second
named author in [6] with generalized Boolean dynamical systems.

When studying C*-algebras, it is important and fruitful to realize C∗-algebras
using different models as one can benefit from the established theory about these
models. Two of them are groupoids C*-algebras [18] and partial crossed products
[11]. In a previous work [9], the authors have given several groupoid models for the
C*-algebras of generalized Boolean dynamical systems.

The first goal of this paper is to realize C∗-algebras of generalized Boolean dy-
namical systems as partial crossed products. Given a generalized Boolean dynam-
ical system (B,L, θ,Iα), the boundary path space ∂E arising from a topological
correspondence E associated with the generalized Boolean dynamical system was
introduced in [9]. To achieve our goal, we construct a semi-saturated orthogonal
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partial action of the free group F generated by L on ∂E. We then prove that the
groupoid obtained from the partial action is isomorphic to the Renault-Deaconu
groupoid Γ(∂E, σE), where σE is a shift map on ∂E. As a consequence of this iso-
morphism and the results of [9], we have that the partial crossed product C∗-algebra
obtained from the partial action is isomorphic to the C∗-algebra of the generalized
Boolean dynamical system.

The second goal of the paper is to give sufficient conditions for a partial crossed
product to be modeled using generalized Boolean dynamical systems similar to
what is done for labeled graphs in [5]. For that, we need a partial action that is
similar to the one obtained for generalized Boolean dynamical systems, namely a
semi-saturated orthogonal partial action of the free group on a totally disconnected
locally compact Hausdorff space with an extra condition. The C*-algebraic ver-
sion of this model is then obtained by observing that the algebras of continuous
functions on totally disconnected locally compact Hausdorff spaces are exactly the
class of commutative C*-algebras generated by projections. As an application of
this construction, we show that gauge-invariant ideals of C*-algebras of general-
ized Boolean dynamical systems are themselves C*-algebras of generalized Boolean
dynamical systems.

This paper is organized as follows. In Section 2, we provide the necessary def-
initions and results. In Section 3, we recall the definition of the boundary path
space ∂E arising from a generalized Boolean dynamical system and present some
of properties of ∂E. We then define a partial action on ∂E (Proposition 3.16) and
characterize the associated partial crossed products (Proposition 3.20). In Section
4, we prove that the transformation groupoid of the partial action is isomorphic to
the boundary path groupoid of the generalized Boolean dynamical system (Theorem
4.4) and as a consequence, we show that the partial crossed product given in the
previous section is isomorphic to C∗-algebra of the generalized Boolean dynamical
system (Corollary 4.5). In Section 5, we give sufficient conditions for a partial ac-
tion to be modeled by a generalized Boolean dynamical system (Theorem 5.1) and
we prove that certain partial crossed products are isomorphic to the C*-algebras
of Boolean dynamical systems (Corollary 5.5). Finally, in Section 6, we apply the
results of Section 5 to study gauge-invariant ideals of C*-algebras of generalized
Boolean dynamical systems (Corollary 6.2).

2. Preliminaries

2.1. Filters and characters. A filter in a partially ordered set P with least ele-
ment 0 is a non-empty subset ξ of P such that

(i) 0 /∈ ξ,
(ii) if x ∈ ξ and x ≤ y, then y ∈ ξ,
(iii) if x, y ∈ ξ, there exists z ∈ ξ such that z ≤ x and z ≤ y.

If P is a (meet) semilattice, condition (iii) may be replaced by x∧ y if x, y ∈ ξ. An
ultrafilter is a filter that is not properly contained in any filter.

For a given x ∈ P , we define

↑ x = {y ∈ P : x ≤ y} and ↓ x = {y ∈ P : y ≤ x},
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and for subsets X,Y of P , we define ↑ X = {y ∈ P : x ≤ y for some x ∈ X} and
↑Y X = Y ∩ ↑ X. The sets ↑Y x, ↓Y x, ↓ X and ↓Y X should have their obvious
meaning.

We mean by E a semilattice with 0. A character on E is a nonzero function φ
from E to the Boolean algebra {0, 1} such that

φ(0) = 0 and φ(ef) = φ(e)φ(f)

for all e, f ∈ E. We denote by Ê0 the set of all characters on E. We view Ê0 as a
topological space equipped with the product topology inherited from {0, 1}E . It is

easy to see that Ê0 is a locally compact totally disconnected Hausdorff space.
Given a filter η in E, the map

φη : E → {0, 1} given by φη(e) =

{
1 if e ∈ η,
0 otherwise

is a character. Conversely, for a character φ on E, the set

ηφ = {e ∈ E : φ(e) = 1}

is a filter. These correspondences are mutually inverses.
A character φ of E is called an ultra-character if the corresponding filter ξφ is an

ultrafilter. We denote by Ê∞ the set of all ultra-characters.
Given x ∈ E, a set Z ⊆↓ x is a cover for x if for all non-zero y ∈↓ x, there exists

z ∈ Z such that z ∧ y 6= 0. A character φ of E is tight if for every x ∈ E and every
finite cover Z for x, we have ∨

z∈Z

φ(z) = φ(x).

The set of all tight characters is denoted by Êtight, and called the tight spectrum of

E. It is a closed subspace of Ê0 containing Ê∞ as a dense subspace [10, Sect. 12].

2.2. Boolean algebras. A Boolean algebra is a set B with a distinguished element
∅ and maps ∩ : B × B → B, ∪ : B × B → B and \ : B × B → B such that (B,∩,∪)
is a distributive lattice, A ∩ ∅ = ∅ for all A ∈ B, and (A ∩ B) ∪ (A \ B) = A and
(A ∩ B) ∩ (A \ B) = ∅ for all A,B ∈ B. The Boolean algebra B is called unital if
there exists 1 ∈ B such that 1 ∪A = 1 and 1 ∩A = A for all A ∈ B (often, Boolean
algebras are assumed to be unital and what we here call a Boolean algebra is often
called a generalized Boolean algebra).

We call A ∪ B the union of A and B, A ∩ B the intersection of A and B, and
A \ B the relative complement of B with respect to A. A subset B′ ⊆ B is called
a Boolean subalgebra if ∅ ∈ B′ and B′ is closed under taking unions, intersections
and relative complements. A Boolean subalgebra of a Boolean algebra is itself a
Boolean algebra.

We define a partial order on B as follows: for A,B ∈ B,

A ⊆ B if and only if A ∩B = A.

Then (B,⊆) is a partially ordered set, and A ∪ B and A ∩ B are the least upper-
bound and the greatest lower-bound of A and B with respect to the partial order
⊆. If A ⊆ B, then we say that A is a subset of B.

A non-empty subset I of B is called an ideal [7, Definition 2.4] if
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(i) if A,B ∈ I, then A ∪B ∈ I,
(ii) if A ∈ I and B ∈ B, then A ∩B ∈ I.

An ideal I of a Boolean algebra B is a Boolean subalgebra. For A ∈ B, the ideal
generated by A is defined by IA := {B ∈ B : B ⊆ A}.

A filter in B is prime if for every B,B′ ∈ B with B ∪B′ ∈ ξ, we have that either
B ∈ ξ or B′ ∈ ξ. We note that ξ is an ultrafilter if and only if it is a prime filter,
and we use this equivalence throughout the paper without further mention.

Given a Boolean algebra B, we write B̂ for the set of all ultrafilters of B. Notice
that if A ∈ B\{∅}, then {B ∈ B : A ⊆ B} is a filter, and it then follows from Zorn’s

Lemma that there is an ultrafilter η ∈ B̂ that contains A. For A ∈ B, we let

Z(A) := {ξ ∈ B̂ : A ∈ ξ}

and we equip B̂ with the topology generated by {Z(A) : A ∈ B}. Then B̂ is a totally
disconnected locally compact Hausdorff space, {Z(A) : A ∈ B} is a basis for the
topology, and each Z(A) is compact and open.

2.3. Boolean dynamical systems. A map φ : B → B′ between two Boolean
algebras is called a Boolean homomorphism ([7, Definition 2.1]) if φ(A ∩ B) =
φ(A)∩φ(B), φ(A∪B) = φ(A)∪φ(B), and φ(A\B) = φ(A)\φ(B) for all A,B ∈ B.

A map θ : B → B is called an action ([7, Definition 3.1]) on a Boolean algebra B
if it is a Boolean homomorphism with θ(∅) = ∅.

Given a set L and any n ∈ N, we define Ln := {(α1, . . . , αn) : αi ∈ L}, L≥1 =
∪n≥1L

n and L∗ := ∪n≥0L
n, where L0 := {∅}. For α ∈ Ln, we write |α| := n. For

α = (α1, . . . , αn), β = (β1, . . . , βm) ∈ L∗, we will usually write α1 . . . αn instead
of (α1, . . . , αn) and use αβ to denote the word α1 · · ·αnβ1 . . . βm (if α = ∅, then
αβ := β; and if β = ∅, then αβ := α). For 1 ≤ i ≤ j ≤ |α|, we also denote by αi,j

the sub-word αi · · ·αj of α = α1α2 · · ·α|α|, where αi,i = αi. If j < i, set αi,j = ∅.
We also let L∞ denote the set of infinite sequences with entries in L. If x =

(x1, x2, . . . ) ∈ L∞ and n ∈ N, then we let x1,n denote the word x1x2 · · · xn ∈ Ln.
A Boolean dynamical system is a triple (B,L, θ) where B is a Boolean algebra, L

is a set, and {θα}α∈L is a set of actions on B. For α = α1 · · ·αn ∈ L≥1, the action
θα : B → B is defined as θα := θαn ◦ · · · ◦ θα1

. We also define θ∅ := Id.
For B ∈ B, we define

∆
(B,L,θ)
B := {α ∈ L : θα(B) 6= ∅} and λ

(B,L,θ)
B := |∆

(B,L,θ)
B |.

We will often just write ∆B and λB instead of ∆
(B,L,θ)
B and λ

(B,L,θ)
B .

We say that A ∈ B is regular ([7, Definition 3.5]) if for any ∅ 6= B ∈ IA, we have
0 < λB < ∞. If A ∈ B is not regular, then it is called a singular set. We write

B
(B,L,θ)
reg or just Breg for the set of all regular sets. Notice that ∅ ∈ Breg.

2.4. Generalized Boolean dynamical systems and their C∗-algebras. Let
(B,L, θ) be a Boolean dynamical system and let

R(B,L,θ)
α := {A ∈ B : A ⊆ θα(B) for some B ∈ B}
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for each α ∈ L. Note that each R
(B,L,θ)
α is an ideal of B. We will often, when it is

clear which Boolean dynamical system we are working with, just write Rα instead

of R
(B,L,θ)
α .

Definition 2.1. ([6, Definition 3.2]) A generalized Boolean dynamical system is a
quadruple (B,L, θ,Iα) where (B,L, θ) is a Boolean dynamical system and {Iα : α ∈
L} is a family of ideals in B such that Rα ⊆ Iα for each α ∈ L.

Definition 2.2. Let (B,L, θ,Iα) be a generalized Boolean dynamical system. A
(B,L, θ,Iα)-representation (or Cuntz–Krieger representation of (B,L, θ,Iα)) is a
family of projections {PA : A ∈ B} and a family of partial isometries {Sα,B : α ∈
L, B ∈ Iα} in a C∗-algebra A such that for A,A′ ∈ B, α,α′ ∈ L, B ∈ Iα and
B′ ∈ Iα′ ,

(i) P∅ = 0, PA∩A′ = PAPA′ , and PA∪A′ = PA + PA′ − PA∩A′ ;
(ii) PASα,B = Sα,BPθα(A);
(iii) S∗

α,BSα′,B′ = δα,α′PB∩B′ ;

(iv) PA =
∑

α∈∆A
Sα,θα(A)S

∗
α,θα(A) for all A ∈ Breg.

Given a (B,L, θ,Iα)-representation {PA, Sα,B} in a C∗-algebra A, we denote by
C∗(PA, Sα,B) the C∗-subalgebra of A generated by {PA, Sα,B}. It is shown in [6]
that there exists a universal (B,L, θ,Iα)-representation {pA, sα,B : A ∈ B, α ∈
L and B ∈ Iα} in a C∗-algebra. We write C∗(B,L, θ,Iα) for C

∗(pA, sα,B) and call
it the C∗-algebra of (B,L, θ,Iα). When (B,L, θ) is a Boolean dynamical system,
then we write C∗(B,L, θ) for C∗(B,L, θ,Rα) and call it the C∗-algebra of (B,L, θ).

For α = α1α2 · · ·αn ∈ L≥1, we define

Iα := {A ∈ B : A ⊆ θα2···αn(B) for some B ∈ Iα1
}.

For α = ∅, we define I∅ := B.

Definition 2.3. ([6, Definition 3.6]) Let {PA, Sα,B : A ∈ B, α ∈ L, B ∈ Iα} be a
(B,L, θ,Iα)-representation. For α = α1α2 · · ·αn ∈ L≥1 and A ∈ Iα, we define

Sα,A := Sα1,BSα2,θα2
(B)Sα3,θα2α3

(B) · · ·Sαn,A,

where B ∈ Iα1
is such that A ⊆ θα2···αn(B). For α = ∅, we also define S∅,A := PA.

Remark 2.4. Let {PA, Sα,B : A ∈ B, α ∈ L and B ∈ Iα} be a (B,L, θ,Iα)-
representation.

(1) For α, β ∈ L∗, A ∈ Iα and B ∈ Iβ, we have the equality

S∗
α,ASβ,B =





PA∩B if α = β,
S∗
α′,A∩θα′(B) if α = βα′,

Sβ′,B∩θβ′(A) if β = αβ′,

0 otherwise.

We then have that

C∗(PA, Sα,B) = span{Sα,AS
∗
β,B : α, β ∈ L∗ and A ∈ Iα, B ∈ Iβ}

= span{Sα,AS
∗
β,A : α, β ∈ L∗ and A ∈ Iα ∩ Iβ}.
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(2) It follows from the universal property of C∗(B,L, θ,Iα) = C∗(pA, sα,B) that
there is a strongly continuous action γ : T → Aut(C∗(B,L, θ,Iα)), which
we call the gauge action, such that

γz(pA) = pA and γz(sα,B) = zsα,B

for A ∈ B, α ∈ L and B ∈ Iα.

2.5. An inverse semigroup. Let (B,L, θ,Iα) be a generalized Boolean dynamical
system and let

S(B,L,θ,Iα) := {(α,A, β) : α, β ∈ L∗ and ∅ 6= A ∈ Iα ∩ Iβ} ∪ {0}.

To simplify the notation, we write S = S(B,L,θ,Iα) when it is clear which generalized
Boolean dynamical system we are working with.

A binary operation on S is defined as follows: s · 0 = 0 · s = 0 for all s ∈ S and
for (α,A, β) and (γ,B, δ) in S,

(α,A, β) · (γ,B, δ) =





(α,A ∩B, δ) if β = γ and A ∩B 6= ∅,
(αγ′, θγ′(A) ∩B, δ) if γ = βγ′ and θγ′(A) ∩B 6= ∅,
(α,A ∩ θβ′(B), δβ′) if β = γβ′ and A ∩ θβ′(B) 6= ∅,
0 otherwise.

If for a given s = (α,A, β) ∈ S we define s∗ = (β,A, α), then the set S, endowed
with the operation above, is an inverse semigroup with zero element 0 ([4, Sect.
2.3]), whose semilattice of idempotents is

E(S) := {(α,A, α) : α ∈ L∗ and ∅ 6= A ∈ Iα} ∪ {0}.

The natural order in the semilattice E(S) is given as follows: for α, β ∈ L∗,
A ∈ Iα and B ∈ Iβ, we have

(α,A, α) ≤ (β,B, β) if and only if α = βα′ and A ⊆ θα′(B)

([9, Lemma 3.1]).

2.6. Filters in E(S). From now on, we define W≥1 = {α ∈ L≥1 : Iα 6= {∅}},
W∗ = {α ∈ L∗ : Iα 6= {∅}}, W∞ = {α ∈ L∞ : α1,n ∈ W≥1 for all n ≥ 1} and
W≤∞ = W∗ ∪W∞.

Let α ∈ W≤∞ and {Fn}0≤n≤|α| be a family such that Fn is a filter in Iα1,n for
every n > 0 and F0 is either a filter in B or F0 = ∅. The family {Fn}0≤n≤|α| is said
to be complete for α if

Fn = {A ∈ B : θαn+1
(A) ∈ Fn+1}

for all 0 ≤ n < |α|.

Theorem 2.5. ([9, Theorem 3.12]) Let (B,L, θ,Iα) be a generalized Boolean dy-
namical system and S be its associated inverse semigroup. Then there is a bijective
correspondence between filters in E(S) and pairs (α, {Fn}0≤n≤|α|), where α ∈ W≤∞

and {Fn}0≤n≤|α| is a complete family for α.
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Filters are of finite type if they are associated with pairs (α, {Fn}0≤n≤|α|) for
which |α| <∞, and of infinite type otherwise.

In view of this, a filter ξ in E(S) with associated α ∈ L≤∞ is denoted by ξα to
stress α; in addition, the filters in the complete family associated with ξα will be
denoted by ξαn (or simply ξn). Specifically,

ξαn = {A ∈ B : (α1,n, A, α1,n) ∈ ξα}.

We denote by T the set of tight filters on E := E(S) and we equip T with the
topology induced from the topology of pointwise convergence of character, via the
bijection between tight characters and tight filters given in subsection 1.1. Note
then that T is (homeomorphic to) the tight spectrum Êtight of E.

Remark 2.6. Using the bijection between filters and characters as well as the topol-
ogy on characters given by pointwise convergence, we see that a basis of compact-
open sets for the induced topology on T is given by sets of the form

Ve:e1...,en = {ξ ∈ T : e ∈ ξ, e1 /∈ ξ, . . . , en /∈ ξ},

where e ∈ E and {e1, · · · , en} is a finite (possibly empty) subset of E. See [17, Sect.
2.2] for more details.

Theorem 2.7. ([9, Theorem 3.27]) Let (B,L, θ,Iα) be a generalized Boolean dy-
namical system and S be its associated inverse semigroup. Then the tight filters in
E(S) are :

(i) The ultrafilters of infinite type.
(ii) The filters of finite type ξα such that ξ|α| is an ultrafilter and A /∈ Breg for

all A ∈ ξ|α|.

For each α ∈ W∗, we write Xα instead of Îα for the set of all ultrafilters in Iα to
match our notations with [9]. Note that X∅ denotes the set of ultrafilters in I∅ = B.
For A ∈ Iα, we let

Z(α,A) := {F ∈ Xα : A ∈ F}

and equip Xα with the topology generated by {Z(α,A) : A ∈ Iα}. We also consider
the set X∅ ∪ {∅} with a suitable topology. If B is unital, the topology is such that
{∅} is an isolated point. If B is not unital, then ∅ plays the role of the point at
infinity in the one-point compactification of X∅.

Given α, β ∈ W≥1, since the action

θβ : Iα → Iαβ

is a proper Boolean homomorphism ([9, Lemma 3.21]), there is its dual morphism

fα[β] : Xαβ → Xα

given by fα[β](F) = {A ∈ Iα : θβ(A) ∈ F}. When α = ∅, if F ∈ Xβ , then
{A ∈ B : θβ(A) ∈ F} is either an ultrafilter in I∅(= B) or the empty set. We can
therefore consider f∅[β] : Xβ → X∅ ∪ {∅}. Notice that for α ∈ W∗ and β ∈ W≥1,
fα[β] is continuous ([9, Lemma 3.23]), and that fα[βγ] = fα[β] ◦ fαβ[γ] for all α ∈ W∗

and β, γ ∈ W≥1 such that αβγ ∈ W≥1.
For α ∈ L≥1 and β ∈ L∗ such that αβ ∈ W∗, consider an open subspace

X(α)β := {F ∈ Xβ : F ∩ Iαβ 6= ∅}



8 GILLES G. DE CASTRO AND E. J. KANG

of Xβ . Then there is a continuous map g(α)β : X(α)β → Xαβ defined by

g(α)β(F) := F ∩ Iαβ

for each F ∈ X(α)β ([9, Lemm 4.6]). For α = ∅, define X(∅)β = Xβ and let g(∅)β
denote the identity function on Xβ .

Also, for α ∈ L≥1 and β ∈ L∗ such that αβ ∈ W∗, there is a continuous map

h[α]β : Xαβ → X(α)β

defined by
h[α]β(F) =↑Iβ F

for each ultrafilter F ∈ Xαβ . We note that h[α]β : Xαβ → X(α)β and g(α)β : X(α)β →
Xαβ are mutually inverses ([9, Lemma 4.8]).

2.7. Partial actions.

Definition 2.8. A partial action of a group G on a topological space X is a pair
Φ = ({Ut}t∈G, {φt}t∈G) consisting of a collection {Ut}t∈G of open subsets of X and
a collection {φt}t∈G of homeomorphisms,

φt : Ut−1 → Ut,

such that

(1) Ue = Ue−1 = X and φe is the identity on X,
(2) φs(Us−1 ∩ Ut) = Us ∩ Ust,
(3) φs(φt(x)) = φst(x) for every x ∈ Ut−1 ∩ U(st)−1 .

If the partial action is given by the free group F on a set of generators, then the
partial action is semi-saturated if

φs ◦ φt = φst

for every s, t ∈ F such that |st| = |s|+ |t|, and orthogonal if Ua ∩ Ub = ∅ for a, b in
the set of generator with a 6= b.

We refer the reader to [11] for more details on partial actions and the construction
of the partial crossed product.

We describe the groupoid of a partial action as in [1]. Let Φ = ({Ut}t∈G, {φt}t∈G)
be a partial action of G on X. Then,

G⋉ϕ X := {(x, t, y) ∈ X ×G×X : y ∈ Ut−1 and x = ϕt(y)}

is a groupoid with products and inverses given by

(x, t, y)(y, s, z) = (x, ts, z) and (x, t, y)−1 = (y, t−1, x).

We give G⋉ϕ X the topology inherited from the product topology on X ×G×X.

3. A partial action on ∂E and the associated partial crossed product

In this section, we define a partial action from a generalized Boolean dynamical
system (B,L, θ,Iα). The group that acts is the free group generated by L and
the space where it acts is the boundary path space of a topological correspondence
defined previously in [9]. We then prove that the partial crossed product associated
with this partial action is generated by an appropriate set of characteristic functions
and the generators corresponding to the elements of the free group.
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3.1. The boundary path space ∂E. Let (B,L, θ,Iα) be a generalized Boolean

dynamical system. Recall that X∅ = B̂ is equipped with the topology generated by

{Z(A) : A ∈ B}, where Z(A) = {ξ ∈ B̂ : A ∈ ξ}, and that Xα = Îα is equipped with

the topology generated by {Z(α,A) : A ∈ Iα}, where Z(α,A) = {ξ ∈ Îα : A ∈ ξ}.
We let

E0
(B,L,θ,Iα) := X∅ and F 0

(B,L,θ,Iα) := X∅ ∪ {∅}

as topological spaces. We also let

E1
(B,L,θ,Iα) :=

{
eαη : α ∈ L, η ∈ Xα

}

and equip E1
(B,L,θ,Iα)

with the topology generated by

V :=
⋃

α∈L

{Z1(α,B) : B ∈ Iα},

where Z1(α,B) := {eαη : η ∈ Xα, B ∈ η}. Note that E1
(B,L,θ,Iα)

is homeomorphic to

the disjoint union of the family {Xα}α∈L.

Proposition 3.1. ([9, Proposition 7.1]) Let (B,L, θ,Iα) be a generalized Boolean
dynamical system and let E0 := E0

(B,L,θ,Iα)
, F 0 := F 0

(B,L,θ,Iα)
and E1 := E1

(B,L,θ,Iα)

be as above. If we define the maps d : E1 → E0 and r : E1 → F 0 by

d(eαη ) = h[α]∅(η) and r(eαη ) = f∅[α](η),

then (E1, d, r) is a topological correspondence from E0 to F 0.

Remark 3.2. Let E0 := E0
(B,L,θ,Iα)

, F 0 := F 0
(B,L,θ,Iα)

and E1 := E1
(B,L,θ,Iα)

be as

above. Define a map d : E1 → E0 by d(eαη ) = h[α]∅(η). Put

dom(r) := {eαη : α ∈ L, η ∩Rα 6= ∅} ⊂ E1,

where dom(r) =
⋃

α∈L,A∈η∩Rα
Z1(α,A) is an open subset of E1, and define a contin-

uous map r : dom(r) → E0 by r(eαη ) = f∅[α](η). Then, d is a local homeomorphism

and the map r̃ : E1 → F 0 defined by

r̃(e) =

{
r(e) if e ∈ dom(r),
∞ if e /∈ dom(r)

is continuous by [9, Proposition 7.1]. Thus, (E0, E1, d, r) is a partially defined
topological graph in the sense of [15, Definition 8.2].

Given a topological correspondence E = (E1, d, r) from E0 to F 0, we define the
following subsets of F 0 ([14, Section 1]):

Fsce := F 0 \ r(E1),

F 0
fin := {v ∈ F 0 : ∃V neighborhood of v such that r−1(V ) is compact},

F 0
rg := F 0

fin \ F 0
sce,

F 0
sg := F 0 \ F 0

rg.

We also consider the sets E0
rg = F 0

rg ∩ E
0 and E0

sg = F 0
sg ∩ E

0.



10 GILLES G. DE CASTRO AND E. J. KANG

For n ≥ 2, we denote by En the space of paths of length n, that is,

En := {(e1, . . . , en) ∈
n∏

i=1

E1 : d(ei) = r(ei+1)(1 ≤ i < n)}

which we regard as a subspace of the product space
∏n

i=1E
1. Define the finite path

space E∗ = ⊔∞
n=0E

n with the disjoint union topology. Define the infinite path space
as

E∞ := {(ei)i∈N ∈
∞∏

i=1

E1 : d(ei) = r(ei+1)(i ∈ N)}.

For an element (ek)
n
k=1 ∈ En, we let d((ek)

n
k=1) = d(en) and r((ek)

n
k=1) = r(e1)

if n ≥ 1. For v ∈ E0, we let r(v) = d(v) = v. For infinite paths, we only define the
range, namely, if (ek)

∞
k=1 ∈ E∞, we define r((ek)

∞
k=1) = r(e1).

We denote the length of a path µ ∈ E∗ ⊔ E∞ by |µ|. For convenience, we will
usually write e1 · · · en for (e1, · · · , en) ∈ En. For e1 · · · en ∈ En and µ ∈ E∗ ⊔ E∞,
we write e1 · · · enµ for the concatenation of e1 · · · en and µ in E∗ ⊔ E∞. For 1 ≤
i ≤ j ≤ |µ|, we also denote by µi,j the sub-path µi · · · µj of µ = µ1µ2 · · · µ|µ|, where
µi,i = µi. If j < i, set µi,j = ∅.

Lemma 3.3. Let µ = eα1
η1

· · · eαn
ηn

∈ En, where 1 ≤ n. Then, we have

r(µ) = f∅[α1···αn]

(
g(α1···αn−1)αn

(ηn)
)
.

Proof. We use induction on |µ| = n. The result is immediate if |µ| = 1. Suppose
that for some integer n ≥ 2, the result is true for paths µ with |µ| = n − 1. Let
µ = eα1

η1
· · · e

αn−1
ηn−1

eαn
ηn

∈ En and put α = α1 · · ·αn. First, since h[αn−1]∅(ηn−1) =
f∅[αn](ηn), we have ηn−1 = g(αn−1)∅(h[αn−1]∅(ηn−1)) = g(αn−1)∅(f∅[αn](ηn)). We then
see that

r(µ) = r(eα1

η1
· · · eαn−1

ηn−1
)

= f∅[α1,n−1]

(
g(α1,n−2)αn−1

(ηn−1)
)

= f∅[α1,n−1]

(
g(α1,n−2)αn−1

(g(αn−1)∅(f∅[αn](ηn)))
)

= f∅[α1,n−1]

(
g(α1,n−1)∅(f∅[αn](ηn))

)

= f∅[α1,n](g(α1,n−1)αn
(ηn)),

where the second equality follows from the induction hypothesis, the forth equality
follows from [9, Lemma 4.6 (iii)], and the last equality follows from [9, Lemma 4.6
(iv)]. �

Definition 3.4. ([9, Definition 7.5]) Let (B,L, θ,Iα) be a generalized Boolean dy-
namical system and E = (E1, d, r) be the associated topological correspondence.
The boundary path space of E is defined by

∂E := E∞ ⊔ {(ek)
n
k=1 ∈ E∗ : d((ek)

n
k=1) ∈ E

0
sg}.

We denote by σE : ∂E \ E0
sg → ∂E the shift map that removes the first edge for

paths of length greater or equal to 2. For elements µ of length 1, σE(µ) = d(µ).
For a subset S ⊂ E∗, denote by

Z(S) = {µ ∈ ∂E : either r(µ) ∈ S, or there exists 1 ≤ i ≤ |µ| such that µ1 · · ·µi ∈ S}.
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We endow ∂E with the topology generated by the basic open sets Z(U) ∩ Z(K)c,
where U is an open set of E∗ and K is a compact set of E∗.

Note that ∂E is a locally compact Hausdorff space and that σE is a local home-
omorphism ([16, Lemma 6.1]).

The following two results are frequently used throughout the paper.

Lemma 3.5. ([9, Lemma 7.8]) Let (eαk
ηk
)nk=1 ∈ E∗, where 1 ≤ n. Then α1 · · ·αn ∈

W∗. Moreover for all 1 ≤ m ≤ n, we have that ηm ∩Iα1,m is an ultrafilter in Iα1,m .

Theorem 3.6. ([9, Theorem 7.10]) Let (B,L, θ,Iα) a generalized Boolean dynam-
ical system, T the tight spectrum of its inverse semigroup and ∂E the boundary
path space of its topological correspondence. Then, there exists a homeomorphism
φ : T → ∂E defined by

φ(ξα) =

{
ξ0 if α = ∅,

(eαn
ηn

)
|α|
n=1 if |α| ≥ 1,

where η1 = ξ1 and ηn = h[α1,n−1]αn
(ξn) for 2 ≤ n ≤ |α|.

Remark 3.7. It follows immediately from Theorem 3.6 and Remark 2.6, that ∂E
has a basis of compact-open sets.

By Lemma 3.5, we have a map P : ∂E → W≤∞ that sends a path (eαk

ξk
)Nk=1, where

1 ≤ N ≤ ∞, to (αk)
N
k=1 and an element of E0 to ∅. For α = α1 · · ·α|α| ∈ W≥1 and

A ∈ Iα, we then define the cylinder set by

N (α,A) := {(eβn
ηn
) ∈ ∂E : P((eβn

ηn
))1,|α| = α and A ∈ η|α|}

= {(eβn
ηn ) ∈ ∂E : β1 · · · β|α| = α and A ∈ η|α|}.

Also, for A ∈ B, we define

N (∅, A) := {µ ∈ ∂E : A ∈ r(µ)}.

Note that if α ∈ W∗ and A = ∅, then N (α,A) = ∅.

Lemma 3.8. For α ∈ W∗ and A ∈ Iα, the sets N (α,A) are compact-open sets in
∂E.

Proof. Let φ : T → ∂E be the homeomorphism defined in Theorem 3.6. Then for
α ∈ W∗ and A ∈ Iα \ {∅}, one can see that φ(V(α,A,α)) = N (α,A). Thus, N (α,A)
is a compact open set in ∂E. If A = ∅, then N (α,A) = ∅ is compact-open. �

Lemma 3.9. For α, β ∈ W∗ and A ∈ Iα \ {∅}, B ∈ Iβ \ {∅}, we have

N (α,A) ∩ N (β,B) =





N (α, θα′(B) ∩A) if α = βα′,
N (β, θβ′(A) ∩B) if β = αβ′,
N (α,A ∩B) if α = β,
∅ otherwise.

Proof. If α = βα′, then for µ = (eµi
ηi ) ∈ ∂E such that P(µ)1,|α| = α, we have

h[β|β|]∅(η|β|) = f∅[α′](g(α1,|α′ |−1)α
′
|α′|

(η|βα′|))
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by Lemma 3.3. So, for B ∈ Iβ, one can see that B ∈ η|β| ⇐⇒ θα′(B) ∈ η|βα′|.
Then, since η|α| is a filter, A, θα′(B) ∈ η|α| if and only if θα′(B) ∩ A ∈ η|α|. Thus,
we can conclude that N (α,A) ∩ N (β,B) = N (α, θα′(B) ∩ A). Similarly, we have
the others. �

Lemma 3.10. For α ∈ W∗ and A1, . . . , An ∈ Iα \ {∅}, we have

n⋃

i=1

N (α,Ai) = N

(
α,

n⋃

i=1

Ai

)
.

Proof. This follows immediately from the fact that for an ultrafilter η of Iα|α|
, we

have that
⋃n

i=1Ai ∈ η if and only if Ai ∈ η for some i = 1, . . . , n. �

3.2. A partial action on ∂E. Let F be the free group generated by L. We identify
the identity of F with ∅ and note that we can see W∗ as a subset of F. To define a
partial action of F on ∂E, we first define the following sets:

• U∅ = ∂E;
• for α, β ∈ W≥1 such that Iα ∩ Iβ 6= ∅, let

Uαβ−1 = {(eγkηk )
N
k=1 ∈ ∂E : γ1 · · · γ|α| = α and η|α| ∩ Iβ 6= ∅};

• for α ∈ W≥1, let

Uα := Uα∅ = {(eγkηk )
N
k=1 ∈ ∂E : γ1 · · · γ|α| = α};

• for β ∈ W≥1, let

Uβ−1 := U∅β−1 = {µ ∈ ∂E : r(µ) ∩ Iβ 6= ∅};

• for all the other elements γ ∈ F, let Uγ = ∅.

Lemma 3.11. For α, β ∈ W∗, the set Uαβ−1 is an open set in ∂E.

Proof. U∅ = ∂E is open. For α, β ∈ W≥1, it is easy to see that Uαβ−1 =
⋃

A∈Iβ
N (α,A),

Uα = Uα∅ =
⋃

A∈B N (α,A), and Uβ−1 = U∅β−1 =
⋃

A∈Iβ
N (∅, A). Thus, Uαβ−1 is

an open set in ∂E for α, β ∈ W∗. �

Lemma 3.12. For α ∈ W∗, Uα is closed in ∂E.

Proof. U∅ = ∂E is closed. For α ∈ W≥1, we show that ∂E \ Uα is open. Let
µ ∈ ∂E \ Uα and β = P(µ). Suppose first that there exists 1 ≤ i ≤ |α| such

that βi 6= αi. Recall that µi = eβi
ηi for some ultrafilter ηi in Iβi

. In this case
for B ∈ ηi, we have that µ ∈ N (β1,i, B) ⊆ ∂E \ Uα. The second and final case
is when β = α1,n for some 0 ≤ n < |α|. Let B be such that µ ∈ N (α1,n, B). By
Lemma 3.8, N (α1,n, B)\N (α1,n+1, θαn+1

(B)) is open and note that µ ∈ N (α1,n, B)\
N (α1,n+1, θαn+1

(B)) ⊆ ∂E \ Uα. In all cases, we have proved that µ is an interior
point of ∂E \ Uα so that Uα is closed. �
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Lemma 3.13. Let ξ ∈ X∅ such that ξ ∩ Iα 6= ∅ for some α ∈ W∗. Define

ηn := ξ ∩ Iαn ,

ηn−1 := f∅[αn](ηn) ∩ Iαn−1
,

ηn−2 := f∅[αn−1](ηn−1) ∩ Iαn−2
,

...

η2 := f∅[α3](η3) ∩ Iα2
,

η1 := f∅[α2](η2) ∩ Iα1
.

Then we have ∅ 6= ηi ∈ Xαi
for i = 1, · · · , n.

Proof. Since ξ∩Iα 6= ∅, we have θα2,n(A) ∈ ξ for some A ∈ Iα1
. Thus, θαn(θα2,n−1

(A)) ∈
ξ ∩ Iαn = ηn. Thus, ∅ 6= ηn ∈ Xαn by [9, Proposition 4.2]. From θαn(θα2,n−1

(A)) ∈
ηn, it also follows that θα2,n−1

(A) = θαn−1
(θα2,n−2

(A)) ∈ f∅[αn](ηn) ∩ Iαn−1
. Thus,

∅ 6= ηn−1 ∈ Xαn−1
. Continuing this process, we have that θα2,i

(A) = θαi
(θα2,i−1

(A)) ∈
f∅[αi+1](ηi+1) ∩ Iαi

(= ηi) for i = 1, · · · , n − 2. Thus, ∅ 6= ηi ∈ Xαi
for all

i = 1, · · · , n. �

We now define the following maps:

• for the identity ∅ of F, we define ϕ∅ : U∅ → U∅ as the identity map;
• for α ∈ W≥1 and β ∈ W∗ such that αβ−1 is in reduced form in F and
Uβα−1 6= ∅, we define a map ϕαβ−1 : Uβα−1 → Uαβ−1 that sends a path

µ = (eµi

ξi
)Ni=1 ∈ Uβα−1 that removes the first |β| coordinates of µ and adds

at the beginning (eα1
η1
, . . . , eαn

ηn ) (n = |α|), where

ηn := g(αn)∅(h[β|β|]∅(ξ|β|)),

ηn−1 := g(αn−1)∅(f∅[αn](ηn)),

ηn−2 := g(αn−2)∅(f∅[αn−1](ηn−1)),

...

η2 := g(α2)∅(f∅[α3](η3)),

η1 := g(α1)∅(f∅[α2](η2)),

that is,

ϕαβ−1(µ) := eα1

η1
. . . eαn

ηn
µ|β|+1,|µ|;

• for β ∈ W≥1, we define a map ϕβ−1 : Uβ → Uβ−1 that removes the first |β|
coordinates;

• for all the other elements γ ∈ F, define ϕγ : Uγ−1 → Uγ as the empty map.

We then see in the following Lemma, that for α, β ∈ W∗, ϕαβ−1(µ) is a well-

defined path on the topological correspondence (E1, d, r) from E0 to F 0 and ϕαβ−1(µ) ∈
Uαβ−1 .

Lemma 3.14. Let ηi be defined as in the second point above for i = 1, · · · , n. Then
we have

(i) eαi
ηi

∈ E1 for i = 1, · · · , n,
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(ii) d(eα
i−1

ηi−1
) = r(eα

i

ηi
) for i = 2, · · · , n, and d(eαn

ηn
) = r(eµ

|β|+1

ξ|β|+1
),

(iii) ηn ∩ Iβ 6= ∅.

Proof. (i) First note that if µ = (eµi

ξi
)Ni=1 ∈ Uβα−1 , then ξ|β| ∩ Iα 6= ∅. So,

h[β|β|]∅(ξ|β|) ∩ Iα 6= ∅. Now, by the definition of the map g(α)∅ for α ∈ L, we

see that
ηn = g(αn)∅(h[β|β|]∅(ξ|β|)) = h[β|β|]∅(ξ|β|) ∩ Iαn

and
ηi = g(αi)∅(f∅[αi+1](ηi+1)) = f∅[αi+1](ηi+1) ∩ Iαi

for all i = 1, · · · , n − 1. Then, by Lemma 3.13, ∅ 6= ηi ∈ Xαi
i = 1, · · · , n. So,

eαi
ηi

∈ E1 for i = 1, · · · , n.
(ii) Since g(αi−1)∅ and h[αi−1]∅ are mutually inverse for each i = 2, · · · , n, we have

d(eα
i−1

ηi−1
) = h[αi−1]∅(ηi−1) = h[αi−1]∅(g(αi−1)∅(f∅[αi](ηi))) = f∅[αi](ηi) = r(eα

i

ηi
)

for i = 2, · · · , n. Also, since g(αn)∅ and h[αn]∅ are mutually inverse, we have

d(eαn
ηn ) = h[αn]∅(ηn) = h[αn]∅(g(αn)∅(h[β|β|]∅(ξ|β|)) = h[β|β|]∅(ξ|β|) = r(eµ

|β|+1

ξ|β|+1
).

(iii) Since ξ|β| ∩ Iβ 6= ∅ by Lemma 3.5, h[β|β|]∅(ξ|β|) ∩ Iβ 6= ∅. Also, since ξ|β| ∩

Iα 6= ∅, we have h[β|β|]∅(ξ|β|) ∩ Iα 6= ∅. Note that if A ∈ h[β|β|]∅(ξ|β|) ∩ Iα and

B ∈ h[β|β|]∅(ξ|β|)∩Iβ, then A∩B ∈ h[β|β|]∅(ξ|β|)∩Iα∩Iβ. Then, since h[β|β|]∅(ξ|β|)∩

Iα∩Iβ 6= ∅ and Iα ⊂ Iαn , it follows that ηn∩Iβ =
(
h[β|β|]∅(ξ|β|)∩Iαn

)
∩Iβ 6= ∅. �

Proposition 3.15. For each α ∈ L, the maps ϕα : Uα−1 → Uα and ϕα−1 : Uα →
Uα−1 are homeomorphisms with ϕ−1

α = ϕα−1 .

Proof. Fix α ∈ L. For µ = (eµi

ξi
)Ni=1 ∈ Uα−1 , we have ϕα(µ) = eαηµ, where η =

g(α)∅(f∅[µ1](ξ1)) = f∅[µ1](ξ1) ∩ Iα, and for ν = (eνiχi
)N

′

i=1 ∈ Uα, we have ϕα−1(ν) =

(eνiχi
)N

′

i=2. Thus, ϕα−1ϕα(µ) = ϕα−1(eαηµ) = µ for each µ ∈ Uα−1 . Also, we see that

ϕαϕα−1(ν) = ϕα((e
νi
χi
)N

′

i=2) = eαξ (e
νi
χi
)N

′

i=2,

where ξ = g(α)∅(f∅[ν2](χ2)). On the other hand, Since h[α]∅(χ1) = f∅[ν2](χ2), it

follows that χ1 = g(α)∅(f∅[ν2](χ2)) = ξ. Thus, eαξ (e
νi
χi
)N

′

i=2 = ν. So, we conclude that

ϕα−1ϕα = idU
α−1

and ϕαϕα−1 = idUα , and hence, ϕα−1 = ϕ−1
α for each α ∈ L.

Note that ϕα−1 = σE|Uα , where σE is as in Definition 3.4. Since σE is a local
homeomorphism, and ϕα−1 is a bijection between open subsets, we have that ϕα−1

is a homeomorphism, and so is its inverse ϕα. �

Proposition 3.16. Φ = ({Ut}t∈F, {ϕt}t∈F) is a semi-saturated orthogonal partial
action of F on ∂E.

Proof. Let α = α1 · · ·αn ∈ W≥1 and µ = (eµi

ξi
) ∈ Uα−1 . We then have ϕα(µ) =

eα1
η1
. . . eαn

ηn
µ, where

ηn = g(αn)∅(f∅[µ1](ξ1))

and
ηi = g(αi)∅(f∅[αi+1](ηi+1))
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for all i = 1, · · · , n− 1. Also, we see that

ϕα1
. . . ϕαn(µ) = ϕα1

. . . ϕαn−1
(eαn

ηn µ) = · · · = ϕα1
(eα2

η2
. . . eαn

ηn µ) = eα1

η1
. . . eαn

ηn µ.

We prove by induction that dom(ϕα1
◦ · · · ◦ ϕαn) = Uα−1 . This is immediate for

n = 1. For n > 1, suppose that dom(ϕα2
◦ · · · ◦ ϕαn) = Uα−1

2,n
. On the one hand, if

µ ∈ Uα−1 , then ϕα2
◦ · · · ◦ ϕαn(µ) ∈ dom(ϕα1

) by Lemma 3.13. On the other hand
if µ ∈ U

α−1

2,n
and ν := ϕα2

◦ · · · ◦ ϕαn(µ) ∈ dom(ϕα1
), then r(ν) ∩ Iα1

6= ∅. We also

have

r(ν) = r(eα2

η2
. . . eαn

ηn
µ)

= r(eα2

η2
. . . eαn

ηn
)

= f∅[α2,n]

(
g(α2,n−1)αn

(ηn)
)

= f∅[α2,n]

(
g(α2,n−1)αn

(
g(αn)∅(f∅[µ1](ξ1))

))

= f∅[α2,n]

(
g(α2,n)∅(r(µ))

)
,

where the third equality follows from Lemma 3.3 and the last equality follows from
[9, Lemma 4.6(iii)] and the definition of r(µ). So, there is A ∈ r(ν)∩ Iα1

such that
θα2,n(A) ∈ r(µ) ∩ Iα2,n . Since A ∈ Iα1

, we have θα2,n(A) ∈ Iα ∩ r(µ), and hence
µ ∈ Uα−1 . Thus, we have ϕα = ϕα1

◦ · · · ◦ ϕαn .
Let β = β1 · · · βm ∈ W≥1 and µ = (eµi

ξi
)i≥1 ∈ Uβ. Then, ϕβ−1(µ) = (eµi

ξi
)i≥|β|+1.

Also,

ϕβ−1
m
. . . ϕβ−1

1

(µ) = ϕβ−1
m
. . . ϕβ−1

2

((eµi

ξi
)i≥2) = · · · = ϕβ−1

m
((eµi

ξi
)i≥|β|) = (eµi

ξi
)i≥|β|+1.

It is clear that dom(ϕβ−1
m

◦. . .◦ϕβ−1

1

) = Uβ. Thus, we see that ϕβ−1 = ϕβ−1
m

◦. . .◦ϕβ−1

1

.

Now, for g = αβ−1 ∈ F in reduced form, where α = α1 · · ·αn, β = β1 · · · βm ∈
W≥1, as above we see that

ϕg = ϕα1
◦ · · · ◦ ϕαn ◦ ϕ

β−1
m

◦ . . . ◦ ϕ
β−1

1

.

Note also that for α, β ∈ L, with α 6= β, ϕα−1ϕβ is the empty function. We have
proved that if s = x1 · · · xn ∈ F is in reduced form, then ϕs = ϕx1

◦ · · · ◦ϕxn . Thus,
by [11, Propositions 4.7 and 4.10], Φ = ({Ut}t∈F, {ϕt}t∈F) is a partial action of F on
∂E.

For α, β ∈ L, if α 6= β, then we clearly see that Uα ∩ Uβ = ∅. So, the action is
orthogonal. �

3.3. The partial crossed product C0(∂E)⋊ϕ̂F. Let (B,L, θ,Iα) be a generalized
Boolean dynamical system and let Φ = ({Ut}t∈F, {ϕt}t∈F) be the partial action of F
on ∂E associated with (B,L, θ,Iα). We in this section how to describe the partial
crossed product C∗-algebra C0(∂E) ⋊ϕ̂ F. For t ∈ F, the set Ut is an open set in
∂E. So, any f ∈ C0(Ut) can be viewed as a function in C0(∂E) by declaring that
f(µ) = 0 if µ /∈ Ut. In fact, C0(Ut) is a closed two-sided ideal in C0(∂E) and thus
a C∗-subalgebra.

For t ∈ F, put
Dt = C0(Ut) and Dt−1 = C0(Ut−1).

Define ϕ̂t : Dt−1 → Dt by
ϕ̂t(f) = f ◦ ϕt−1 .
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Then, ({Dt}t∈F, {ϕ̂t}t∈F) is a C∗-algebraic partial dynamical system. Hence, we
may consider the partial crossed product

C0(∂E) ⋊ϕ̂ F = span
{∑

t∈F

ftδt : ft ∈ Dt and ft 6= 0 for finitely many t ∈ F

}
,

where the closure is with respect to the universal norm. Note that δt has no meaning
in itself and merely serves a place holder. Recall that multiplication and involution
in C0(∂E) ⋊ϕ̂ F are given by

(aδs)(bδt) = ϕ̂s(ϕ̂s−1(a)b)δst, and

(aδs)
∗ = ϕ̂s−1(a)δs−1 .

For α ∈ W∗ and A ∈ Iα, we let 1N (α,A) denote the characteristic function on
N (α,A). We first show that C0(∂E) is generated by these characteristic functions.

Lemma 3.17. The C∗-algebra C0(∂E) is generated by the set

{1N (α,A) : α ∈ W∗ and A ∈ Iα}.

Proof. Choose µ = (eµi

ξi
)1≤i≤N ∈ ∂E, with |µ| ≥ 1. Then µ1 ∈ W∗ and ξ1∩Iµ1

(6= ∅)

is an ultrafilter in Iµ1
by Lemma 3.5. Choose ∅ 6= A ∈ ξ1 ∩ Iµ1

. Then, we have
µ ∈ N (µ1, A), and hence, 1N (µ1,A)(µ) = 1. On the other hand for µ ∈ ∂E ∩ E0, µ
is an ultrafilter and for A ∈ µ, we have µ ∈ N (∅, A), so that 1N (∅,A)(µ) = 1. So,
the set {1N (α,A) : α ∈ W∗ and A ∈ Iα} vanishes nowhere.

Let µ 6= ν ∈ ∂E and say µ = (eµi

ξi
) and ν = (eνiηi). If P(µ) 6= P(ν), then the

two points are clearly separated by the set {1N (α,A) : α ∈ W∗ and A ∈ Iα}. If
P(µ) = P(ν), then µi = νi for all i ≥ 1 and there is n ≥ 1 such that ξn 6= ηn.
Since ξn = h[µ1···µn−1]µn

(g(µ1···µn−1)µn
(ξn)) =↑Iµn ξn ∩ Iµ1···µn and also ηn =↑Iµn

ηn ∩ Iµ1···µn , it follows that ξn ∩ Iµ1···µn 6= ηn ∩ Iµ1···µn . Choose A ∈ B such that
A ∈ ξn ∩ Iµ1···µn , but A /∈ ηn ∩ Iµ1···µn . Then

1N (µ1···µn,A)(µ) = 1 6= 0 = 1N (µ1···µn,A)(ν),

which shows that the set {1N (α,A) : α ∈ W∗ and A ∈ Iα} separates points. So, the
Stone-Weierstrass Theorem gives the result. �

Lemma 3.18. Let C∗({1N (∅,A)δ∅, 1N (α,B)δα}) ⊆ C0(∂E) ⋊ϕ̂ F denote the C∗-
subalgebra generated by {1N (∅,A)δ∅, 1N (α,B)δα : A ∈ B, α ∈ L and B ∈ Iα}. Then,

we have, for α = α1 · · ·αn ∈ W≥1 and A ∈ Iα is such that A ⊆ θα2···αn(B) for some
B ∈ Iα1

,

(i) ϕ̂α−1(1N (α,A)) = 1N (∅,A) and ϕ̂α(1N (∅,A)) = 1N (α,A),
(ii) 1N (α,A)δα = (1N (α1,B)δα1

)(1N (α2,θα2
(B))δα2

)(1N (α3,θα2α3
(B))δα3

) · · · (1N (αn,A)δαn),

(iii) (1N (α,A)δα)
∗ = 1N (∅,A)δα−1 ,

(iv) (1N (α,A)δα)(1N (α,A)δα)
∗ = 1N (α,A)δ∅, and

(v) for α, β ∈ W≥1 such that αβ−1 ∈ F is in reduced form and A ∈ Iα ∩ Iβ,

1N (α,A)δαβ−1 = (1N (α,A)δα)(1N (∅,A)δβ−1),

(vi) for all A ∈ B, α ∈ W≥1 and B ∈ Iα,

(1N (∅,A)δ∅)(1N (α,B)δα) = (1N (α,B)δα)(1N (∅,θα(A))δ∅).
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Proof. (i) Let α ∈ W≥1 and A ∈ Iα. We first claim that

ϕα−1(N (α,A)) = N (∅, A).

For µ = (eµi

ξi
)i≥1 ∈ N (α,A), since A ∈ ξ|α|, we have A ∈ h[µ|α|]∅(ξ|α|) = f∅[µ|α|+1](ξ|α|+1).

Thus, ϕα−1(µ) = (eµi

ξi
)i≥|α|+1 ∈ N (∅, A). Hence, ϕα−1(N (α,A)) ⊆ N (∅, A). For the

converse, note first that N (∅, A) ⊂ Uα−1 . If µ ∈ N (∅, A), then ϕα(µ) = eα1
η1

· · · eαn
ηn µ,

where ηn = r(µ) ∩ Iαn , ηn−1 = f∅[αn](ηn) ∩ Iαn−1
, · · · , η1 = f∅[α2](η2) ∩ Iα1

. Since
A ∈ r(µ) ∩ Iα ⊂ r(µ) ∩ Iαn , we have ϕα(µ) ∈ N (α,A). So, µ = ϕα−1(ϕα(µ)) ∈
ϕα−1(N (α,A)). Hence, N (∅, A) ⊆ ϕα−1(N (α,A)).

Then, we have that

ϕ̂α−1(1N (α,A)) = 1N (α,A) ◦ ϕα = 1ϕ
α−1 (N (α,A)) = 1N (∅,A).

Since ϕ̂α−1 and ϕ̂α are inverse of each other, we also have ϕ̂α(1N (∅,A)) = 1N (α,A).
(ii) Let α = α1 · · ·αn and A ∈ Iα such that A ⊆ θα2···αn(B) for some B ∈ Iα1

.
We first claim that

1N (α1,B)δα1
1N (α2···αn,A)δα2···αn = 1N (α,A)δα.

The left-hand side is

1N (α1,B)δα1
1N (α2···αn,A)δα2···αn = ϕ̂α1

(ϕ̂
α−1

1

(1N (α1,B))1N (α2···αn,A))δα

= ϕ̂α1
(1N (∅,B)1N (α2···αn,A))δα,

where the last equality follows from (i). Here, for a µ := eα1

ξ1
· · · eαn

ξn
µ′ ∈ Uα,

ϕ̂α1
(1N (∅,B)1N (α2···αn,A))(µ)

= 1N (∅,B)1N (α2···αn,A)(ϕα−1

1

(µ))

= 1N (∅,B)1N (α2···αn,A)(e
α2

ξ2
· · · eαn

ξn
µ′)

=

{
1 if B ∈ f∅[α2](ξ2) and A ∈ ξn,
0 otherwise.

On the other hand, for a µ = eα1

ξ1
· · · eαn

ξn
µ′ ∈ Uα,

1N (α,A)(µ) =

{
1 if A ∈ ξn,
0 otherwise.

Since ξn ∋ A ⊆ θα2···αn(B)(∈ Iα2···αn ⊂ Iαn), we have θα2···αn(B) ∈ ξn ∩ Iα2···αn ,
and hence, we see that B ∈ f∅[α2](ξ2) = r(eα2

ξ2
· · · eαn

ξn
) = f∅[α2···αn](g(α2···αn−1)αn

(ξn))

by Lemma 3.3, Thus, we conclude that

ϕ̂α1
(1N (∅,B)1N (α2···αn,A)) = 1N (α,A).

Hence, it follows that

1N (α1,B)δα1
1N (α2···αn,A)δα2···αn = 1N (α,A)δα.
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Now, for α = α1 · · ·αn ∈ W≥1 and A ∈ Iα such that A ⊆ θα2···αn(B) for some
B ∈ Iα1

, applying the preceding argument pairwise from right to left yields

(1N (α1,B)δα1
)(1N (α2,θα2

(B))δα2
) · · · (1N (αn−1,θα2···αn−1

(B))δαn−1
)(1N (αn,A)δαn)

= (1N (α1,B)δα1
)(1N (α2,θα2

(B))δα2
) · · · (1N (αn−1αn,A))δαn−1αn

...

= (1N (α1,B)δα1
)(1N (α2···αn,A)δα2···αn)

= 1N (α,A)δα,

completing the proof of (ii).
(iii) We have (1N (α,A)δα)

∗ = ϕ̂α−1(1N (α,A))δα−1 = 1N (∅,A)δα−1 by (i).
(iv) Applying (i), we have that

(1N (α,A)δα)(1N (α,A)δα)
∗ = (1N (α,A)δα)(1N (∅,A)δα−1)

= ϕ̂α(ϕ̂α−1(1N (α,A))1N (∅,A))δ∅

= ϕ̂α(1N (∅,A)1N (∅,A))δ∅

= ϕ̂α(1N (∅,A))δ∅

= 1N (α,A)δ∅.

(v) Applying (i) again, we see that

(1N (α,A)δα)(1N (∅,A)δβ−1) = ϕ̂α(ϕ̂α−1(1N (α,A))1N (∅,A))δαβ−1

= ϕ̂α(1N (∅,A)1N (∅,A))δαβ−1

= ϕ̂α(1N (∅,A))δαβ−1

= 1N (α,A)δαβ−1 .

(vi) Let A ∈ B, α ∈ W≥1 and B ∈ Iα. Note first that

(1N (∅,A)δ∅)(1N (α,B)δα) = (1N (∅,A)1N (α,B))δα.

We claim that

1N (∅,A)1N (α,B) = ϕ̂α(1N (∅,B∩θα(A))).

For a µ = (eµi

ξi
) ∈ ∂E, we have that

1N (∅,A)1N (α,B)(µ) =

{
1 if µ1 = α, A ∈ f∅[α](ξ1) and B ∈ ξ1,
0 otherwise

=

{
1 if µ1 = α, θα(A) ∩B ∈ ξ1,
0 otherwise,

and that

ϕ̂α(1N (∅,B∩θα(A)))(µ) = 1N (∅,B∩θα(A))(ϕα−1(µ))

=

{
1 if B ∩ θα(A) ∈ f∅[µ2](ξ2),
0 otherwise.

Here, since h[α]∅(ξ1) ∩ Iα = g(α)∅(h[α]∅(ξ1)) = ξ1, one can see that B ∩ θα(A) ∈
f∅[µ2](ξ2)(= h[α]∅(ξ1)) if and only if θα(A)∩B ∈ ξ1. Thus, we have 1N (∅,A)1N (α,B) =
ϕ̂α(1N (∅,B∩θα(A))).
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Then it follows that

(1N (α,B)δα)(1N (∅,θα(A))δ∅) = ϕ̂α(ϕ̂α−1(1N (α,B))1N (∅,θα(A)))δα

= ϕ̂α(1N (∅,B)1N (∅,θα(A)))δα

= ϕ̂α(1N (∅,B∩θα(A)))δα

= (1N (∅,A)1N (α,B))δα

= (1N (∅,A)δ∅)(1N (α,B)δα).

�

Lemma 3.19. For α, β ∈ W∗, {1N (α,A)}A∈Iβ is an approximate identity for C0(Uαβ−1).

Proof. Note that Iβ is a directed set with the order given by inclusion. To show
that {1N (α,A)}A∈Iβ is an approximate identity for C0(Uαβ−1), let g ∈ C0(Uαβ−1)
and ǫ > 0 be given. Take h ∈ Cc(Uαβ−1) such that ‖g − h‖ < ǫ. Put K :=
supp(h). Since K is compact, there exist N (α,A1), · · · ,N (α,An) such that K ⊆⋃n

i=1 N (α,Ai) = N (α,
⋃n

i=1Ai), where the last equality follows from Lemma 3.10.
Take A0 :=

⋃n
i=1Ai ∈ Iβ. Then if A ≥ A0, then N (α,A0) ⊂ N (α,A), and hence,

we have

‖g − g1N (α,A)‖ ≤ ‖g − h‖+ ‖h− h1N (α,A)‖+ ‖h1N (α,A) − g1N (α,A)‖

≤ ǫ+ ‖h− g‖‖1N (α,A)‖

≤ 2ǫ.

So, we are done. �

Proposition 3.20. Let C∗({1N (∅,A)δ∅, 1N (α,B)δα}) ⊆ C0(∂E)⋊ϕ̂ F denote the C∗-
subalgebra generated by {1N (∅,A)δ∅, 1N (α,B)δα : A ∈ B and α ∈ L, B ∈ Iα}. Then

C0(∂E)⋊ϕ̂ F = C∗({1N (∅,A)δ∅, 1N (α,B)δα}).

Proof. Let C0(∂E)δ∅ denote the canonical image of C0(∂E) in C0(∂E) ⋊ϕ̂ F. We
first claim that C0(∂E)δ∅ ⊂ C∗({1N (∅,A)δ∅, 1N (α,B)δα}). To prove this, it is enough

to show that 1N (α,A)δ∅ ∈ C∗({1N (∅,A)δ∅, 1N (α,B)δα}) for α ∈ W≥1 and A ∈ Iα by
Lemma 3.17. Let α = α1 · · ·αn and B ∈ Iα1

such that A ⊆ θα2···αn(B). Then, by
Lemma 3.18(ii),(iv) we have

1N (α,A)δ∅ = (1N (α,A)δα)(1N (α,A)δα)
∗

= (1N (α1,B)δα1
1N (α2,θα2

(B))δα2
· · · 1N (αn,A)δαn)

(1N (α1,B)δα1
1N (α2,θα2

(B))δα2
· · · 1N (αn,A)δαn)

∗,

completing the proof.
Next we show that C0(∂E) ⋊ϕ̂ F = C∗({1N (∅,A)δ∅, 1N (α,B)δα}). It is clear that

C∗({1N (∅,A)δ∅, 1N (α,B)δα}) ⊆ C0(∂E) ⋊ϕ̂ F. To show the reverse inclusion, let
ftδt ∈ C0(∂E) ⋊ϕ̂ F with ft ∈ Dt = C0(Ut) and t ∈ F. If t = ∅, then f∅δ∅ ∈
C∗({1N (∅,A)δ∅, 1N (α,B)δα}) by Lemma 3.17. If t 6= ∅, we may assume that t = αβ−1

with α, β ∈ W∗. Since {1N (α,A)}A∈Iβ is an approximate identity for C0(Uαβ−1) by
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Lemma 3.19, we have limA→∞ g1N (α,A) = g for g ∈ C0(Uαβ−1). Thus, we have

fαβ−1δαβ−1 =
(

lim
A→∞

fαβ−11N (α,A)

)
δαβ−1

= lim
A→∞

(
fαβ−11N (α,A)δαβ−1

)

= lim
A→∞

(
fαβ−1δ∅

)(
1N (α,A)δαβ−1

)

= lim
A→∞

(
fαβ−1δ∅

)(
1N (α,A)δα

)(
1N (∅,A)δβ−1

)

= lim
A→∞

(
fαβ−1δ∅

)(
1N (α,A)δα

)(
1N (β,A)δβ

)∗
,

where the fourth equality follows from Lemma 3.18(v), and the fifth equality follows
from Lemma 3.18(iii). We then can conclude, using the case t = ∅ above, that
fαβ−1δαβ−1 ∈ C∗({1N (∅,A)δ∅, 1N (α,B)δα}). So, we are done. �

4. Partial actions and generalized Boolean dynamical system

groupoids are isomorphic

Let (B,L, θ,Iα) be a generalized Boolean dynamical system, E = (E1, d, r) be
the associated topological correspondence and Φ = ({Ut}t∈F, {ϕt}t∈F) be the partial
action of F on ∂E. In this section, we show that the groupoid associated with the
partial action is isomorphic to the boundary path groupoid Γ(∂E, σE) associated
with the topological correspondence as studied in [9, Sect. 7]. As a result, we have
that the partial crossed product C∗-algebras obtained from the partial action is
isomorphic to the C∗-algebra of the generalized Boolean dynamical system.

We first recall the boundary path groupoid Γ(∂E, σE). To easy notation, put
σ := σE .

Definition 4.1. Let (B,L, θ,Iα) be a generalized Boolean dynamical system and
E = (E1, d, r) be the associated topological correspondence. We define the boundary
path groupoid Γ(∂E, σE) to be the Renault-Deaconu groupoid, that is,

Γ := Γ(∂E, σE)

= {(µ, k − l, ν) ∈ ∂E × Z× ∂E : µ ∈ dom(σk), ν ∈ dom(σl), σk(µ) = σl(ν)}.

The unit space is defined by Γ(0) := {(µ, 0, µ) : µ ∈ ∂E}. For (µ, n, ν), (ν,m, δ) ∈
Γ(∂E, σE), we define the multiplication and the inverse by

(µ, n, ν)(ν,m, δ) := (µ, n +m, δ),

(µ, n, ν)−1 := (ν,−n, µ),

and the range map and the source map by

rΓ(µ, n, ν) := (µ, 0, µ), sΓ(µ, n, ν) := (ν, 0, ν).

Define the topology on Γ(∂E, σE) to be generated by the basic open set

U(U, k1, k2, V ) := {(µ, k1 − k2, ν) : µ ∈ U, ν ∈ V, σk1(µ) = σk2(ν)}, (1)

where U ⊆ dom(σk1), V ⊆ dom(σk2) are open in ∂E, σk1 is injective on U and σk2

is injective on V .
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We note that Γ(∂E, σE) is a locally compact Hausdorff ample groupoid and that

the unit space Γ(0) is identified with ∂E.
Now consider the groupoid

G := F ⋉ϕ ∂E = {(µ, t, ν) ∈ ∂E × F× ∂E : ν ∈ Ut−1 and µ = ϕt(ν)}

associated to the partial action Φ = ({Ut}t∈F, {ϕt}t∈F) of F on ∂E as in Section 2.7.
The unit space G0 is also identified with ∂E.

The following characterization of elements in G is used throughout this section
without reference.

Lemma 4.2. We have that (µ, t, ν) ∈ G if and only if (µ, t, ν) is such that P(µ)1,|α| =

α and P(ν)1,|β| = β for some α, β ∈ W∗, t = αβ−1 and ϕα−1(µ) = ϕβ−1(ν).

Proof. If (µ, t, ν) ∈ G, then ν ∈ Ut−1 , and hence, Ut 6= ∅. Thus, t = αβ−1 for
some α, β ∈ W∗. Since Ut−1 = Uβα−1 ⊂ Uβ, we have P(ν)1,|β| = β. Also, since
µ = ϕαβ−1(ν), we have P(µ)1,|α| = α and ϕα−1(µ) = ϕα−1(ϕαβ−1(ν)) = ϕβ−1(ν).

Let (µ, t, ν) be such that P(µ)1,|α| = α and P(ν)1,|β| = β for some α, β ∈ W∗, t =

αβ−1 and ϕα−1(µ) = ϕβ−1(ν). Then, µ = ϕα(ϕβ−1(ν)) = ϕαβ−1(ν) and ν ∈ Uβα−1 .
So, (µ, t, ν) ∈ G. �

Lemma 4.3. The groupoid G = F ⋉ϕ ∂E is an ample groupoid.

Proof. We first show that G is étale. Let (µ, αβ−1, ν) ∈ G. Let W = ϕα−1(Uα) ∩
ϕβ−1(Uβ), and put Wα = ϕα(W ) and Wβ = ϕβ(W ). Then

U := (Wα × {αβ−1} ×Wβ) ∩ G

is an open neighborhood of (µ, αβ−1, ν)(= (ϕαβ−1(ν), αβ−1, ϕβα−1(µ))) such that
rG |U is just the projection onto the first coordinate, and is thus a homeomorphism.
Thus, G is étale. Since then F is discrete and ∂E has a basis of compact-open sets
by Remark 3.7, it follows that G has a basis of compact open sets. So, G is an ample
groupoid. �

Theorem 4.4. The map Θ : F ⋉ϕ ∂E → Γ(∂E, σE) defined by

Θ((µ, αβ−1, ν)) = (µ, |α| − |β|, ν)

is a groupoid isomorphism.

Proof. We first show that Θ is well-defined. For t = (αδ)(βδ)−1 such that t = αβ−1

is in reduced form. Then |αδ| − |βδ| = |α| − |β|. Since Θ only changes the second
coordinate, it follows that Θ is well-defined.

Clearly, Θ is onto. To show that Θ is injective, let Θ((µ, αβ−1, ν)) = Θ((γ, st−1, δ)).
Then µ = γ and ν = δ, and hence, P(µ) = P(γ) and P(ν) = P(δ). Say P(µ) = αζ,
P(ν) = βζ, P(γ) = sη and P(δ) = tη. Then, αζ = sη and βζ = tη. We may
assume that α = sα′ (if not, then s = αs′ and the same arguments holds). Then,
αζ = sα′ζ = sη, implying that η = α′ζ. Then, βζ = tα′ζ, which implies that
β = tα′. Then we compute in F:

αβ−1 = sα′(tα′)−1 = st−1.

Thus, Θ is injective.
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We next note that it is clear that (Θ × Θ)(G(2)) ⊆ Γ(2). Now, to show that Θ
preserves multiplication, let (µ, αβ−1, ν), (ν, st−1, δ) ∈ G. If β = sβ′ (if not, then
s = βs′ and the same arguments holds), then

Θ((µ, αβ−1, ν)(ν, st−1, δ)) = Θ((µ, α(sβ′)−1st−1, δ))

= Θ((µ, α(tβ′)−1, δ))

= (µ, |α| − |tβ′|, δ),

and

Θ((µ, αβ−1, ν))Θ((ν, st−1, δ)) = (µ, |α| − |β|, ν)(ν, |s| − |t|, δ)

= (µ, |α| − |s| − |β′|+ |s| − |t|, δ)

= (µ, |α| − |tβ′|, δ).

Thus, Θ((µ, αβ−1, ν)(ν, st−1, δ)) = Θ((µ, αβ−1, ν))Θ((ν, st−1, δ)).
Lastly, to show that Θ is a homeomorphism, since both Γ(∂E, σE) and G are

ample groupoids, it suffices to show that their unit spaces are homeomorphic. But,
this follows from the fact that both G(0) and Γ(0) are homeomorphic to ∂E. So, we
are done. �

Corollary 4.5. Let (B,L, θ,Iα) be a generalized Boolean dynamical system. Then
we have

C∗(B,L, θ,Iα) ∼= C0(∂E) ⋊ϕ̂ F.

Proof. By [1], we have C0(∂E)⋊ϕ̂ F ∼= C∗(F ⋉ϕ ∂E). Hence, we have that

C∗(B,L, θ,Iα) ∼= C∗(Γ(∂E, σE)) ∼= C∗(F ⋉ϕ ∂E) ∼= C0(∂E)⋊ϕ̂ F,

where the first isomorphism follows from [9, Corollary 7.11]. �

Remark 4.6. By [12, Theorem 4.3], if N : L → (0,∞) is any function, then there
exists a unique strongly continuous one-parameter group σ of automorphism of
C0(∂E) ⋊ϕ̂ F such that

σt(fδα) = N(α)itfδα and σt(gδ∅) = gδ∅

for all t ∈ R, α ∈ L, f ∈ Dα and g ∈ D∅. If we let N(α) = exp(1) for every
α ∈ L, then we obtain a strongly continuous action (using the same notation)
σ : T → Aut(C0(∂E) ⋊ϕ̂ F) such that

σz(fδα) = zfδα and σz(gδ∅) = gδ∅

for all t ∈ R, α ∈ L, f ∈ Dα and g ∈ D∅.
Then, one also can directly show that there is a ∗-isomorphism ψ from C∗(B,L, θ,Iα)

onto C0(∂E)⋊ϕ̂ F such that

ψ(pA) = 1N (∅,A)δ∅ and ψ(sα,B) = 1N (α,B)δα

for A ∈ B, α ∈ L and B ∈ Iα by showing that

{1N (∅,A)δ∅, 1N (α,B)δα : A ∈ B, α ∈ L and B ∈ Iα}

is a (B,L, θ,Iα)-representation in C0(∂E)⋊ϕ̂F and using the gauge-invariant unique-
ness theorem.



C∗-ALGEBRAS OF GBDS AS PARTIAL CROSSED PRODUCTS 23

5. Partial actions of the free group on Stone spaces

In this section, we show how we can model certain partial actions of the free group
using Boolean dynamical systems. We then consider the C*-algebraic version of this
result by looking at partial actions of the free group on commutative C*-algebras
generated by projections.

Theorem 5.1. (cf. [5, Theorem 7.10]) Let X be a Stone space, that is, a dual of
a Boolean algebra, and let ρ = ({Vt}t∈F, {ρt}t∈F) be a semi-saturated, orthogonal
topological partial action of a free group F on X such that Vα is clopen for all
generators α of F. Then there exist a Boolean dynamical system (B,L, θ) and a
homeomorphism f : X → ∂E, such that f is equivariant with respect to the actions
ρ and ϕ, where ∂E is the boundary path space associated with (B,L, θ,Rα) and ϕ
is the partial action given in Section 3. In particular, F ⋉ρ X and F ⋉ϕ ∂E are
isomorphic as topological groupoids.

Proof. Let L be the set of generators of F and B the set of compact open subsets of
X. For each α ∈ L, define θα : B → B by θα(A) = ρα−1(A ∩ Vα). Then, we clearly
have θα(∅) = ρα−1(∅) = ∅ and θα(A ∪ B) = θα(A) ∪ θα(B). Since ρα−1 is bijective
for each α ∈ L, we have

θα(A ∩B) = ρα−1((A ∩B) ∩ Vα)

= ρα−1((A ∩ Vα) ∩ (B ∩ Vα))

= ρα−1(A ∩ Vα) ∩ ρα−1(B ∩ Vα)

= θα(A) ∩ θα(B).

Also, since we have θα(A \B) ∩ θα(B) = θα(∅) = ∅ and

θα(A \B) ∪ θα(B) = θα(A ∪B) = θα(A) ∪ θα(B) = (θα(A) \ θα(B)) ∪ θα(B),

it follows that θα(A \ B) = θα(A) \ θα(B). Thus, θα is an action for each α ∈ L,
and hence, (B,L, θ) is a Boolean dynamical system. Note that α ∈ ∆A(= {α ∈ L :
θα(A) = ρα−1(A ∩ Vα) 6= ∅}) if and only if A ∩ Vα 6= ∅.

For each α ∈ L, we claim that

Rα = {A ∈ B : A ⊆ ρα−1(B ∩ Vα) for some B ∈ B}

= {A ∈ B : A ⊆ Vα−1}.

It is clear that Rα ⊂ {A ∈ B : A ⊆ Vα−1}. For the converse inclusion, choose A ∈ B
such that A ⊆ Vα−1 and take B = ρα(A) ⊆ Vα. Then A = ρα−1(B) ∈ Rα.

Notice that we have X =
(
X \

⊔
α∈L Vα

)
⊔
(⊔

α∈L Vα
)
since the partial action

ρ is orthogonal. We first associate an element of W≤∞ with a given x ∈ X as
follows: given x ∈ X, there is either a unique letter α1 ∈ L such that x ∈ Vα1

or
x ∈ X \

⊔
α∈L Vα. In the first case, the same dichotomy applies to ρα−1

1

(x), and

so either there is a unique letter α2 ∈ L such that ρ
α−1

1

(x) ∈ Vα2
or ρ

α−1

1

(x) ∈

X \
⊔

α∈L Vα. We note here that ρ
α−1

2

(ρ
α−1

1

(x)) = ρ(α1α2)−1(x) since the partial

action is semi-saturated, and that x ∈ Vα1α2
. This process might either stop and

we get a finite word α1 · · ·αn (possibly the empty word) or it does not stop and
we get an infinite word α1α2 · · · . We denote by α := αx this word and observe
that x ∈ Vα1,i

for all 1 ≤ i ≤ |αx| (understanding that i ≤ |αx| means i < ∞ if
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|αx| = ∞). Since ρ(α2,i)−1(Vα−1

1

∩Vα2
) 6= ∅, we have Rα1,i

6= {∅} for all 1 ≤ i ≤ |αx|,

and hence, we have a path αx ∈ W≤∞.
Now, if |αx| = 0, we define η = {A ∈ B : x ∈ A}. If |αx| ≥ 1, we define

ηi = {A ∈ Rαi
: ρ−1

α1,i
(x) ∈ A} for each 1 ≤ i ≤ |αx|. Then, η and ηi are ultrafilters

for all 1 ≤ i ≤ |αx| and we have

f∅[αi+1](ηi+1)

= {A ∈ B : θαi+1
(A) ∈ ηi+1}

= {A ∈ B : ρα−1

1,i+1

(x) ∈ ρα−1

i+1

(A ∩ Vαi+1
)}

= {A ∈ B : ρα−1

1,i
(x) ∈ A ∩ Vαi+1

}

= h[αi]∅(ηi)

for 1 ≤ i < |αx| . We then define a map f : X → ∂E by

f(x) =

{
η if |αx| = 0,

(eαi
ηi
)1≤i≤|αx| if |αx| ≥ 1.

Then f is well-defined and it is easy to see that the map f is injective.
To show that f is surjective, let µ = (eαi

ξi
) ∈ ∂E. We first note that we cannot

have |P(µ)| ≥ 1 and f∅[α1](ξ1) = ∅, because if A ∈ ξ1, then θα1
(ρα1

(A)) = A so that
ρα1

(A) ∈ f∅[α1](ξ1). So, r(µ) 6= ∅ for any given µ. Now, let xµ ∈ X be the element
corresponding to r(µ) via Stone duality. We then claim that f(xµ) = µ. Suppose
first that P(µ) = ∅. So, µ ∈ E0

sg. If xµ ∈
⊔

α∈L Vα, then there exits α ∈ L such that
xµ ∈ Vα. Choose A ∈ B such that xµ ∈ A. Then, xµ ∈ A ∩ Vα(∈ B), and hence,
A∩Vα ∈ µ. On the other hand, since ∆A∩Vα = {α} and

(
A∩Vα

)
∩
(
X\
⊔

α∈L Vα
)
= ∅,

we have A ∩ Vα ∈ Breg, which contradicts to [9, Lemma 7.9]. Hence, in this case,
αxµ = ∅ and f(xµ) = µ. Suppose next that |P(µ)| ≥ 1. We prove that, for
1 ≤ i ≤ |P(µ)|, xµ ∈ Vα1,i

and ξi is the ultrafilter in Rαi
corresponding to the

point ρα−1

1,i
(xµ). For i = 1, we must have xµ ∈ Vα1

because otherwise we would find

A ∈ f∅[α1](ξ1) such that θα1
(A) = ∅ which does not exist. Next, suppose that ξ1

corresponds to a point y ∈ X different from ρ
α−1

1

(xµ). We then have an element

B ∈ ξ1 such that y ∈ B but ρ
α−1

1

(xµ) /∈ B. Then A := ρα1
(B) ∈ B is such that

θα1
(A) = B so that A ∈ f∅[α1](ξ1), but xµ /∈ A, which is a contradiction. Using

induction and repeating the same argument we conclude that ξi is the ultrafilter in
Rαi

corresponding to ρ
α−1

1,i
(xµ). Now, if |α| is finite, as for the case of the empty

word, we have that ρα−1(xµ) ∈ X \
⊔

α∈L Vα, and hence, αxµ = α and f(xµ) = µ.
On the other hand, if |α| = ∞, then ρ

α−1

1,i
(x) /∈ X \

⊔
α∈L Vα for all i and again we

have αxµ = α and f(xµ) = µ.
To show that f is continuous, observe that if α ∈ L and A ∈ Rα, then A ⊆ Vα−1

and A′ = ρα(A) is such that f(A′) = N (α,A). More generally, for α ∈ W≥1 and
A ∈ Rα, we have A ⊆ V

α−1
n
, and one then also can see that A′ = ρα(A) is such that

f(A′) = N (α,A). Lastly, for A ∈ B, we have

f(A) = N (∅, A). (2)
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Then, for α ∈ W∗, A ∈ Rα, α1, · · · , αn ∈ W∗ and Ai ∈ Rαi
for i = 1, · · · , n, we

have

f−1
(
N (α,A) \ (∪n

i=1N (αi, Ai))
)
= A′ \ (∪n

i=1A
′
i) ∈ B,

where A′ = ρα(A) and A′
i = ραi

(Ai) for i = 1, · · · , n. Now, by the observation in
the proof of Lemma 3.8 and Remark 2.6, we have a basis of ∂E consisting of sets
of the form N (α,A) \ (∪n

i=1N (αi, Ai)). Thus, f is continuous. Also, By (2), we see
that f is an open map. Hence, f is a homeomorphism.

To prove that f is equivariant, it is enough to prove that

f(ρα−1(x)) = ϕα−1(f(x)) (3)

for all α ∈ L and all x ∈ Vα since ρ and ϕ are semi-saturated. To show (3), we only
need to check that r(ϕα−1(f(x))) is the ultrafilter in B corresponding to ρα−1(x).
Now, if f(x) = (eαi

ηi
)1≤i≤|αx|, where α1 = α and η1 = {A ∈ Rα : ρα−1(x) ∈ A}, then

we have ϕα−1(f(x)) = (eαi
ηi
)2≤i≤|αx|. It thus easily follows that

r(ϕα−1(f(x))) = h[α]∅(η1)

= {A ∈ B : ρα−1(x) ∈ A}.

Lastly, since f is an equivariant homeomorphism, it is straightforward to check
that the map F : F ⋉ρ X → F ⋉ϕ ∂E given by F ((x, t, y)) = (f(x), t, f(y)) is an
isomorphism of topological groupoids. �

We now look at the C*-algebraic version of Theorem 5.1. For that, we prove a
few lemmas first.

Lemma 5.2. Let A be a commutative C*-algebra and {p1, · · · , pn} a family of pro-
jections. Then, there exists a family of mutually orthogonal projections {q1, · · · , qm}
such that for all i = 1, . . . , n, there is Ii ⊆ {1, . . . ,m} such that pi =

∑
j∈Ii

qj.

Proof. This follows a usual disjointification of sets. See for instance [3, Lemma
4.1]. �

Lemma 5.3. Let A be a commutative C*-algebra generated by its projections and
B the set of all projections of A. Then B is a Boolean algebra with operations given

by p∩q = pq, p∪q = p+q−pq and p\q = p−pq for p, q ∈ B. Moreover A ∼= C0(B̂),

where B̂ is the Stone dual of B.

Proof. Let A0 be the *-subalgebra generated by the projections of A. By Lemma
5.2, an non-zero element of a ∈ A0 can be written as linear combination of non-zero
orthogonal projections. Suppose that a =

∑n
i=1 λipi ∈ A0, where pipj = 0 if i 6= j

and λi 6= 0 for all i, and let fa : B̂ → C be the function given by fa =
∑n

i=1 λi1Z(pi).
Note that

‖a‖ = max
i=1,...,n

|λi| = ‖fa‖ (4)

since Z(pi) ∩ Z(pj) = ∅ if i 6= j. We claim that fa does not depend on the choice
of decomposition for a. Suppose then that a =

∑m
j=1 σjqj, where qiqj = 0 if i 6= j,

and σj 6= 0 for all j. We apply Lemma 5.2 in the family {p1, . . . , pn, q1, . . . , qm} to
find a new family of non-zero mutually orthogonal projections {r1, . . . , rt}, which
is such that for each i = 1, . . . , n, there is Ii ⊆ {1, . . . , t} such that pi =

∑
k∈Ii

rk,
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and for each j = 1, . . . ,m, there is Jj ⊆ {1, . . . , t} such that qj =
∑

k∈Jj
rk. Note

that if i 6= i′, then Ii ∩ Ii′ = ∅ because pipi′ = 0. We can also assume that⋃n
i=1 Ii = {1, . . . , t}, for if there is k such that k /∈ Ii for all i, then rkpi = 0 for all

i, and hence ark = 0. This would imply that rkqj = 0 for all j and we can simply
remove rk from the list. Similarly Jj ∩ Jj′ = ∅ if j 6= j′ and

⋃m
j=1 Jj = {1, . . . , t}.

Moreover if Ii ∩ Jj 6= ∅, then λi = σj. For each k = 1, . . . , t, if we let ζk := λi = σj
for the unique i, j such that k ∈ Ii ∩ Jj , we see that

n∑

i=1

λi1Z(pi) =

t∑

k=1

ζk1Z(rk) =

m∑

j=1

σj1Z(qj),

proving the claim.

The map Φ0 : A0 → C0(B̂) given by Φ0(a) = fa is then well-defined. It is
easy to see that Φ0 is linear and preserves involution. Equation (4) shows that
Φ0 is an isometry, and an argument using Lemma 5.2 as above shows that Φ0 is

multiplicative. Since the set {1Z(p) : p ∈ B} generates C0(B̂), Φ0 extends to a

*-isomorphism from A onto C0(B̂). �

Lemma 5.4. Suppose that A = C0(X) for some locally compact Hausdorff space
X and let U be an open subset of X. Then, U is closed if and only if there is an
ideal J of A such that A = C0(U)⊕ J .

Proof. Suppose first that U is closed and let V = X\U . Then V is clopen and clearly
C0(U) ∩ C0(V ) = {0}. Given f ∈ C0(X), if we define fU : X → C by fU(x) = f(x)
if x ∈ U and fU(x) = 0 if x /∈ U , then, because U is clopen, fU ∈ C0(U). Similarly
we define fV so that f = fU + fV . It follows that A = C0(U)⊕ C0(V ).

Suppose now thatA = C0(U)⊕J for some ideal J . It is well-know that J = C0(V )
for some open subset V of X. Note that if U ∩ V 6= ∅, then there is f ∈ C0(U) ∩
C0(V ), and if X \ (U ∪ V ) 6= ∅, then there is f ∈ C0(X) \ (C0(U) ⊕ C0(V )), both
being contradictions. Hence U = X \ V and U is closed. �

Corollary 5.5. Let A be a commutative C*-algebra generated by its projections and
ρ = ({Dt}t∈F, {τt}t∈F) be a semi-saturated, orthogonal topological partial action of
a free group F on A such that for every generator α of F, we have A = Dα⊕Cα for
some ideal Cα of A. Then, there exists a Boolean dynamical system (B,L, θ) such
that A⋉τ F

∼= C∗(B,L, θ).

Proof. As discussed above, A ∼= C0(X) for some Stone space. The result then
follows from Lemmas 5.3 and 5.4, the Gelfand duality, Corollary 4.5 and Theorem
5.1. �

6. Graded and gauge-invariant ideals

As an application of the results of Section 5, we prove that if (B,L, θ,Iα) is a gen-
eralized Boolean dynamical system and I is a gauge-invariant ideal of C∗(B,L, θ,Iα),
then I itself is a C*-algebra of a generalized Boolean dynamical system. In order
to prove this result, we first prove that gauge-invariant ideals are graded ideals for
some suitable gradings.
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Let B be a C∗-algebra and let G be a discrete group. We say that B is G-graded
if there is a linearly independent family {Bg}g∈G of closed linear subspaces of B
such that, for all g, h ∈ G,

(1) BgBh ⊆ Bgh,
(2) B∗

g = Bg−1 , and
(3)

⊕
g∈GBg is dense in B.

Let B be a G-graded C∗-algebra with grading subspaces {Bg}g∈G. An ideal J of

B is said to be G-graded ideal if J =
⊕

g∈G Jg where each Jg = J ∩Bg.

By Corollary 4.5, there is a F-grading on C∗(B,L, θ,Iα), since C0(∂E)⋊ϕ̂F has a
natural F-grading given by the partial action. Namely, for t ∈ F, we set

(
C0(∂E)⋊ϕ̂

F
)
t
= C0(Ut)δt. There is also a Z-grading that comes from the isomorphism of

[9, Corollary 7.11]. More specifically, this grading is given by C∗(B,L, θ,Iα)n =
span{Sα,AS

∗
β,A : α, β ∈ L∗, |α|−|β| = n and A ∈ Iα∩Iβ}, where n ∈ Z. Because of

Theorem 4.4, we see that C∗(B,L, θ,Iα)n is the closure of
⊕

t∈F,|t|=nC
∗(B,L, θ,Iα)t.

Proposition 6.1. Let J be an ideal of C∗(B,L, θ,Iα). The following are equivalent:

(1) J is a F-graded ideal.
(2) J is a Z-graded ideal.
(3) J is a gauge-invariant ideal.

Proof. Note that the ∅-component with respect to the F-grading is contained in the
0-component with respect to the Z-grading so that (1) implies (2).

Suppose that J is a Z-graded ideal. For each n ∈ Z, z ∈ T and x ∈ J ∩
C∗(B,L, θ,Iα)n, we have that γz(x) = znx ∈ J ∩ C∗(B,L, θ,Iα)n. It follows that

γz

(⊕

n∈Z

J ∩ C∗(B,L, θ,Iα)n

)
⊆
⊕

n∈Z

J ∩ C∗(B,L, θ,Iα)n.

Since J is Z-graded and γz is continuous, we conclude that γz(J) ⊆ J and hence J
is gauge-invariant.

Finally, if J is gauge-invariant. By [6, Proposition 7.3], J is generated by elements
of the ∅-component of J and hence J is F-graded. �

Corollary 6.2. Let (B,L, θ,Iα) be a generalized Boolean dynamical system and
J be a gauge-invariant ideal of C∗(B,L, θ,Iα). Then, there exists a generalized
Boolean dynamical system (BJ ,LJ , θJ ,IJ

α) such that J ∼= C∗(BJ ,LJ , θJ ,IJ
α).

Proof. By Proposition 6.1, J is F-graded. By Corollary 4.5, we can see C0(∂E) as
a subalgebra of C∗(B,L, θ,Iα). Then, for I = J ∩ C0(∂E) we obtain an ideal of
C0(∂E) which is ϕ̂-invariant by [11, Proposition 23.11] and such that J = 〈I〉 by
[11, Proposition 23.1]. By [13, Proposition 3.1], we have that J ∼= I ⋊ϕ̂ F. Also,
there is an open set U of ∂E such that I ∼= C0(U), which is ϕ-invariant because I
is ϕ̂-invariant. Moreover, by [1], I ⋊ϕ̂ F ∼= C∗(F ⋉ϕ U). We note that U is a Stone
space because it is a open subset of the Stone space ∂E. By Lemmas 3.11 and
3.12, the sets Uα ∩ U are clopen with respect to U for all α ∈ L. By Theorem 5.1,
we obtain a generalized Boolean dynamical system (BJ ,LJ , θJ ,IJ

α ) modelling the
partial action of F on U . By Corollary 4.5, we obtain J ∼= C∗(BJ ,LJ , θJ ,IJ

α). �
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