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DIFFERENTIABILITY OF THE DIFFUSION COEFFICIENT
FOR A FAMILY OF INTERMITTENT MAPS

FANNI M. SELLEY

Leiden University Mathematical Institute, Niels Bohrweg 1 23383 CA Leiden

ABSTRACT. It is well known that the Liverani—Saussol-Vaienti map sat-
isfies a central limit theorem for Holder observables in the parameter
regime where the correlations are summable. We show that when C?
observables are considered, the variance of the limiting normal distribu-
tion is a C'' function of the parameter. We first show this for the first
return map to the base of the second branch by studying the Green-
Kubo formula, then conclude the result for the original map using Kac’s
lemma and relying on linear response.

1. INTRODUCTION

We consider a one-parameter family { f, }ae4 of Pomeau—-Manneville type
maps introduced by Liverani, Saussol and Vaienti [18]. Provided that o €
[0,1), each map preserves a unique probability measure v, and exhibits
polynomial decay of correlations for Holder observables [18, 20]. Restricting
a further to [0,1/2), the central limit theorem also holds: ergodic sums
of centered observables, normalized by /n, converge in distribution to a
Gaussian random variable with mean zero and variance o(a) [20, 9]. In
this paper we study the smoothness of the mapping a — o2().

The question is motivated by the deterministic diffusion on the real line
defined by [16]. Diffusion can be characterized by the linear growth rate
of the mean square displacement of an ensemble of moving particles, called
the diffusion coefficient. A short calculation shows that the said system
on the real line is conjugated to a Pomeau—Manneville type map of the
interval, and the corresponding quantity of the diffusion coefficient is o2 ()
associated to a particular observable. So knowing the regularity of o2(«)
gives information about the parameter dependence of the diffusion itself.

Continuity properties of the diffusion coefficient associated to different
types of dynamics were studied extensively, for an overview see the book [13]
and references therein. In [7] a diffusion on the real line was defined where
trajectories for most time are localized to boxes By = [N, N+1)x [N, N+1),
but at certain instances they can move to either By_1 or By41. The analytic
expression of the map is such that the system on the real line is conjugated
to an interval map, which aides calculations a great deal. Focusing on this
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simple setting, the piecewise linear case was studied in [I4, 15, 11] and
low regularity was reported both from the analytic and geometric measure
theory perspective. In [11] the setting was generalized to a family of maps
exhibiting exponential decay of correlations with uniform parameters, and
log-Lipschitz continuity of the diffusion coefficient was proved with methods
relying mainly on the transfer operator approach. The paper [1(], providing
our motivation, proposed to consider a family of intermittent maps and
study the so-called generalized diffusion coefficient in the parameter regime
of anomalous diffusion. In the regime of normal diffusion [3] proved the
continuity of the diffusion coefficient for a wide variety of (f,-independent)
potentials. In fact, for the zero potential (measure of maximal entropy)
they proved that the diffusion coefficient as a function of f, varies in a
continuously differentiable way.

In this paper we consider the regime of normal diffusion, i.e. « € [0,1/2)
(and the SRB measure v,). Then the variance o%(a) can be given as the sum
of correlations by the Green—Kubo formula, so the smoothness of correlations
gives a good guess for the smoothness of 0?(a). The first (self-correlation)
term in the formula is [ ¢%dv,. The smooth differentiability of the mapping
a— [ ?dv, is the question of linear response, which is well understood for
the family of maps in question [, 17]. The higher order terms [ p-apoTEdu,
have an additional a-dependence in the integrand 1 - ¢ o T¥, however since
o +— T¥ is smooth, the smoothness of o f Y-1poTrdy, follows. Continuity
of o2(a) follows from the summability of correlations, but in order to show
continuous differentiability, one also has to show that the a-derivatives of the
correlations are summable. Making these steps precise we show that smooth
differentiability also holds for the higher order terms of the Green—-Kubo
formula, furthermore, o + 02(a) € Clla_,a ] forany 0 < a_ < ay < 1/2.

The idea of the proof is to define the usual first return map, prove smooth
differentiability for the corresponding variance 52(a) and conclude the same
regularity for o?(a) by using Kac’s formula. The calculations make use
of the linear response result and technical estimates of [17], but the issues
sketched above require work that goes beyond being a mere corollary of
linear response.

We note that another important quantity characterizing diffusion is the
drift coefficient (the expectation of the normal random variable given by
the central limit theorem in case of a non-centered observable ¢). This
translates to the integral [ ¢ dv,, hence the smooth differentiability as a
function of « is covered by the linear response result of [1, 17].

The structure of this paper is as follows: in Section 2 we introduce our
setting, main results and give a sketch of the proof. Section 3 contains the
proof of our main theorem. Section 4 is devoted to concluding remarks on
possible further directions of research.

Acknowledgements. 1 would like to express my gratitude to Wael Bah-
soun for providing me perspective and guidance for this work. I would also
like to thank Alexey Korepanov, Julien Sedro and Dalia Terhesiu helpful
discussions.

Notational remark. Throughout these notes, we will denote the Lebesgue
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measure on [0,1] by m. Furthermore C' > 0 will denote a generic constant
whose value might change from one line to the next.

2. SETTING AND MAIN RESULT

We consider the Liverani-Saussol-Vaienti map f, : [0,1] — [0,1] defined
as

(1)

It is well known that this map preserves a unique (Lebesgue) absolutely
continuous measure v,, with density function p, [18].

The following theorem is also well known, see for example [20, Theorem
6] or [9, Theorem 4.1].

falz) = z(1+2%%) for 0<2<1/2
T 2w -1 for 1/2 <z <1.

Theorem 2.1. Let 0 < o < 1/2 and ¢ : [0,1] — R a C? function. Denote
Shtp = Z?;OI Yo fl and Yo =Y — [ padm. Then there exists o > 0 such

that S\"/%“ converges in distribution to a random variable N'(0,0?).

Actually, [20, Theorem 6] considers ¢ that is Holder continuous, while [9,
Theorem 4.1] is stated for C! observables. We state this weaker version of
both theorems for C? observables, as this is the setting that we will use.

Obviously 02 = 02(a). The goal of these notes is to study the smoothness
of the mapping a — 0%(). Our main statement is the following:

Theorem 2.2. Let 0 < a_ < ay < 1/2. In the setting of Theorem 2.1,
a s o?(a) € CYja_, ay)).
In the rest of this section we give the outline of the proof.

Let To(x) = min{n > 1 : T¥(x) € (1/2,1]} be the return time to the
interval (1/2,1]. Define the induced map F, : (1/2,1] — (1/2,1] as

Fa(x) = f;a(x)(x)’ (2)
and the induced observable
Ta(z)—1

k=0

As a slight abuse of notation, we denote the ergodic sums of U, under F,
also by S,V,, that is,

n—1
S0, = Z\ila o Fé{
=0

Since Fy, is a mixing Gibbs-Markov map (see [!, Lemma 3.60]) with a unique
invariant measure i, (see [2, Lemma 4.4.1]), and ¥,, € L%([1/2,1]), we can
conclude that the induced map also satisfies a Central Limit Theorem in the

sense that S"% converges in distribution to a random variable (0, 52()).

Using [9, Theorem 4.8] and Kac’s lemma, we show that
5°(a)

2 —
7 (a) B fTosza’

(3)
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By [17] (see in particular the proof of [17, Theorem 1.1]), the map «
[ Tadpiq is continuously differentiable (and trivially bounded from below),
hence it is sufficient to study the smoothness of o+ 52(a).

Remark 2.3. By Kac’s lemma we also obtain that

T f@adya
Uodpg = +——=0.
/ H fTadMa 0

We express 72(a) with the Green-Kubo formula:

5% () :/@g d,ua—l—QZ/\i’a-\i/aoFs it (4)
k>1
We first prove (in Proposition 3.5) that all correlations are individually
continuously differentiable functions of « in the sense that

a /\ifg{ diie € CH[a_, ay])
o (5)
o /\Pa o0 Frdp, € Clla_,ay]), k> 1.

We then show (in Proposition 3.6) that the series

Z/%-%oFo’fdua and Z@a</\i}a-@aoF§dua> (6)

E>1 k>1
converge uniformly, from which we can conclude that
o #%(a) € Cl(la—, a4,

finishing the proof of Theorem 2.2.
In the next section we will make these steps precise.

3. PROOF

In the first part of this section we argue the central limit theorem for the
induced map and Equation (3) giving the connection between the variances
02 and 2. These results are part of the general folklore, but we give an
argument for the sake of completeness as exact references are hard to track
down in the literature.

In the second part we study the Green—Kubo formula (4) in depth, proving
(5) and (6). The calculation makes use of the linear response result of [17],
and takes things a few steps further to obtain continuous differentiability of
().

3.1. Central limit theorem for the induced map. Let zo = 1, set
Tnit = Fa ) N[0, 1/2] and yyy = £ (20) N (1/2, 1) Let L = (gus1, )
and J, = (Zp41,%n). Define the partition 7; as the collection of intervals
{I}nen, and similarly 7 as {J,}nen. Note that for z € I, 7o(z) = n —
meaning that 7y partitions (1/2,1] according to their return time.

Let s(x,y) be the separation time of z,y € (1/2,1] under Fj:

s(z,y) = inf{n € N: F?(z) and F](y) are in separate elements of 7}

We extend this definition to [0,1/2] as follows: let x,y € [0,1/2] and denote
by 2’,y their first returns to (1/2,1]. If fi(x) and fi(y) stay in the same
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partition elements of 7; until their first return to (1/2,1], set s(x,y) =
s(2’,y') + 1, otherwise s(z,y) = 0.

Define dg(z,y) = 0@ for some 6 € (1,2]. Then ((1/2,1], ttar, Fa) is
also Gibbs-Markov for the metric dy. *

We now study the induced observable. Let g be a function from I,, € 7y
to R. Define the Lipschitz semi-norm of g as

’g‘Lip(]n) =inf{C >0:Vax,yel, |g(z)—g(y) < C@‘S(ﬂﬁvy)}_
Proposition 3.1. ¥, € L? and >, IUJCV(IT)|¢]CV|Lip(I,A) < .

Proof. We first show the induced observable is in L?. Recall that

Ta(z)—

Z ba(fh(x

and 1&04 € C?. Write
\iloz(x) = \iloz( ) — Talz )T/Ja( ) + Ta(x)l/;a(o)

Ta(z)—

= Z ¢a fa 1&0{(0)’

We have 41—z, ~ 1/n'*t1/® (for instance by [1, Equation (3. 149)]), thus

/7’ ,\Zk (Tpa1 — xp) < Zsz-l/k1+1/a<oo

k>1 k>1

for all a € (0,1/2). For the other term, we first exploit that ¢ is Lipschitz

continuous with constant C. This implies that 1&04 is Lipschitz with constant
C, hence

Ta(z)—1 Ta(z)—1
Y Walfa(@) a0 <C Y |fi(2)
k=0 k=0

For £ € (Yni1,Yn), we have fi(x) € (zpy1-i,Tn_q), thus |fi(z)| < e(n —
i)~/ Then

n—1
‘\iloz(x) = Ta(z) - 1&04(0)’ <c+ CZ(l/j)l/a < cnt-t/e
j=1

/(@“ — To $a(0))? = Y KPR e =y " gl

k>1 k>1

and

which is summable for all « € (0,1). Thus ¥, € L2

We now prove the second statement. Since the induced map on (1/2,1] is
uniformly expanding with expansion factor A = 2, it is clear that |33 —y|l <
Co—5@), Using that 1), is Lipschitz continuous, we get [thq () — Vo (y)| <
Clz —y| < CO5@Y),

1Indeed expansion is evident since §~*Fa(@).Fa¥)) — g=s(@u)+l — g . g=(=¥) and we
get the distortion estimate by using |Fo (z) — Fa(y)| < CO~5Fa (@) Faw)),
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By the definition of the separation time, we can see that for =,y € I,

r—1 r—1
S [l fE(@)) = dalfEy)l < CoUa@fa®) < Crg=s@v)
k=0 k=0

and thus |\ifa|Lip(1T) < Cr. Furthermore, since du, = hodm, where h, €
L, we have |h,| < C,, and

| (L) < Clm(I)| < C(1/r)H1 e,
similarly to previous computations. This gives
Z'U'O‘(IT’)’\T}OJ’L@([T) < CZT,*I/Q{ < 0.
r>1 =1
O

The central limit theorem for the induced map (as stated below) follows
by [5, Theorem 1.4].

Theorem 3.2.
S, U,
Vn

&2:/ﬁzgduaJrzZ/@a.@aongﬂa.
E>1

— N(0,62) in distribution,

and

Next we prove the relation between the variances corresponding to the
original and the induced map.

Proposition 3.3.

~2

2 _ (o)
7 &w-_ fTQdﬂa

Proof. Let Y = (1/2,1]. Recall that
Sn¥aq

NG — N(0,6%(a)).

We first show that

- Y 0
SnTa —1/Va(Y) is tight and  sup Lk of
vn o<k<ym VI

tends to 0 in probability.

(7)
Indeed, consider the observable g equal to 1—1/v,(Y) on Y and 1 elsewhere
(this observable is not C2, but C? on [0,1/2] and [1/2,1] which is sufficient).
Then the corresponding induced observable is 7, — 1/v,(Y"), and by Theo-

rem 3.2, Méya(y) converges to a Gaussian random variable, hence the
sequence S"P%/L”“(Y) is tight. To show that supy<y< /n ‘Sf/\%“‘ tends to 0

in probability, it suffices to show that S’“% tends almost surely to 0. This

follows from the Birkhoff ergodic theorem, since T, is integrable.
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Thus by [9, Theorem 4.8], we have

— e (0,6 (a)
[nva(Y))
By recalling that Snﬁ — N(0,0%(0)), we obtain that 5%(a)ve(Y) = o?(a).

By Kac’s formula, v,(Y) = W giving the result.
U

3.2. Analysis of the Green—Kubo formula. In this section we will prove
that

aH/\i/ihadm—i—QZ/\i/a-\i/aoFéf-hadmECl([a_,a+])
k>1

for any 0 < a— < ay < 1/2. As a first step we prove that the correlations
are continuously differentiable.

We first recall a key lemma from [17] which we will use on many occasions.
To state this lemma we introduce some notation. Denote by g, the inverse
of the left branch of f,, and for z € [0,1] let z. = ¢/ (z). Furthermore,
denote Fy|r, = Fan and G, = (F; ). Finally, define

{1 r<e
loggxz =
log x T>e

where log is the logarithm with base e.

Lemma 3.4. Forn € N,

(KO0) |z/,| <1 [17, Equation 5.5]

(K1) |2, | < Cn~(etD/e [17, Lemma 5.3]

(K2) |2ll/zl| < C = ||G/a,n/Ga,nHoo < C [17, Lemma 5.4]

(K3) |z /2| < C = |GG /Ganlloo < C 17, Lemma 5.5]

(K4) |00z < Cn~1/*(loggn)? [17, Lemma 5.6]

(K5) |0azh/2,| < C(loggn)3 = |0aGan/Ganlleo < C(loggn)? [17, Lemma
5.7]

(K6) HaaFa_,rleoo < Cn~'%(loggn)? < C(loggn)? [17, Lemma 5.6 and

Equation 5.1]

Recall that the transfer operator P of a nonsingular map T : I — [ is
defined as the left adjoint of the composition (Koopman operator), that is,

/@-Pwdm:/gpowadm, pe L™ ¢el
1 1
We will denote the transfer operator of T, by P,.

Proposition 3.5.
o /\TJ@ Wy 0 FF hydm e CY[a_, ay))

for all k > 0.
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Proof. Write

/\ifa-\ifaoFO’f-ha dm:/PO’f(\i'aha)-\ifadm

- /Pa (Po’f(\ifaha)-\ifa> dm

For n= (ni,...,ng) let Fyp =Fan, 0 0 Fqp, and Gop = (F(;é)’ With
this notation we can write

/Pa Po’f(\i/aha)-@a> dm

Da / Pa Pg(xﬁaha)-@a) dm

[ Y ullhae ko Bk (o Fid o Fily ) ao Fil)

nE=1 no=1

X GonoFy 1 - Gamg b dm 9)

a,ng

It is clear that the summands in (8) are jointly continuous functions of «
and the spatial variable x, and this also holds for their partial derivatives
with respect to a appearing in (9). Indeed, continuity of terms involving

he follows by [17, Theorem 2.1]), and for the terms involving U, we rely on
[17, Theorem 1.1}).
In the rest of the proof we show that the series

Z Z h OF Oéno)(\ll OF Fano)(\ll OFano)

ne=1 no=1

X Gon o Frl - Game (10)

a,no

Z Za{h OF ano)(\ll OF Fa%g)(\i’aoFaiio)

ne=1 no=1
X GanoFa_nO 'Ga,no} (11)
converge uniformly.

We first show that (10) converges uniformly. This will imply the con-
tinuity of @ — [, - U, 0 FF . ho dm. According to [17, Theorem 2.1],
ha € C?([1/2,1]), hence ||ha|lsoc < K where K does not depend on a.

First compute that

no—1
(B0 0 Frl )(2) =t ( - 1) # 3 dnlle)

:’[Z}a <2n0+1> +Zowa Zj
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giving ||\i'a o an0||oo < C’||1/)a||oo(n0 + 1) < 2C|¢Y]|oo(no + 1). The same
argument gives also ||¥, o FoloF ) [l < C(ng+1).

We have [|Ga,nllc = 5 sup, |2},| < Cny ~(143) by (K1) from Lemma 3.4.
Furthermore,

— k _ —
G :(Foznk oFoznl) :Hizl(Fozn,)(Fam 1 "OFoz,rlzl)
1
hence [|Ganlloo < [|Gamnilloo - |Gangllos < C(nl...nk)f(HE) (note that
C = C(k), but this causes no issue for the present argument as we view k
fixed.)
Putting all this together, we can bound the k-fold sum in (8) by

o o
03 3 ot e om0+,
np=1 no=1
which is finite if a € (0,1/2).
To show that (11) converges uniformly, we first study the 9, partial deriva-
tives of the summands in (8), starting with

Oa(haq o F (Oaha) o F 1/

_ / — 1
a(nno))_ +h oF OuF,

,(n,mo0) «a (n no) " a,(n,no)

By [17, Theorem 2.1] 9,hq € C([1/2,1]) and ||0ahallco < K, for a constant
K > 0 independent of «. Since

Oa(Fyp, 0 -0 Fy ) ) =0a(F, nk) (Fom,_ 0 0Fut)
+ (Fyph o oF, no)a (Fa_% oo F )
= Oa(Fayn) o (Fan, ,© oFano)
+ Ga (g, ) Oa(Fp, 0+ 0 F LY

we obtain by induction that

Ha ( anko"' ano ”OO<CZH8 an]HOO (12)
7=0

(where we repeatedly used the fact that ||Ganlleoc < C(k + 1) when |n| <
k+1)
By (K6) from Lemma 3.4 we have H(?aFa_’,llj oo < C(loggn;)? and hence

k
Haoz(haoF(;(lﬂ,no))Hoo < C’Z(loggnj)2 (13)
j=0

Next we compute that

Zng + 1

(B0 Fh)(2) =o' (2

no

) aozzno + Z T;Z)/(Zj)aaznj - (nO + 1)8a¢a
j=1

Since |0n2n,| < C by (K4) from Lemma 3.4 and |8ata| < C by [17, Theorem

1.1] we obtain the bound ||, (¥, o F, Fit s < C(l¥llcr + 1)(no + 1) and

by a similar argument

100 (Yo 0 F, (o) lse < Clivller(no +1) (14)
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Next,
Gq oFa_no—Hk 167’0”%0}704_’7111,_1o---oFojrll0

and

k
aa(Ga,ﬂoF(;rlm)zzaa[Ga,nJ Fa_nj 1 "'OFoz_,rlzo]
j=1
XHZ‘#]'GO(’”Z.OFOZ}%71O---OF(;}LO

We have

Bo(Gagny © oy 00 Foupy)

:aa(Ganj)oF_ OFa_no

+(GCVJLJOF04711]1 oFano)'a(Fa_njl "'OFa_,rlm)

:aa(Ganj)oF_ OFoc_no

+G/oz, Fa_njl OFoz_no'(Fa_,rlel OFano)'a(Fa_njl OFocno

By (K2) from Lemma 3.4 we have ||Gy, ,, /Gan,llc < C and by (K5) we see
that [|0nGa,n;/Gan,lleo < C. Using furthermore (12) we obtain

1
1+1 iz
”aa(GOJM FaVllJ 1©7° ano)”OO < Cn ( ) <10ggn] 3+ Z loggnm >

m=0
and hence
N j—1
||aa(Ga,no ano)HOO < CH] 175 ~(1) Z ((IOggnJ S+ Z logg 1y, )
j=1 m=0

(15)
Using the previously computed bounds on the supremums and the bounds
(13), (14) and (15) on the partial derivative, we obtain for (11)

Z Za{h O F Loyl Y(Wao ol o Pyl Y(WaoFyt)

nE=1 no=1

X Ga,n oF, 1. Ga,no}

a,ng
o o 1
<03 S o+ 12 (ng. o) () (logg ny)?
ne=1 no=1

+ 2(7”[,0 + 1)2(n0 . nk)_(l"'é)
+ (no+1)2(ng . .. ng)~ @)L (logg ny)*TTE ! (logg ;) 2
< 00

for v € (0,1/2) and thus o+ 9y [ Py <P0’f(\ilaha) : \ila) is continuous.

The next proposition claims that both the correlations and their partial
derivatives with respect to a are summable. Then it follows from Proposi-
tions 3.5 and 3.6 that o + &(a) € C'([a_, ay]) which concludes the proof
of Theorem 2.2.

)
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Proposition 3.6. The series

Z/‘I’ W o FFhodm and »_ 0q (/@a-ﬁzaopjj-hadm>

k>1 k>1

converge uniformly.

Proof. We first show that

Z/\y Wy o0 FF . hydm = Z/Pkmh W, dm

k>1 k>1

converges uniformly. Our first observation is the following:

Lemma 3.7.
z— PE(U k) (z) € C?

Proof. Since P, : C? — C?, it is enough to prove the lemma for k = 1.

o0

Po(Waha) = (ha 0 Fy ) (Wa 0 Fy2)Gan

n=1

where ho 0 F }L, U, 0F; L and G, . are continuously differentiable in x, and

we have seen prev1ously that Ihallo < K, H\I/a o amHOO < C(n+1) and
||Ga,nHoo S C’l’Li(lJré). Thus

Z| (ha o Fyh)(Wa o0 Fh)G a,n|gc§:(n+1)n*<1+é)<oo (16)

n=1

implying that the sum converges uniformly and z — P, (¥oha)(z) is con-
tinuous.
We now study

[e.9]

Zax [(ha o Fyr) (Va0 Fyt)Ganl

According to [17, Theorem 2.1] we in fact have ||hq|/c2 < K and

/

(Voo Fyp)(2) = | da ( i 1) +nzlwa 7))

n 1\ N
_ ’(%)ZWZW%M

thus H(i’aoFoZ}L)’HOO < Cl[Y]ler(n+1) (using that z; < 1 by (K0) of Lemma
3.4).
Finally, |G, /Ganllec < C by (K2) from Lemma 3.4. Thus

Y 10ul(ha 0 Fd)($a 0 Fyt)Ganll < €3 0~ (Ha)(n+1) <
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o)) (z) is continuous. We do similar calculations
«))”(z) is continuous. We compute

implying that z — (P,(

U,h
to prove that 2 — (Py(¥sh

232 [(ha o Fyp) (a0 Fyt)Ganl

and for fixed n we get nine terms that are continuous individually. We can
easily compute that [|(ha 0 Fy 1) lleo < C, [[(Za0 Fy )" oo < Clltbflc2(n+1)
(using that |2;'| < C by (K2) from Lemma 3.4), and |G, ,,/Ganllec < C by
(K3) from Lemma 3.4. By using bounds computed previously, we obtain
that

N 12 [(ha 0 F k) ($a 0 Fyd)Ganll < C 3 (n+ 1n~(1F2) < oo,
n=1

implying that the sum converges uniformly. (]
By [17, Corollary 4.8]
Hpg(@ahoz)“(ﬁ <C(1- H)kHPa(\i’ozha)HCi i=1,2 (17)

for some 0 € (0,1) and C > 0. We obtain ||Py(¥sha)llcr < C by the

computation of Lemma 3.7 and |[¥4]|; < C by a computation very similar
to that in Proposition 3.1. Hence

3 < ClPa(Faho)llos [Fall S0 - 0)F

k>2 k>2
<C> (1-0)f

which proves the first statement of the proposition.
We now study

Zaa</\11 g o FF hdm> Z/a Pk\Ilh)\If dm>.

/Po’f(\i/aha) Wy dm

k>1 E>1
Write
/ e (ng(\ifaha)xifa dm) - / Pr(Waha)0ay dm + / Oa P (W o ho)| Ty dm
= (I)+ (II)
First,

= / Po(PE(Waha)0a Vo) dm =: / Po(Pada¥eo) dm
where by Equation (17) we have ||pa|lcr < C(1 — 0)*. Write

/ o (Pa0aTo) dm = /ZpaoFO;}L-aa@aoFO:}L-Gamdm
n>1
Now
0oV o Fop = 0a(Vao Fyh) =Wl o Frl - 0uF, )
=9, (\pa oF 1) = (WaoFyt) (Gapn) ™+ 0aFiun
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thus
2 _ _1
[(Oa¥q 0 Fa,rlz)GamHoo < C(n+1)n"a(logg n)z
by (14) and (K6) from Lemma 3.4, thus

Z \paoF;}L-aa@aoF;}L-Gam] < C(l—@)kZC(n—i—l)(loggn)%fé < o0

n>1 n>1
for « < 1/2, and
(I) < C1(1 - 6)k, (18)
Next,
(11) = / PO [Bha] B dm + / D[ PX](Woho ) By dm
— (I1a) + (I1b)

With (I7a) we can do the same argument as with [ P¥(W,h, )P, dm, pro-
vided that z — PF(0,Waha + ¥adahe)(x) € CL.

Lemma 3.8.
x> PP, Uoha + Wabaha)(z) € CF

Proof. Tt is enough again to prove the statement for k = 1. We write

Po(0al¥aha))
Z Oaha 0 Fy ) (Vo 0 Fyt)Gap + (ha 0 Fap)(0aVa 0 Fyb)Gay
All terms are continuous in x, and the sum uniformly converges since

Z [(Oaha o Fy i) (Wa o Fyt)Gan + (ha o Fyl)(0a¥a 0 Fy b )Ganl

< Z(n +1)(logg n)?n" = < oo,

n=1
As for the continuity of z — (P*(8aWaha + ¥adaha)) (x), we write
(P (Oal¥ahal))’

= i[((a ha)' o Fon)(Wa 0 Fin) + (W 0 Fopn)(8aa 0 By )G
n=1

+ [(Oaha oF—l)(@aoFC;}L) + (ha 0 Fy ) (0a¥o 0 Fy )G
+ [((Oaha) 0 Fyp)(Wo 0 Fy) + (ha oF 2)(0a¥q 0 F )G, (19)

We compute that
(Oa[¥a 0 Fopl) = vf (2—2“) 2 Oazn + (Z " 1) Dap
Oaz

+ZT/) Zz Za Zz+¢(zz) (%2
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and since | ]|, |0, 2]] < C and |0,2]| < C(logg i)* we have ||(9a[¥a0Fs 1)) |00 <
C(n +1)(logg n)? and thus
1(0aWa 0 Fyl) Gamlloo < [1(8al¥a 0 Fyp]) lloo| Ganlloo
+ ”(@; °© Fo?,rlz)lGamHoouaaFoz}mHoo + ”(@; o FOZ}L)GQWHOOHBQ(FOZ%)'”OO
C(n+1) [(loggn)*n~ (%) + (loggn)?n™+ + (logg n)n~(143)
thus

(19) < Cin_(Hé)(n + 1)(logg n)5n7é < 0.
n=1

O
Returning to (I/a), we write
(ITa) = / Py (PF(0,[Uaha) )04 dm =: / Po(qaWy) dm,
and we have
/P Qa dm‘ Z‘anF F 'Ga,n‘
n>1
<CA-0)F) Cn+1)n +3)
n>1
giving
(ITa) < Cy(1 — ). (20)

Finally, we study (I11b). Write

ZPk ZP — Py le Zpk ZQale

=1

da[PX] = lim

a—a’ o — o

using similar notation to [17]. Hence
/ Ou[PX) (W oho) Uy dm = / zk: PEQ P (W ho )0, dm
=1
We first look at the 7 > 2 terms of thle sum. Then
i 1P Qa P (Waha) Vol < CR(L = 0)" Qs (Taha) et [Wal

< Ck(1 — 0)F Y|P (Waha)l ez Pa)
< Ck(1 - 9)k72HPa(\i]aha)HC’2|ila|

using [17, Lemma 4.1] in the second step, and (17) in the first and third
step. We obtain || Py (Vaha)||c2 < C by the computation of Lemma 3.7 and
|[Walli < C by a computation very similar to that in Proposition 3.1. Thus

‘/ZP’“ 1QuP (Woho) ¥, dm| < Ck(1 —0)F72,
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As for the ¢ = 1 term, we show that Qa(\i/aha) € C'. Indeed,
o)=Y 0a[UaoF, ) haoFy) - Gan

n>1
= 0a[VaoFy}] haoFy) - Gan
n>1
+ \i’a OFO:}% “ Oalha 0 Foz_,rlz] ~Gan
+Wao0F, )k haoFyp 0aGan
Each term is continuous in z, and by previously computed bounds we can
upper bound the sum by

C’Z n+1)(1 + (loggn)? + (logg n)3)n_(1+é) < 00,
n>1

hence it converges uniformly. By similar argument we also get that (Qa(\i’aha))’
is continuous: we compute

Qa(Waha) = 0:0a[Vao Fy) - hoo o - Gapl,
n>1

and we see that for fixed n each of the nine terms are continuous in x. By
using previously computed bounds, we again upper bound the sum by

C Z(n + 1)(logg n)3n_(1+é) < 00,

n>1

proving that it converges uniformly.
Then by (17) we have

Hpg_lQa(\i’ahoz)”Cl < C(l - H)k_la
thus

ifk=1

() < 1 & ey (21)
Cgk(l — 0) itk >2

We can conclude the proof of the proposition by combining (18), (20) and

(21) to obtain

Z/a P’“\If wha) W dm)<C+CZk1—

k>1 k>2

4. CONCLUDING REMARKS

A number of further questions would be interesting to study in the future.
The most straightforward one would be considering an observable for which
¥(0) = 0 and o € (1/2,1). In this case the central limit theorem holds [¥]
and according to a 2002 announcement by Hu, correlations are summable
— making the Green—Kubo formula well-defined. However, a proof of this
statement is not possible to track down in the literature. Provided that this
in fact holds, we can expect that a +— o%(a) € Clla_,ay] for any 1/2 <
a_ < ay < 1. However, the calculations in these notes made use of o < 1/2
in several places so the generalization is not completely straightforward.



16 DIFFUSION COEFFICIENT OF INTERMITTENT MAPS

FIGURE 1. LSV-type map with a non-full branch

For a general observable 1, we have (S,1)/n® converging in distribution
to a random variable with a stable law of index 1/« [3]. In this case the
first task would be to give a proper definition for the diffusion coefficient.
Venturing to the regime of o« > 1, f,, preserves a o-finite measure, and the
corresponding anomalous diffusion calls for the definition of a generalized
diffusion coefficient, possibly along the lines of [16]. It would be an intriguing
task to check rigorously the discontinuities and fractal properties of the
diffusion coefficient uncovered by numerics in [16].

Returning to the setting of the current paper, another interesting question
would be to study further regularity of the drift- and diffusion coefficient as
a function of a. C?-smoothness of the drift coefficient is sometimes called
quadratic response in the literature and has essentially only been studied
in the uniformly expanding setting [10]. The first task would be to clear
quadratic response for the LSV map, then one could move on to study
higher order regularity of the diffusion coefficient.

Another possible direction of generalization would be to consider LSV-
type maps with a non-full branch, such as the one displayed on Figure 1. In
this setting one could study the regularity of the induced map’s diffusion co-
efficient by the methods developed in [11] to obtain a log-Lipschitz modulus
of continuity, namely

16%(a) — 6%())| < Cla—o/|(1 + |log|a — )2, a,d €[a_,ay]

which would be inherited by o(a), provided that o | Tadpq has the same
type of (or better) regularity. For this, the regularity of o — 7, and a — hy,
has to be studied. According to [12], |hq — ho/|1 < Cla— ||log |a — /||
(the infinite number of branches does not cause a difficulty in the proof),
but the regularity of a +— 7, remains to be studied.

It should be possible to study the diffusion coefficient as a function of
both the parameter « and the height H of the second branch, and obtain

|5%(a, H)=6%(o/, H')| < C(la—o/|+|H — H'))(1+|log(Ja—o|+|H — H'])|)?

for all (o, H), (o/,H') € [a—,ay]| x [H_, Hy| where 0 < a_ < ay < 1/2 and
1/2 < H_ < H; <1 (so that the second branch is expanding.)
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