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Abstract

We introduce a zero-sum game problem of mean-field type as an extension of the classical zero-

sum Dynkin game problem to the case where the payoff processes might depend on the value of the

game and its probability law. We establish sufficient conditions under which such a game admits

a value and a saddle point. Furthermore, we provide a characterization of the value of the game

in terms of a specific class of doubly reflected backward stochastic differential equations (BSDEs)

of mean-field type, for which we derive an existence and uniqueness result. We then introduce a

corresponding system of weakly interacting zero-sum Dynkin games and show its well-posedness.

Finally, we provide a propagation of chaos result for the value of the zero-sum mean-field Dynkin

game.

Keywords: Dynkin game, Mean-field, Backward SDEs with jumps, Interacting particle system,

Propagation of chaos
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1 Introduction

The Dynkin game as introduced in [18] is a two-persons game extension (or a variant) of an optimal

stopping problem. It is extensively used in various applications including wars of attrition (see, e.g.

[22, 27, 38, 20], pre-emption games (see, e.g. [21]), duels (see, e.g. [3, 7, 43] and the surveys by Radzik

and Raghavan [42] and in financial applications including game options (see, e.g. [8, 19, 23, 26, 31] and

the survey by Kifer [32].

The general setup for a zero-sum Dynkin game over a finite time interval [0, T ] (henceforth sometimes

called Dynkin game) consists of Player 1 choosing to stop the game at a stopping time τ and Player

2 choosing to stop it at a stopping time σ. At τ ∧ σ := min(τ, σ) the game is over and Player 1 pays

Player 2 the amount

J (τ, σ) := χτ1{τ≤σ<T} + ζσ1{σ<τ} + ξ1{τ∧σ=T},
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where the payoffs χ, ζ and ξ are given processes satisfying χt ≤ ζt, 0 ≤ t < T and χT = ζT = ξ. The

objective of Player 1 is to choose τ from a set of admissible stopping times to minimize the expected

value Jτ,σ := E[J (τ, σ)], while Player 2 chooses σ from the same set of admissible stopping times to

maximize it. In the last few decades, Dynkin games have been extensively studied under several sets of

assumptions including [1, 2, 4, 5, 29, 34, 35, 37, 39, 44, 45] (the list being far from complete). The two

main questions addressed in all these papers are: (1) whether the Dynkin game is fair (or has a value)

i.e. whether the following equality holds.

inf
τ
sup
σ
Jτ,σ = sup

σ
inf
τ
Jτ,σ;

(2) whether the game has a saddle-point i.e. whether there exists a pair of admissible strategies (stopping

times) (τ∗, σ∗) for which we have

Jτ∗,σ ≤ Jτ∗,σ∗ ≤ Jτ,σ∗ .

By a simple change of variable, the expected payoff can be generalized to include an instantaneous

payoff process g(t), so that

Jτ,σ := E [R0(τ, σ)] .

where

Rt(τ, σ) :=

∫ τ∧σ

t

g(s)ds+ χτ1{τ≤σ<T} + ζσ1{σ<τ} + ξ1{τ∧σ=T}, 0 ≤ t ≤ T.

Cvitanić and Karatzas [10] were first to establish a link between these Dynkin games and doubly

reflected stochastic differential equations (DRBSDE) with driver g(t) and obstacles χ and ζ, in the

Brownian case when χ and ζ are continuous processes, which turns out decisive for forthcoming work

which considers more general forms of zero-sum Dynkin games including the case where the obstacles

are merely right continuous with left limits, and also when the underlying filtration is generated by both

the Brownian motion and an independent Poisson random measure, see [24, 25, 26] and the references

therein.

Motivated by problems in which the players use risk measures to evaluate their payoffs, Dumitrescu

et al. [17] have considered ’generalized’ Dynkin games where the ’classical’ expectation E[ · ] is replaced

the more general nonlinear expectation Eg(·), induced by a BSDE with jumps and a nonlinear driver g.

The link between Dynkin games and DRBSDEs suggested in [10] goes as follows. Assume that under

suitable conditions on g, χ, ζ and ξ defined on the filtered probability space (Ω,F , (Ft)t,P), carrying

out a Brownian motion B, there is a unique solution (Y, Z,K1,K2) to the following DRBSDE




(i) Yt = ξ +
∫ T

t
g(s)ds+ (K1

T −K1
t )− (K2

T −K2
t )−

∫ T

t
ZsdBs, t ∈ [0, T ],

(ii) ζt ≥ Yt ≥ χt, t ∈ [0, T ],

(iii)
∫ T

0 (Yt − ζt)dK
1
t = 0,

∫ T

0 (Yt − χt)dK
2
t = 0,

(1.1)

where the processes K1 and K2 are continuous increasing processes, such that K1
0 = K2

0 = 0. Then the

process Y admits the following representation

Yt = ess inf
τ≥t

ess sup
σ≥t

E[Rt(τ, σ)|Ft] = ess sup
σ≥t

ess inf
τ≥t

E[Rt(τ, σ)|Ft], 0 ≤ t ≤ T. (1.2)
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The formula (1.2) tells us is that the ’upper-value’ V t := ess inf
τ≥t

ess sup
σ≥t

E[Rt(τ, σ)|Ft] and the ’lower-

value’ V t := ess sup
σ≥t

ess inf
τ≥t

E[Rt(τ, σ)|Ft] of the game coincide and they are equal to the first component

of the solution (Y, Z,K1,K2) to the DRBSDE (1.1), in which case the zero-sum Dynkin game has a

value and is given by

Y0 = inf
τ
sup
σ

E[R0(τ, σ)] = sup
σ

inf
τ
E[R0(τ, σ)].

Main contributions. In this paper, motivated by applications to life insurance (see an example

below), we suggest a generalization of the above zero-sum Dynkin game, where we consider the case

where the payoff depends on the ’values’ V of the game and their probability laws PV :

g(t) := f(t, Vt,PVt
), χt := h1(t, Vt,PVt

), ζt := h2(t, Vt,PVt
)

so that, for every t ∈ [0, T ],

Rt(τ, σ, V ) :=

∫ τ∧σ

t

f(s, Vs,PVs
)ds+h1(τ, Vτ ,PVs

|s=τ )1{τ≤σ<T}+h2(σ, Vσ ,PVs
|s=σ)1{σ<τ}+ξ1{τ∧σ=T}.

The upper and lower values of the game satisfy

V t := ess inf
τ≥t

ess sup
σ≥t

E[Rt(τ, σ, V )|Ft], V t := ess sup
σ≥t

ess inf
τ≥t

E[Rt(τ, σ, V )|Ft]. (1.3)

Due to the dependence of the payoff on the probability law of the ’value’, we call the game whose upper

and lower values satisfy (1.3), a zero-sum mean-field Dynkin game. This new type of games are more

involved then the standard Dynkin games, since the first question one has to answer is the existence of

the upper (resp. lower) value. The first main result of this paper is to show that, when the underlying

filtration is generated by both the Brownian motion and an independent Poisson random measure, under

mild regularity assumptions on the payoff process, the upper and lower values V and V of the game

exist and are unique. Then, we show this game has a value (i.e. V t = V t, 0 ≤ t ≤ T, P-a.s.), which

can be characterized in terms of the component Y of the solution of a new class of mean-field doubly

reflected BSDEs, whose obstacles might depend on the solution and its distribution (see Section 2). We

prove the results in a general setting when the driver of the doubly reflected BSDE might also depend

on z and u and the method we propose to show the existence of the value of the game (and the solution

of the corresponding mean-field doubly reflected BSDE) is based on a new approach which avoids the

standard penalization technique. We also provide sufficient conditions under which the game admits a

saddle-point, the main difficulty in our framework being due to the dependence of the obstacles on the

value of the game. The second main result consists in proving the existence of the value of the following

system of interacting Dynkin games which take the form

V
i,n

t := ess inf
τ≥t

ess sup
σ≥t

E[Ri,n
t (τ, σ, V

n
)|Ft], V

i,n
t := ess sup

σ≥t
ess inf
τ≥t

E[Ri,n
t (τ, σ, V n)|Ft], (1.4)

where

Ri,n
t (τ, σ, V n) :=

∫ τ∧σ

t f(s, V i,n
s , 1

n

∑n
j=1 δV j,n

s
)ds+ h1(τ, V

i,n
τ , 1

n

∑n
j=1 δV j,n

s
|s=τ )1{τ≤σ<T}

+h2(σ, V
i,n
σ , 1

n

∑n
j=1 δV j,n

s
|s=σ)1{σ<τ} + ξi,n1{τ∧σ=T}.
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and providing sufficient conditions under which a saddle point exists. We also show the link with the

solution of a system of interacting doubly reflected BSDEs, with obstacles depending on the solution,

for which the well-posedness is addressed in the general case when f might also depend on z and u.

The third main contribution is a convergence result, which shows that, under appropriate assumptions

on the involved coefficients, the value V is limit (as n → ∞), under appropriate norms, of V i,n (the

value of the interacting zero-sum Dynkin game). A related propagation of chaos type result is derived.

1.1 Motivating example from life insurance

One of the main motivations of studying the class of zero-sum mean-field Dynkin games (1.3) and

(1.4) is the pricing of the following prospective reserves in life insurance. Consider a portfolio of a

large number n of homogeneous life insurance policies ℓ. Denote by Y ℓ,n the prospective reserve of

each policy ℓ = 1, . . . , n. Life insurance is a business which reflects the cooperative aspect of the pool

of insurance contracts. To this end, the prospective reserve is constructed and priced based on the

averaging principal where an individual reserve Y ℓ,n is compared with the average reserve 1
n

∑n
j=1 Y

j,n

a.k.a. model point among actuaries. In particular, in nonlinear reserving, the driver f i.e. the reward

per unit time, the solvency/guarantee level h1 (lower barrier) and the allocated bonus level h2 (upper

barrier) i.e. the fraction of the value of the global market portfolio of the insurance company allocated

to the prospective reserve, depend on the reserve of the particular contract and on the average reserve

characteristics over the n contracts (since n is very large, averaging over the remaining n − 1 policies

has roughly the same effect as averaging over all n policies): For each ℓ = 1, . . . , n,

f(t, Y ℓ,n
t , (Y m,n

t )m 6=ℓ) := αt − δtYt + βt max(θt, Y
ℓ,n
t − 1

n

∑n
k=1 Y

k,n
t ),

h1(Y
ℓ,n
t , (Y m,n

t )m 6=ℓ) =
(
u− c1(Y ℓ,n

t ) + µ( 1n
∑n

k=1 Y
k,n
t − u)+

)
∧ St,

h2(Y
ℓ,n
t , (Y m,n

t )m 6=ℓ) =
(
c2(Y ℓ,n

t ) + c3( 1n
∑n

k=1 Y
k,n
t )

)
∨ S′

t,

(1.5)

where 0 < µ < 1, S is the value of the ’benchmark’ global portfolio of the company and S′ some

higher value of that global portfolio used by the company as a reference (threshold) to apply the bonus

allocation program, where at each time t, St ≤ S′
t and the involved functions c1, c2 and the parameters

u, µ are chosen so that h1(Y
ℓ,n
t , (Y m,n

t )m 6=ℓ) ≤ h2(Y
ℓ,n
t , (Y m,n

t )m 6=ℓ). The driver f includes the discount

rate δt and deterministic positive functions αt, βt and θt which constitute the elements of the withdrawal

option. The solvency level h1 is constituted of a required minimum of a benchmark return (guarantee)

u, a reserve dependent management fee c1(Y ℓ,n
t ) (usually much smaller than u) and a ’bonus’ option

( 1
n

∑n
k=1 Y

k,n
t − u)+ which is the possible surplus realized by the average of all involved contracts. The

allocated bonus level h2 is usually prescribed by the contract and includes a function c2(Y ℓ,n
t ) which

reflects a possible bonus scheme based the individual reserve level and another function c3( 1n
∑n

k=1 Y
k,n
t )

which reflects the average reserve level.

The Dynkin game is between two players, the insurer, Player (I), and each of the N insured (hold-

ers of the insurance contracts), Player (Hℓ), where each of them can decide to stop it i.e. exit

the contract at a random time of her choice. Player (I) stops the game when the solvency level

4



h1(Y
ℓ,n
t , (Y m,n

t )m 6=ℓ) of the ℓth player is reached, while Player (Hℓ) stops the game when its allocated

bonus level h2(Y
ℓ,n
t , (Y m,n

t )m 6=ℓ) is reached.

The prospective reserve Y ℓ,n is an upper value (resp. lower value) for the game if Player (Hℓ) (resp.

Player (I)) acts first and then Player (I) (resp. Player (Hℓ)) chooses an optimal response.

Sending n to infinity in (1.5), yields the following forms of upper or lower value dependent payoffs

of the prospective reserve of a representative (model-point) life insurance contract:

f(t, Yt,E[Yt]) := αt − δtYt + βt max(θt, Yt − E[Yt]),

h1(Yt,E[Yt]) =
(
u2 − c1(Yt) + µ1(E[Yt]− u)+

)
∧ St,

h2(Yt,E[Yt]) =
(
c2(Yt) + c3(E[Yt])

)
∨ S′

t.

1.2 Organization of the paper

In Section 2 we introduce a class of zero-sum mean-field Dynkin games. Under mild regularity as-

sumptions on the coefficients involved in the payoff function, we show existence and uniqueness of the

upper and lower values of the game. We also show that the game has a value and characterize it as

the unique solution to a mean-field doubly reflected BSDE. Moreover, we give a sufficient condition

on the obstacles which guarantees existence of a saddle-point. In Section 3, we introduce a system of

n interacting zero-sum Dynkin games and show that it has a value and characterize it as the unique

solution to a system of interacting doubly reflected BSDEs. Furthermore, we give sufficient conditions

on the barriers which guarantee existence of a saddle-point for each component of the system. Finally,

in Section 4, we show that the limit, as n → ∞, of the value of system of interacting zero-sum Dynkin

games converges to the value of the zero-sum mean-field Dynkin game in an appropriate norm. As a

consequence of that limit theorem, we establish a propagation of chaos property for the value of the

system of interacting zero-sum Dynkin games.

Notation.

Let (Ω,F ,P) be a complete probability space. B = (Bt)0≤t≤T is a standard d-dimensional Brownian

motion and N(dt, de) is a Poisson random measure, independent of B, with compensator ν(de)dt such

that ν is a σ-finite measure on IR∗, equipped with its Borel field B(IR∗). Let Ñ(dt, du) be its compensated

process. We denote by F = {Ft} the natural filtration associated with B and N . Let P be the σ-algebra

on Ω× [0, T ] of Ft-progressively measurable sets. Next, we introduce the following spaces with p > 1:

• Tt is the set of F-stopping times τ such that τ ∈ [t, T ] a.s.

• Lp(FT ) is the set of random variables ξ which are FT -measurable and E[|ξ|p] <∞.

• Sp
β is the set of real-valued càdlàg adapted processes y such that ||y||p

Sp

β

:= E[ sup
0≤u≤T

eβps|yu|
p] <∞.

We set Sp = Sp
0 .

• Sp
β,i is the subset of Sp

β such that the process k is non-decreasing and k0 = 0. We set Sp
i = Sp

0,i.

5



• L
p
β is the set of real-valued càdlàg adapted processes y such that ||y||p

L
p
β

:= sup
τ∈T0

E[eβpτ |yτ |
p] <∞.

L
p
β is a Banach space (see Theorem 22 in [11], pp. 60 when p = 1). We set L

p = L
p
0.

• Hp,d is the set of P-measurable, IRd-valued processes such that E[(
∫ T

0 |vs|
2ds)p/2] <∞.

• Lp
ν is the set of measurable functions l : IR∗ → IR such that

∫
IR∗ |l(u)|

pν(du) < +∞. The set L2
ν is a

Hilbert space equipped with the scalar product 〈δ, l〉ν :=
∫
IR∗ δ(u)l(u)ν(du) for all (δ, l) ∈ L2

ν×L
2
ν ,

and the norm |l|ν,2 :=
(∫

R∗ |l(u)|
2ν(du)

)1/2
. If there is no risk for confusion, we sometimes denote

|l|ν,2 := |l|ν .

• B(IRd) (resp. B(Lp
ν)) is the Borel σ-algebra on IRd (resp. on Lp

ν).

• Hp,d
ν is the set of predictable processes l, i.e. measurable

l : ([0, T ]× Ω× IR∗,P ⊗ B(IR∗)) → (IRd,B(IRd)); (ω, t, u) 7→ lt(ω, u)

such that ‖l‖p
Hp,d

ν

:= E

[(∫ T

0

∑d
j=1 |l

j
t |

2
νdt
) p

2

]
<∞. For d = 1, we denote Hp,1

ν := Hp
ν .

• Pp(IR) is the set of probability measures on IR with finite pth moment. We equip the space Pp(IR)

with the p-Wasserstein distance denoted by Wp and defined as

Wp(µ, ν) := inf

{∫

IR×IR

|x− y|pπ(dx, dy)

}1/p

,

where the infimum is over probability measures π ∈ Pp(IR × IR) with first and second marginals

µ and ν, respectively.

2 Zero-sum mean-field Dynkin games and link with mean-field

doubly reflected BSDEs

In this section, we introduce a new class of zero-sum mean-field Dynkin games which have the par-

ticularity that the payoff depends on the value of the game, which is shown to exist under specific

assumptions. For this purpose, we first recall the notion of f -conditional expectation introduced by

Peng (see e.g. [40]), which is denoted by Ef and extends the standard conditional expectation to the

nonlinear case.

Definition 2.1 (Conditional f -expectation). We recall that if f is a Lipschitz driver and ξ a random

variable belonging to Lp(FT ), then there exists a unique solution (X, π, ψ) ∈ Sp × Hp,d × Hp
ν to the

following BSDE

Xt = ξ +

∫ T

t

f(s,Xs, πs, ψs)ds−

∫ T

t

πsdWs −

∫ T

t

∫

IR⋆

πs(de)dÑ (ds, de) for all t ∈ [0, T ] a.s.

For t ∈ [0, T ], the nonlinear operator Ef
t,T : Lp(FT ) 7→ Lp(Ft) which maps a given terminal condition

ξ ∈ Lp(FT ) to the first component Xt at time t of the solution of the above BSDE is called conditional

6



f -expectation at time t. It is also well-known that this notion can be extended to the case where the

(deterministic) terminal time T is replaced by a general stopping time τ ∈ T0 and t is replaced by a

stopping time S such that S ≤ τ a.s.

In the sequel, given a Lipschitz continuous driver f and a process Y , we denote by f ◦ Y the map

(f ◦ Y )(t, ω, y, z, u) := f(t, ω, y, z, u,PYt
).

We introduce the following definitions.

Definition 2.2. Consider the map Ψ : Lp
β −→ L

p
β given by

Ψ(Y )t := ess sup
τ∈Tt

ess inf
σ∈Tt

Ef◦Y
t,τ∧σ[h1(τ, Yτ ,PYs

|s=τ )1{τ≤σ<T} + h2(σ, Yσ ,PYs
|s=σ)1{σ<τ} + ξ1{σ∧τ=T}].

We define the first or lower value function of the zero-sum mean-field Dynkin game, denoted by V , as

the fixed point of the application Ψ, i.e. it satisfies

V t = Ψ(V )t. (2.1)

Definition 2.3. Let the map Ψ : Lp
β −→ L

p
β be given by

Ψ(Y )t := ess inf
σ∈Tt

ess sup
τ∈Tt

Ef◦Y
t,τ∧σ[h1(τ, Yτ ,PYs

|s=τ )1{τ≤σ<T} + h2(σ, Yσ ,PYs
|s=σ)1{σ<τ} + ξ1{σ∧τ=T}].

The second or upper value function of the zero-sum mean-field Dynkin game, denoted by V , as the fixed

point of the application Ψ, i.e. it satisfies

V t = Ψ(V )t. (2.2)

Definition 2.4. The zero-sum mean-field Dynkin game is said to admit a common value function,

called the value of the game, if V and V exist and V t = V t for all t ∈ [0, T ], P-a.s.

More precisely, the value of the game, denoted by V , corresponds to the common fixed point of the

applications Ψ and Ψ, i.e. it satisfies Vt = Ψ(V )t = Ψ(V )t. The main result of this section consists in

providing conditions under which the game admits a value, showing the existence and uniqueness of the

solution of a new class of mean-field doubly reflected BSDEs given below and establishing the connec-

tion between the value of the mean-field Dynkin game and the solution of the mean-field reflected BSDE.

Let us introduce the new class of doubly reflected BSDEs of mean-field type associated with the driver

f , the terminal condition ξ, lower barrier h1 and upper barrier h2.

Definition 2.5. We say that the quadruple of progressively measurable processes (Yt, Zt, Ut,K
2
t ,K

2
t )t≤T

7



is a solution of the mean-field reflected BSDE associated with (f, ξ, h1, h2) if, when p ≥ 2,





(i) Y ∈ Sp, Z ∈ Hp,d, U ∈ Hp
ν ,K

1 ∈ Sp
i and K2 ∈ Sp

i

(ii) Yt = ξ +
∫ T

t
f(s, Ys, Zs, Us,PYs

)ds+ (K1
T −K1

t )− (K2
T −K2

t )

−
∫ T

t ZsdBs −
∫ T

t

∫
IR⋆ Us(e)Ñ(ds, de), t ∈ [0, T ],

(iii) h2(t, Yt,PYt
) ≥ Yt ≥ h1(t, Yt,PYt

), ∀t ∈ [0, T ],

(iv)
∫ T

0
(Yt− − h1(t, Yt−,PYt−

))dK1
t = 0,

∫ T

0
(Yt− − h2(t, Yt−,PYt−

))dK2
t = 0,

(v) dK1
t ⊥ dK2

t , t ∈ [0, T ].

(2.3)

The last condition dK1
t ⊥ dK2

t is imposed in order to ensure the uniqueness of the solution. For

the reader’s convenience, we recall here the definition of a mutually singular measures associated with

increasing predictable processes.

Definition 2.6. Let A = (At)0≤t≤T and A′ = (A′
t)0≤t≤T belonging to Sp

i . The measures dAt and dA′
t

are said to be mutually singular and we write dAt ⊥ dA′
t if there exists D ∈ P such that

E

[∫ T

0

1DcdAt

]
= E

[∫ T

0

1DdA
′
t

]
= 0.

We make the following assumption on (f, h1, h2, ξ).

Assumption 2.1. The coefficients f, h1, h2 and ξ satisfy the following properties.

(i) f is a mapping from [0, T ]× Ω× IR × IR× Lp
ν × Pp(IR) into IR such that

(a) the process (f(t, 0, 0, 0, δ0))t≤T is P-measurable and belongs to Hp,1;

(b) f is Lipschitz continuous w.r.t. (y, z, u, µ) uniformly in (t, ω), i.e. there exists a positive

constant Cf such that P-a.s. for all t ∈ [0, T ],

|f(t, y1, z1, u1, µ1)− f(t, y2, z2, u2, µ2)| ≤ Cf (|y1 − y2|+ |z1 − z2|+ |u1 − u2|ν +Wp(µ1, µ2))

for any y1, y2 ∈ IR, z1, z2 ∈ IR, u1, u2 ∈ Lp
ν and µ1, µ2 ∈ Pp(IR).

(c) Assume that dP⊗ dt a.e. for each (y, z, u1, u2, µ) ∈ IR2 × (L2
ν)

2 × Pp(IR),

f(t, y, z, u1, µ)− f(t, y, z, u2, µ) ≥ 〈γy,z,u1,u2,µ
t , l1 − l2〉ν , (2.4)

with

γ : [0, T ]× Ω× IR2 × (L2
ν)

2 × Pp(IR) 7→ L2
ν ;

(ω, t, y, z, u1, u2, µ) 7→ γ
y,z,u1,u2,µ
t (ω, ·)

P ⊗ B(IR2)⊗ B((L2
ν)

2)⊗ B(Pp(IR)) measurable satisfying ‖γy,z,u1,u2,µ
t (·)‖ν ≤ C for all

(y, z, u1, u2, µ) ∈ IR2× (L2
ν)

2 ×Pp(IR), dP⊗ dt-a.e., where C is a positive constant, and such

that γy,z,u1,u2,µ
t (e) ≥ −1, for all (y, z, u1, u2, µ) ∈ IR2 × (L2

ν)
2 × Pp(IR), dP⊗ dt⊗ dν(e)-a.e.

8



(ii) h1, h2 are measurable mappings from [0, T ] × Ω × IR × Pp(IR) into IR such that h1(t, y, µ) :=

h̃1(t, y, µ) ∧ St and h2(t, y, µ) := h̃2(t, y, µ) ∨ S
′
t, where

(a) St and S′
t are quasimartingales in Sp, with St ≤ S′

t P-a.s. for all 0 ≤ t ≤ T ,

(b) the processes
(
sup(y,µ)∈IR×Pp(IR) |h1(t, y, µ)|

)
0≤t≤T

and
(
sup(y,µ)∈IR×Pp(IR) |h2(t, y, µ)|

)
0≤t≤T

belong to Sp,

(c) h̃1 (resp. h̃2) is Lipschitz w.r.t. (y, µ) uniformly in (t, ω), i.e. there exists two positive

constants γ1 (resp. κ1 ) and γ2 (resp. κ2 ) such that P-a.s. for all t ∈ [0, T ],

|h̃1(t, y1, µ1)− h̃1(t, y2, µ2)| ≤ γ1|y1 − y2|+ γ2Wp(µ1, µ2),

|h̃2(t, y1, µ1)− h̃2(t, y2, µ2)| ≤ κ1|y1 − y2|+ κ2Wp(µ1, µ2)

for any y1, y2 ∈ IR and µ1, µ2 ∈ Pp(IR),

(d) h1(t, y, µ) ≤ h2(t, y, µ) for all y ∈ IR and µ ∈ Pp(IR).

(iii) ξ ∈ Lp(FT ) and satisfies h2(T, ξ,Pξ) ≥ ξ ≥ h1(T, ξ,Pξ).

Remark 2.1. The above assumptions (ii) on the obstacles h1 and h2 imply the Mokobozki condition

h1(t, y, µ) ≤ S′
t ≤ h2(t, y, µ), for all (t, y, µ) ∈ [0, T ]× IR× Pp(IR), P-a.s.,

since S′ is a quasimartingale.

Remark 2.2. We note that if h̃1 (resp. h̃2) depends only on µ i.e. h̃1(t, y, µ) = h̃1(t, µ) (resp.

h̃2(t, y, µ) = h̃2(t, µ)), the domination condition (ii)(b) can be dropped.

Theorem 2.1 (Existence of the value and link with mean-field doubly reflected BSDEs). Suppose that

Assumption 2.1 is in force for some p ≥ 2. Assume that γ1, γ2, κ1 and κ2 satisfy

γ
p
1 + γ

p
2 + κ

p
1 + κ

p
2 < 23−

5p
2 . (2.5)

Then,

(i) The mean-field Dynkin game admits a value V ∈ Sp.

(ii) The mean-field doubly reflected BSDEs (2.3) has a unique solution (Y, Z, U,K1,K2) in Sp⊗Hp⊗

Hp
ν ⊗ Sp

i ⊗ Sp
i .

(iii) We have V· = Y·.

Remark 2.3. In the Brownian motion case, existence and uniqueness of the solution to (2.3) is derived

in [9], in the particular case when the mean-field coupling is in terms of E[Yt] and the driver f does

not depend on z and u, under the so-called ’strict separation of obstacles’ condition. The result in [9]

is obtained under a smallness condition different from (2.5).
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Proof. Step 1 (Well-posedness and contraction property of the operators Ψ and Ψ). We derive these

properties only for the operator Ψ since a similar proof holds for the operator Ψ.

We first show that Ψ is a well-defined map from L
p
β to itself. Indeed, let Ȳ ∈ L

p
β . Since h1 and h2

satisfy Assumption 2.1 (ii), it follows that h1(t, Ȳt,PȲt
) ∈ Sp and h2(t, Ȳt,PȲt

) ∈ Sp. Therefore, there

exists a unique solution (Ŷ , Ẑ, Û , K̂1, K̂2) ∈ Sp ×Hp,1 ×Hp
ν × (Sp

i )
2 of the reflected BSDE associated

with the obstacle processes h1(t, Ȳt,PȲt
) and h2(t, Ȳt,PȲt

), the terminal condition ξ and the driver

(f ◦ Ȳ )(t, ω, y, z, u). Since f satisfies Assumption 2.1 (i.c), by classical results on the link between the

Y -component of the solution of a doubly reflected BSDE and optimal stopping games with nonlinear

expectations (see e.g. [17]), we obtain Ψ(Ȳ ) = Ŷ ∈ Sp ⊂ L
p
β .

Let us now show that Ψ : Lp
β −→ L

p
β is a contraction on the time interval [T − δ, T ], for some small

δ > 0 to be chosen appropriately. First, note that by the Lipschitz continuity of f and h, for Y, Ȳ ∈ Sp
β ,

Z, Z̄ ∈ Hp,1, and U, Ū ∈ Hp
ν ,

|f(s, Ys, Zs, Us,PYs
)− f(s, Ȳs, Z̄s, Ūs,PȲs

)| ≤ Cf (|Ys − Ȳs|+ |Zs − Z̄s|+ |Us − Ūs|ν +Wp(PYs
,PȲs

)),

|h1(s, Ys,PYs
)− h1(s, Ȳs,PȲs

)| ≤ γ1|Ys − Ȳs|+ γ2Wp(PYs
,PȲs

),

|h2(s, Ys,PYs
)− h2(s, Ȳs,PȲs

)| ≤ κ1|Ys − Ȳs|+ κ2Wp(PYs
,PȲs

).

(2.6)

For the p-Wasserstein distance, we have the following inequality: for 0 ≤ s ≤ u ≤ t ≤ T ,

sup
u∈[s,t]

Wp(PYu
,PȲu

) ≤ sup
u∈[s,t]

(E[|Yu − Ȳu|
p])1/p, (2.7)

from which we derive the following useful inequality

sup
u∈[s,t]

Wp(PYu
, δ0) ≤ sup

u∈[s,t]

(E[|Yu|
p])1/p. (2.8)

Fix Y, Ȳ ∈ L
p
β . For any T − δ ≤ t ≤ T , by the estimates (A.1) on BSDEs (see the appendix, below), we
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have

|Ψ(Y )t −Ψ(Ȳ )t|
p

= |ess inf
σ∈Tt

ess sup
τ∈Tt

Ef◦Y
t,τ∧σ[h1(τ, Yτ ,PYs|s=τ )1{τ≤σ<T} + h2(σ, Yσ ,PYs|s=σ)1{σ<τ} + ξ1{τ∧σ=T}]

−ess inf
σ∈Tt

ess sup
τ∈Tt

Ef◦Ȳ
t,τ∧σ[h1(τ, Ȳτ ,PȲs|s=τ )1{τ≤σ<T} + h2(σ, Ȳσ ,PȲs|s=σ)1{σ<τ} + ξ1{τ∧σ=T}]|

p

≤ ess sup
τ∈Tt

ess sup
σ∈Tt

∣∣∣Ef◦Y
t,τ∧σ[h1(τ, Yτ ,PYs|s=τ )1{τ≤σ<T} + h2(σ, Yσ ,PYs|s=σ)1{σ<τ} + ξ1{τ∧σ=T}]

−Ef◦Ȳ
t,τ∧σ[h1(τ, Ȳτ ,PȲs|s=τ )1{τ≤σ<T} + h2(σ, Ȳσ ,PȲs|s=σ)1{σ<τ} + ξ1{τ∧σ=T}]

∣∣∣
p

≤ ess sup
τ∈Tt

ess sup
σ∈Tt

ηp2
p
2−1

E

[(∫ τ∧σ

t e2β(s−t)|(f ◦ Y )(s, Ŷ τ,σ
s , Ẑτ,σ

s , Û τ,σ
s )

−(f ◦ Ȳ )(s, Ŷ τ,σ
s , Ẑτ,σ

s , Û τ,σ
s )|2ds

)p/2

+2p/2−1epβ(τ∧σ−t)|
(
h1(τ, Yτ ,PYs|s=τ )− h1(τ, Ȳτ ,PȲs|s=τ )

)
1{τ≤σ<T}

+
(
h2(σ, Yσ ,PYs|s=σ)− h2(σ, Ȳσ ,PȲs|s=σ)

)
1{σ<τ}|

p|Ft

]

= ess sup
τ∈Tt

ess sup
σ∈Tt

ηp2
p
2−1

E

[(∫ τ∧σ

t e2β(s−t)|f(s, Ŷ τ,σ
s , Ẑτ,σ

s , Û τ,σ
s ,PYs

)

−f(s, Ŷ τ,σ
s , Ẑτ,σ

s , Û τ,σ
s ,PȲs

)|2ds
)p/2

+epβ(τ∧σ−t)(|h1(τ, Yτ ,PYs|s=τ )− h1(τ, Ȳτ ,PȲs|s=τ )|

+|h2(τ, Yτ ,PYs|s=τ )− h2(σ, Ȳσ ,PȲs|s=σ)|)
p|Ft

]
,

with η, β > 0 such that η ≤ 1
C2

f

and β ≥ 2Cf + 3
η , where (Ŷ τ,σ, Ẑτ,σ, Û τ,σ) is the solution of the

BSDE associated with driver f ◦ Ȳ , terminal time τ ∧ σ, terminal condition ξ and terminal condition

h1(τ, Ȳτ ,PȲs|s=τ )1{τ≤σ<T} + h2(σ, Ȳσ ,PȲs|s=σ)1{σ<τ} + ξ1{τ∧σ=T}. Therefore, using (2.6) and the fact

that, for ρ = τ, σ,

Wp
p (PYs|s=ρ,PȲs|s=ρ) ≤ E[|Ys − Ȳs|

p]|s=ρ ≤ sup
ρ∈Tt

E[|Yρ − Ȳρ|
p], (2.9)

we have, for any t ∈ [T − δ, T ],

epβt|Ψ(Y )t −Ψ(Ȳ )t|
p ≤ ess sup

τ∈Tt

ess sup
σ∈Tt

E

[∫ τ∧σ

t
epβ(s−t)δ

p−2
2 2

p
2−1ηpC

p
fE[|Ys − Ȳs|

p]ds

+2
p
2−1epβ(τ∧σ−t)

{
γ1|Yτ − Ȳτ |+ γ2(E[|Ys − Ȳs|

p]|s=τ + κ1|Yσ − Ȳσ|+ κ2(E[|Ys − Ȳs|
p]|s=σ

}1/p
)p|Ft

]

≤ ess sup
τ∈Tt

ess sup
σ∈Tt

E

[∫ τ∧σ

t
epβs2

p
2−1δ

p−2
2 ηpC

p
fE[|Ys − Ȳs|

p]ds

+2
p
2−1epβτ∧σ

{
4p−1γ

p
1 |Yτ − Ȳτ |

p + 4p−1γ
p
2E[|Ys − Ȳs|

p]|s=τ

+4p−1κ
p
1|Yσ − Ȳσ|

p + 4p−1κ
p
2E[|Ys − Ȳs|

p]|s=σ

}
|Ft

]
.

Therefore,

epβt|Ψ(Y )t −Ψ(Ȳ )t|
p ≤ ess sup

τ∈Tt

E[G1(τ)|Ft] + ess sup
σ∈Tt

E[G2(σ)|Ft] := V 1
t + V 2

t ,

where
G1(τ) :=

∫ τ

T−δ
epβs2

p
2−1ηpδ

p−2
2 C

p
fE[|Ys − Ȳs|

p]ds

+2
p
2−1epβτ (4p−1γ

p
1 |Yτ − Ȳτ |

p + 4p−1γ
p
2E[|Ys − Ȳs|

p]|s=τ ),

G2(σ) := 2
p
2−1epβσ(4p−1κ

p
1|Yσ − Ȳσ|

p + 4p−1κ
p
2E[|Ys − Ȳs|

p]|s=σ).

(2.10)
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which yields

sup
τ∈TT−δ

E[epβτ |Ψ(Y )τ −Ψ(Ȳ )τ |
p] ≤ sup

τ∈TT−δ

E[V 1
τ + V 2

τ ]. (2.11)

We have

sup
τ∈TT−δ

E[Vτ ] ≤ α sup
τ∈TT−δ

E[epβτ |Yτ − Ȳτ |
p], (2.12)

where α := 2
p
2−1δ1+

p−2
2 ηpC

p
f + 2

p
2−14p−1(γp1 + γ

p
2 + κ

p
1 + κ

p
2) and Vt := V 1

t + V 2
t .

Let σ ∈ T0. Indeed, by Lemma D.1 in [30], there exist sequences (τ1n)n and (τ2n)n of stopping times in

Tσ such that

V 1
σ = lim

n→∞
E[G1(τ1n)|Fσ]

and

V 2
σ = lim

n→∞
E[G2(τ2n)|Fσ].

Therefore, by Fatou’s Lemma, we have

E[V 1
σ ] + E[V 2

σ ] ≤ lim
n→∞

E[G1(τ1n)] + lim
n→∞

E[G2(τ2n)] ≤ sup
τ∈TT−δ

E[G1(τ)] + sup
τ∈TT−δ

E[G2(τ)].

Using (2.9) and noting that epβτE[|Ys − Ȳs|
p]|s=τ = E[epβs|Ys − Ȳs|

p]|s=τ , we obtain

sup
τ∈TT−δ

E[G1(τ)] + sup
τ∈TT−δ

E[G2(τ)] ≤ α sup
τ∈TT−δ

E[epβτ |Yτ − Ȳτ |
p]

which in turn yields (2.12).

Assuming (γ1, γ2, κ1, κ2) satisfies

γ
p
1 + γ

p
2 + κ

p
1 + κ

p
2 < 41−p21−

p
2

we can choose

0 < δ <

(
1

2
p
2−1ηpC

p
f

(
1− 4p−12

p
2−1(γp1 + γ

p
2 + κ

p
1 + κ

p
2)
)) p

2p−2

to make Ψ a contraction on L
p
β over the time interval [T − δ, T ], i.e. Ψ admits a unique fixed point over

[T − δ, T ].

Step 2 (Existence of the value of the game and link with the mean-field doubly reflected BSDE (2.3)).

Let V ∈ L
p
β be the fixed point for Ψ obtained in Step 1 and (Ŷ , Ẑ, Û , K̂1, K̂2) ∈ Sp × Hp,1 × Hp

ν ×

(Sp
i )

2 be the unique solution of the standard doubly reflected BSDE, with barriers h1(s, V s,PVs
) and

h2(s, V s,PV s
) and driver g(s, y, z, u) := f(s, y, z, u,PV s

), i.e.

Ŷt = ξ +
∫ T

t
f(s, Ŷs, Ẑs, Ûs,PVs

)ds+ (K̂1
T − K̂1

t )− (K̂2
T − K̂2

t )

−
∫ T

t ẐsdBs −
∫ T

t

∫
IR⋆ Ûs(e)Ñ(ds, de), T − δ ≤ t ≤ T.

Then, by Theorem 4.1. in [17], we have

Ŷt = Ψ(V )t = Ψ(V )t,
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which combined with Step 1, gives Ŷ· = V · and V · = Ψ(V )· Thus, V · = V · = Ŷ·. This relation also

yields existence of a solution for (2.3) on [T −δ, T ]. Hence, by the uniqueness of the solution of a doubly

reflected BSDE, we obtain uniqueness of the associated processes (Ẑ, Û , K̂1, K̂2) and combined with

the fixed point property of V , we derive existence and uniqueness of the solution of (2.3) on [T − δ, T ].

Applying the same method as in Step 1 on each time interval [T − (j+1)δ, T − jδ], 1 ≤ j ≤ m, with the

same operator Ψ, but with terminal condition YT−jδ at time T − jδ, we build recursively, for j = 1 to

m, a solution (Y j , Zj, U j ,K1,j,K2,j). Pasting properly these processes, we obtain an unique solution

(Y, Z, U,K1,K2) of (2.3) on [0, T ].

By using again the relation between classical Dynkin games and doubly reflected BSDEs, we also get

the existence of a value of the game V , which satisfies V· = Y·, and therefore also belongs to Sp.

We now introduce the definition of S-saddle points in our setting and provide sufficient conditions

on the barriers which ensure the existence of saddle points.

Existence of a S-saddle point. Assume that the mean-field Dynkin game admits a common value

(Vt). The associated payoff is denoted by

P (τ, σ) := h1(τ, Vτ ,PVτ
)1{τ≤σ<T} + h2(τ, Vτ ,PVτ

)1{σ<τ} + ξ1{τ∧σ=T}.

We now give the definition of a S-saddle point for this game problem.

Definition 2.7. Let S ∈ T0. A pair (τ⋆, σ⋆) ∈ (TS)
2 is called an S-saddle point for the mean-field

Dynkin game problem if for each (τ, σ) ∈ (TS)
2 we have

Ef◦V
S,τ∧σ⋆(P (τ, σ

⋆)) ≤ Ef◦V
S,τ⋆∧σ⋆(P (τ

⋆, σ⋆)) ≤ Ef◦V
S,τ⋆∧σ(P (τ

⋆, σ)). (2.13)

We now provide sufficient conditions which ensure the existence of an S-saddle point.

Theorem 2.2 (Existence of S-saddle points). Suppose that γ1, γ2, κ1 and κ2 satisfy the condition

(2.5). Assume that h1 (resp. h2) take the form h1(t, ω, y, µ) := ξt(ω) + κ1(y, µ) (resp. h2(t, ω, y, µ) :=

ζt(ω)+κ
2(y, µ)), where ξ and −ζ belong to Sp and are left upper semicontinuous process along stopping

times, and κ1 (resp κ2) are bounded and Lipschitz functions with respect to (y, µ). For each S ∈ T0,

consider the pair of stopping times (τ⋆S , σ
⋆
S) defined by

τ⋆S := inf{t ≥ S : Vt = h1(t, Vt,PVt
)} and σ⋆

S := inf{t ≥ S : Vt = h2(t, Vt,PVt
)}. (2.14)

Then the pair of stopping time (τ⋆S , σ
⋆
S) given by (3.11) is an S-saddle point.

Proof.

Consider the following iterative scheme. Let V (0) ≡ 0 (with PV (0) = δ0) be the starting point and

define

V (m) := Ψ(V (m−1)), m ≥ 1.

By applying the results on standard doubly reflected BSDEs and their relation with classical Dynkin

games, we obtain that, for 1 ≤ i ≤ m, V (i) coincides with the component Y of the solution of the doubly
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reflected BSDE associated with f ◦V (i−1) and obstacles h1(t, V
(i−1)
t ,P

V
(i−1)
t

) and h2(t, V
(i−1)
t ,P

V
(i−1)
t

).

Due to the assumptions on h1 and h2, we get that V (1) admits only jumps at totally inaccessible stopping

times, and by induction, the same holds for V (i), for all i.

Since the condition (2.5) is satisfied, by Theorem 2.1, the sequence V
(m)
t is Cauchy for the norm L

p
β

and therefore converges in L
p
β to the fixed point of the map Ψ.

Let τ ∈ T0 be a predictable stopping time. Since ∆V
(m)
τ = 0 a.s. for all m, we obtain

E [|∆Vτ |
p] = E

[
|∆Vτ −∆V (m)

τ |p
]
≤ 2p sup

τ∈T0

E

[
|Vτ − V (m)

τ |p
]
, (2.15)

which implies that ∆Vτ = 0 a.s. Therefore, h1(t, Vt,PVt
) and −h2(t, Vt,PVt

) are left upper semicontin-

uous along stopping times. By Theorem 3.7 (ii) in [17], (τ⋆S , σ
⋆
S) given by (3.11) is a S-saddle point.

3 Weakly interacting zero-sum Dynkin games

We now interpret the mean-field Dynkin game studied in the previous section at the particle level and

introduce the weakly interacting zero-sum Dynkin games.

Given a vector x := (x1, . . . , xn) ∈ IRn, denote by

Ln[x] :=
1

n

n∑

k=1

δxk ,

the empirical measures associated to x.

Let {Bi}1≤i≤n, {Ñ i}1≤i≤n be independent copies of B and Ñ and denote by F
n := {Fn

t }t∈[0,T ] the

completion of the filtration generated by {Bi}1≤i≤n and {Ñ i}1≤i≤n. Thus, for each 1 ≤ i ≤ n, the

filtration generated by (Bi, Ñ i) is a sub-filtration of Fn, and we denote by F̃
i := {F̃ i

t} its completion.

Let T n
t be the set of Fn stopping times with values in [0, T ].

In this section, we make the following additional assumption.

Assumption 3.1. We assume that

• f , h1 and h2 are deterministic functions of (t, y, z, u, µ) and (t, y, µ), respectively.

• ξi,n ∈ Lp(Fn
T ), i = 1, . . . , n.

• h1(T, ξ
i,n, Ln[ξ

n]) ≤ ξi,n ≤ h2(T, ξ
i,n, Ln[ξ

n]) P-a.s., i = 1, . . . , n.

Since we will use the whole filtration F
n, the first assumption is imposed to avoid unnecessarily

adaptedness problems which might make parts of the proofs heavier.
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Endow the product spaces Sp,⊗n
β := Sp

β × Sp
β × · · · × Sp

β and L
p,⊗n
β := L

p
β × L

p
β × · · · × L

p
β with the

respective norms

‖h‖p
Sp,⊗n
β

:=
∑

1≤i≤n

‖hi‖p
Sp
β

, ‖h‖p
L
p,⊗n
β

:=
∑

1≤i≤n

‖hi‖p
L
p
β

. (3.1)

Note that Sp,⊗n
β and L

p,⊗n
β are complete metric spaces. We denote by Sp,⊗n := Sp,⊗n

0 , Lp,⊗n := L
p,⊗n
0 .

Consider the applications

fi ◦ Yn : [0, T ]× Ω× IR× IRn × (IR∗)n 7→ IR

(fi ◦ Yn)(t, ω, y, z, u) = f(t, y, zi, ui, Ln[Y
n
t ](ω)), i = 1, . . . , n.

We now introduce the notions of lower value and upper value of interacting Dynkin games.

Definition 3.1. Let Ψ : L
p,⊗n
β −→ L

p,⊗n
β to be the mapping that associates to a process Y

n :=

(Y 1,n, Y 2,n, . . . , Y n,n) the process Ψ(Yn) = (Ψ1(Yn),Ψ2(Yn), . . . ,Ψn(Yn)) defined by the following

system: for every i = 1, . . . n and t ≤ T ,

Ψi(Yn)t := ess sup
τ∈T n

t

ess inf
σ∈T n

t

Efi◦Yn

t,τ∧σ

[
h1(τ, Y

i,n
τ , Ln[Y

n
s ]|s=τ )1{τ≤σ<T}

+h2(σ, Y
i,n
σ , Ln[Y

n
s ]|s=σ)1{σ<τ} + ξi,n1{τ∧σ=T}

]
.

(3.2)

We define the lower value function of the interacting Dynkin game, denoted by V
n, as the fixed point

of the application Ψ, that is Ψi(Vn) = V i,n, for all 1 ≤ i ≤ n.

Definition 3.2. Let Ψ : L
p,⊗n
β −→ L

p,⊗n
β to be the mapping that associates to a process Y

n :=

(Y 1,n, Y 2,n, . . . , Y n,n) the process Ψ(Yn) = (Ψ
1
(Yn),Ψ

2
(Yn), . . . ,Ψ

n
(Yn)) defined by the following

system: for every i = 1, . . . n and t ≤ T ,

Ψ
i
(Yn)t := ess inf

σ∈T n
t

ess sup
τ∈T n

t

Efi◦Yn

t,τ∧σ

[
h1(τ, Y

i,n
τ , Ln[Y

n
s ]|s=τ )1{τ≤σ<T}

+h2(σ, Y
i,n
σ , Ln[Y

n
s ]|s=σ)1{σ<τ} + ξi,n1{τ∧σ=T}

]
.

(3.3)

We define the upper value function of the interacting Dynkin game, denoted by V
n
, as the fixed point

of the application Ψ, that is Ψ
i
(V

n
) = V

i,n
, for all 1 ≤ i ≤ n.

We are now in position to provide the definition of a common value for this type of game.

Definition 3.3. The interacting Dynkin game is said to admit a common value, called the value of the

game and denoted by V
n, if V

n and V
n

exist and V
i,n
t = V

i,n
t = V

i,n

t for all t ∈ [0, T ] and for all

1 ≤ i ≤ n.

More precisely, the value of the game, denoted by Vn, corresponds to the common fixed point of the

applications Ψ and Ψ, i.e. it satisfies V i,n
t = Ψ

i
(Vn)t = Ψi(Vn)t. The main result of this section is to

give conditions under which the game admits a value and to obtain the characterization of the common

value through the following system of interacting doubly reflected BSDEs, which will be shown to have
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a unique solution.




Y
i,n
t = ξi,n +

∫ T

t
f(s, Y i,n

s , Zi,n
s , U i,n

s , Ln[Y
n
s ])ds+K

1,i,n
T −K

1,i,n
t +K

2,i,n
t −K

2,i,n
T

−
∫ T

t
Zi,n
s dBs −

∫ T

t

∫
IR⋆ U

i,n
s (e)Ñ(ds, de), t ∈ [0, T ],

h2(t, Y
i,n
t , Ln[Y

n
t ]) ≥ Y

i,n
t ≥ h1(t, Y

i,n
t , Ln[Y

n
t ]), t ∈ [0, T ],

∫ T

0
(Y i,n

t− − h1(t, Y
i,n
t− , Ln[Y

n
t− ]))dK

1,i,n
t = 0,

∫ T

0 (Y i,n
t− − h2(t, Y

i,n
t− , Ln[Y

n
t− ]))dK

2,i,n
t = 0,

dK
1,i,n
t ⊥ dK

2,i,n
t .

(3.4)

Note that we have the inequality

Wp
p (Ln[x], Ln[y]) ≤

1

n

n∑

j=1

|xj − yj |
p, (3.5)

in particular,

Wp
p (Ln[x], Ln[0]) ≤

1

n

n∑

j=1

|xj |
p. (3.6)

Theorem 3.1 (Existence of the value and link with interacting system of doubly reflected BSDEs).

Suppose that Assumptions 2.1 and 3.1 are in force for some p ≥ 2. Assume that γ1, γ2, κ1 and κ2

satisfy

γ
p
1 + γ

p
2 + κ

p
1 + κ

p
2 < 23−

5p
2 .

Then,

(i) the interacting Dynkin game admits a value V
n ∈ Sp,⊗n,

(ii) the interacting system of doubly reflected BSDEs (3.4) has an unique solution (Yn,Zn,Un,K1,n,K2,n)

in Sp,⊗n ⊗Hp,n⊗n ⊗Hp,n⊗n
ν ⊗ Sp,⊗n

i ,

(iii) We have V i,n
· = Y

i,n
· , for all 1 ≤ i ≤ n.

Proof.

Step 1. (Well-posedness and contraction property of the operators Ψ and Ψ). The well-posedness of

the operators Ψ and Ψ follows by similar arguments to those used in Step 1 of the proof of Theorem

(2.1). We now only show that Ψ is a contraction on the time interval [T − δ, T ], for some well chosen

δ. The same proof holds for the operator Ψ.

Fix Y
n = (Y 1,n, . . . , Y n,n), Ȳn = (Ȳ 1,n, . . . , Ȳ n,n) ∈ L

p,⊗n
β , (Ŷ , Ỹ ) ∈ (Sp

β)
2, (Ẑ, Z̃) ∈ (Hp,1)2,

(Û , Ũ) ∈ (Hp
ν)

2. By the Lipschitz continuity of f , h1 and h2, we get

|f(s, Ŷs, Ẑs, Ûs, Ln[Y
n
s ])− f(s, Ỹs, Z̃s, Ũs, Ln[Ȳ

n
s ])| ≤ Cf (|Ŷs − Ỹs|+ |Ẑs − Z̃s|

+|Ûs − Ũs|ν +Wp(Ln[Y
n
s ], Ln[Ȳ

n
s ])),

|h1(s, Y
i,n
s , Ln[Y

n
s ])− h1(s, Ȳ

i,n
s , Ln[Ȳ

n
s ])| ≤ γ1|Y

i,n
s − Ȳ i,n

s |+ γ2Wp(Ln[Y
n
s ], Ln[Ȳ

n
s ]),

|h2(s, Y
i,n
s , Ln[Y

n
s ])− h2(s, Ȳ

i,n
s , Ln[Ȳ

n
s ])| ≤ κ1|Y

i,n
s − Ȳ i,n

s |+ κ2Wp(Ln[Y
n
s ], Ln[Ȳ

n
s ]). (3.7)
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By (3.5), we have

Wp
p (Ln[Y

n
s ], Ln[Ȳ

n
s ])) ≤

1

n

n∑

j=1

|Y j,n
s − Ȳ j,n

s |p. (3.8)

Then, using the estimates from Proposition A.1 (see the appendix), for any t ≤ T and i = 1, . . . , n, we

have

|Ψ
i
(Yn)t −Ψ

i
(Ȳn)t|

p

≤ ess sup
τ∈T n

t

ess sup
σ∈T n

t

∣∣∣E f
i◦Y

t,τ∧σ[h1(τ, Y
i,n
τ , Ln[Y

n
s ]s=τ )1{τ≤σ}

+h2(σ, Y
i,n
σ , Ln[Y

n
s ]s=σ)1{σ<τ} + ξi,n1{σ∧τ=T}]

−E f
i◦Ȳn

t,τ∧σ [h1(τ, Ȳ
i,n
τ , Ln[Ȳ

n
s ]s=τ )1{τ≤σ} + h2(σ, Ȳ

i,n
σ , Ln[Ȳ

n
s ]s=σ)1{σ<τ} + ξi,n1{τ∧σ=T}]

∣∣∣
p

≤ ess sup
τ∈T n

t

ess sup
σ∈T n

t

ηp2
p
2−1

E

[(∫ τ∧σ

t e2β(s−t)|(fi ◦Yn)(s, Ŷ i,τ,σ
s , Ẑi,τ,σ

s , Û i,τ,σ
s )

−(fi ◦ Ȳn)(s, Ŷ i,τ,σ
s , Ẑi,τ,σ

s , Û i,τ,σ
s )|2ds

) p
2

+2
p
2−1epβ(τ∧σ−t)|

(
h1(τ, Y

i,n
τ , Ln[Y

n
s ]s=τ )− h1(τ, Ȳ

i,n
τ , Ln[Ȳ

n
s ]s=τ )

)
1{τ≤σ<T}

+
(
h2(σ, Y

i,n
σ , Ln[Y

n
s ]s=σ)− h2(σ, Ȳ

i,n
σ , Ln[Ȳ

n
s ]s=σ)

)
1{σ<τ}|

p|Ft

]

= ess sup
τ∈T n

t

ess sup
σ∈T n

t

ηp2
p
2−1

E

[(∫ τ∧σ

t e2β(s−t)|f(s, Ŷ i,τ,σ
s , Ẑi,i,τ,σ

s , Û i,i,τ,σ
s , Ln[Y

n
s ])

−f(s, Ŷ i,τ,σ
s , Ẑi,i,τ,σ

s , Û i,i,τ,σ
s , Ln[Ȳ

n
s ])|

2ds
)p/2

+2
p
2−1epβ(τ∧σ−t)|

(
h1(τ, Y

i,n
τ , Ln[Y

n
s ]s=τ )− h1(τ, Ȳ

i,n
τ , Ln[Ȳ

n
s ]s=τ )

)
1{τ≤σ<T}

+
(
h2(σ, Y

i,n
σ , Ln[Y

n
s ]s=σ)− h2(σ, Ȳ

i,n
σ , Ln[Ȳ

n
s ]s=σ)

)
1{σ<τ}|

p|Ft

]
,

where (Ŷ i,τ,σ, Ẑi,τ,σ, Û i,τ,σ) is the solution of the BSDE associated with driver fi◦Ȳn, terminal time τ∧σ

and terminal condition h1(τ, Ȳ
i,n
τ , Ln[Ȳ

n
s ]s=τ )1{τ≤σ<T}+h2(σ, Ȳ

i,n
σ , Ln[Ȳ

n
s ]s=σ)1{σ<τ}+ξ

i,n
1{τ∧σ=T}.

Therefore, using (3.7) and (3.8), we have, for any t ≤ T and i = 1, . . . , n,

epβt|Ψ
i
(Yn)t − Ψ

i
(Ȳn)t|

p

≤ ess sup
τ∈T n

t

ess sup
σ∈T n

t

E

[∫ τ∧σ

t 2
p
2−1δ

p−2
2 ηpC

p
f

(
1
n

∑n
j=1 e

pβs|Y j,n
s − Ȳ j,n

s |p
)
ds

+2
p
2−1

(
γ1e

βτ |Y i,n
τ − Ȳ i,n

τ |+ γ2

(
1
n

∑n
j=1 e

pβτ |Y j,n
τ − Ȳ j,n

τ |p
) 1

p

+κ1e
βσ|Y i,n

σ − Ȳ i,n
σ |+ κ2

(
1
n

∑n
j=1 e

pβσ|Y j,n
σ − Ȳ j,n

σ |p
) 1

p

)p

|Ft

]
.

(3.9)

Next, let δ > 0, t ∈ [T − δ, T ] and

α : = max(δ1+
p−2
2 2

p
2−1ηpC

p
f + 2

p
2−14p−1γ

p
1 , δ

1+ p−2
2 ηpC

p
f + 2

p
2−14p−1γ

p
2 ,

δ1+
p−2
2 ηpC

p
f + 2

p
2−14p−1κ

p
1, δ

1+ p−2
2 ηpC

p
f + 2

p
2−14p−1κ

p
2).

By applying the same arguments as in the previous section, and using the definition (3.1) we obtain

‖Ψ(Yn)−Ψ(Ȳn)‖p
L
p,⊗n
β

[T−δ,T ]
≤ α‖Yn − Ȳ

n‖p
L
p,⊗n
β

[T−δ,T ]
.
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Therefore, if γ1, γ2, κ1 and κ2 satisfy

γ
p
1 + γ

p
2 + κ

p
1 + κ

p
2 < 41−p21−

p
2 ,

we can choose

0 < δ <

(
1

2
p
2−1ηpC

p
f

(
1− 4p−12

p
2−1(γp1 + γ

p
2 + κ

p
1 + κ

p
2)
)) p

2p−2

to make Ψ a contraction on L
p,⊗n
β ([T − δ, T ]), i.e. Ψ admits a unique fixed point over [T − δ, T ]. More-

over, in view of Assumption 2.1 (ii)(a), it holds that Y
n ∈ Sp,⊗n([T − δ, T ]).

Step 2.(Existence of a value of the interacting Dynkin game and link with interacting doubly reflected

BSDEs). Let us now show that the game admits a common value on [0, T ] and that the interacting

system of doubly reflected BSDE (3.4) has a unique solution, which is related to the value of the

interacting Dynkin game.

Let Vn be the fixed point associated with the map Ψ on [T−δ, T ] obtained in Step 1. By classical results

on doubly reflected BSDEs (see e.g. [17]), for each i between 1 and n, there exists a unique solution

(Y i,n, Zi,n, U i,n,K1,i,n,K2,i,n) on [T − δ, T ] of the doubly reflected BSDE associated with driver fi ◦Vn

and obstacles h1(t, V
i,n
t , Ln[V

n
t ]) and h2(t, V

i,n
t , Ln[V

n
t ]). Furthermore, by using the relation between

classical Dynkin games and doubly reflected BSDEs (see Theorem 4.10 in [17]), as well as the fixed

point property of Ψ and Ψ showed above, we get that Y i,n
t = V

i,n
t , for t ∈ [T − δ, T ] and 1 ≤ i ≤ n.

Applying the same method as in Step 1 on each time interval [T − (j + 1)δ, T − jδ], 1 ≤ j ≤ m,

with the same operator Ψ, but terminal condition Y
i,n
T−jδ at time T − jδ, we build recursively, for j = 1

to n, a solution (Yn,(j),Zn,(j),Un,(j),K1,n,(j),K2,n,(j)), on each time interval [T − (j + 1)δ, T − jδ].

Pasting properly these processes, we obtain a solution (Yn,Zn,Un,K1,n,K2,n) of (3.4) on [0, T ]. The

uniqueness of the solution of the system (3.4) is obtained by the fixed point property of Yn and the

uniqueness of the associated processes (Zn,Un,K1,n,K2,n), which follows by the uniqueness of the

solution of standard doubly reflected BSDEs. Moreover, using again the relation between standard

Dynkin games with doubly reflected BSDEs, we obtain that the value of the game Vn exists on the full

time interval [0, T ] and, furthermore, V i,n
· = Y

i,n
· .

Existence of an S-saddle point. Assume that the interacting Dynkin game admits a common value

which is denoted by Vn
t . We introduce the sequence of payoffs

{
P i,n

}
1≤i≤n

, which, for 1 ≤ i ≤ n, is

given by

P i,n(τ, σ) := h1(τ, V
i,n
τ , Ln[V

n
τ ])1{τ≤σ<T} + h2(σ, V

i,n
σ , Ln[V

n
σ])1{σ<τ} + ξi,n1{τ∧σ=T}.

We now give the definition of an S-saddle point for the interacting Dynkin game problem.

Definition 3.4. Let S ∈ T0. The sequence of pairs of stopping times (τ⋆,i,n, σ⋆,i,n) ∈ T n
S ×T n

S is called

a system of S-saddle points for the interacting Dynkin game problem if for each 1 ≤ i ≤ n and for each
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(τ, σ) ∈ (TS)
2 we have P-a.s.

Efi◦Vn

S,τ∧σ⋆,i,n(P
i,n(τ, σ⋆,i,n)) ≤ Efi◦Vn

S,τ⋆,i,n∧σ⋆,i,n(P
i,n(τ⋆,i,n, σ⋆,i,n)) ≤ Efi◦Vn

S,τ⋆,i,n∧σ(P
i,n(τ⋆,i,n, σ)). (3.10)

In the next theorem, we provide sufficient conditions which ensure the existence of a system of

S-saddle points.

Theorem 3.2 (Existence of a system of S-saddle points). Suppose that γ1, γ2, κ1 and κ2 satisfy

the condition (2.5). Assume that h1 (resp. h2) take the form h1(t, ω, y, µ) := ξt(ω) + κ1(y, µ) (resp.

h2(t, ω, y, µ) := ζt(ω)+κ
2(y, µ)), where ξ and −ζ belong to Sp and are left upper semicontinuous process

along stopping times, and κ1 (resp κ2) are bounded and Lipschitz functions with respect to (y, µ).

For each S ∈ T0, consider the system of pairs of stopping times (τ⋆,i,nS , σ
⋆,i,n
S ) defined by

τ
⋆,i,n
S := inf{t ≥ S : V i

t = h1(t, V
i
t , Ln[V

n
t ])},

σ
⋆,i,n
S := inf{t ≥ S : V i

t = h2(t, V
i
t , Ln[V

n
t ])}.

(3.11)

Then the sequence of pairs of stopping time (τ⋆,i,nS , σ
⋆,i,n
S ) given by (3.11) is a system of S-saddle points.

Proof. Consider the following iterative algorithm. Let V(0),n ≡ 0 be the starting point and define

V(m),n := Ψ(V(m−1),n),

where the inequality is understood component by component. By using classical results on doubly

reflected BSDEs and their relation with classical Dynkin games, we obtain that, for 1 ≤ i ≤ n, V (m),i,n

coincides with the component Y i,n of the solution of the doubly reflected BSDE associated with fi ◦

V(m−1),n and obstacles h1(t, V
(m−1),i,n
t , Ln[V

(m−1),n
t ]) and h2(t, V

(m−1),i,n
t , Ln[V

(m−1),n
t ]). Due to the

assumptions on h1 and h2, we get that, for each i, V (1),i,n only admits jumps at totally inaccessible

stopping times. By induction, the same holds for V (m), for all m.

Since the condition (2.5) is satisfied, by Theorem 3.1, the sequence V
(m),n
t is a Cauchy sequence for

the norm L
p,⊗n
β and therefore converges in L

p,⊗n
β to the fixed point of the map Ψ.

Let τ ∈ T0 be a predictable stopping time. Since ∆V
(m),i,n
τ = 0 a.s. for all m and for all 1 ≤ i ≤ n, we

obtain

E
[
|∆V i,n

τ |p
]
= E

[
|∆V i,n

τ −∆V (m),i,n
τ |p

]
≤ 2p sup

τ∈T0

E

[
|V i,n

τ − V (m),i,n
τ |p

]
, (3.12)

which implies that ∆V i,n
τ = 0 a.s. for all 1 ≤ i ≤ n and consequently, h1(t, V

i
t , Ln[V

n
t ]) and −h2(t, V

i
t , Ln[V

n
t ])

are left upper semicontinuous along stopping times. By Theorem 3.7 (ii) in [17], for each 1 ≤ i ≤ n, we

get that (τ⋆,i,nS , σ
⋆,i,n
S ) given by (3.11) is a S-saddle point.

4 Propagation of chaos

This section is concerned with the convergence of the sequence of value functions V i,n of the interacting

Dynkin games to i.i.d. copies of the value function V of the mean-field Dynkin game which, by the results
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from the previous section, consists in showing the convergence of the component Y i,n of the solution of

the interacting system of doubly reflected BSDEs (3.4) to i.i.d. copies of the component Y of the mean-

field doubly Reflected BSDE with driver f ◦ Y and terminal condition h1(τ, Yτ ,PYs|s=τ )1{τ≤σ<T} +

h2(σ, Yσ ,PYs|s=σ)1{σ<τ}+ ξ
i
1{τ∧σ=T}. These convergence results yield the propagation of chaos result,

as it will be explained below.

To establish the propagation of chaos property of the particle system (3.4), we make the following

additional assumptions.

Assumption 4.1. (i) The sequence ξn = (ξ1,n, ξ2,n, . . . , ξn,n) is exchangeable i.e. the sequence of

probability laws µn of ξn on IRn is symmetric.

(ii) For each i ≥ 1, ξi,n converges in Lp to ξi, i.e.

lim
n→∞

E[|ξi,n − ξi|p] = 0,

where the random variables ξi ∈ Lp(F i
T ) are independent and equally distributed (iid) with proba-

bility law µ.

(iii) The component (Yt) of the unique solution of the mean-field doubly reflected BSDE (2.3) has jumps

only at totally inaccessible stopping times.

For m ≥ 1, introduce the Polish spaces H
2,m := L2([0, T ]; IRm) and H

2,m
ν , the space of measurable

functions ℓ : [0, T ]× IR∗ −→ IRn such that
∫ T

0

∫
IR∗

∑m
j=1 |ℓ

j(t, u)|2ν(du)dt <∞.

In the following proposition, we show that the exchangeability property transfers from the terminal

conditions to the associated solution processes.

Proposition 4.1 (Exchangeability property). Assume the sequence ξn = (ξ1,n, ξ2,n, . . . , ξn,n) is ex-

changeable i.e. the sequence of probability laws µn of ξn on IRn is symmetric. Then the processes

(Y i,n, Zi,n, U i,n,K1,i,n,K2,i,n), i = 1, . . . , n, solutions of the systems (3.4) are exchangeable.

The proof is similar to that of [12, Proposition 4.1]. We omit it.

Consider the product space

G := D×H
2,n ×H

2,n
ν × D

endowed with the product metric

δ(θ, θ′) :=
(
do(y, y′)p + ‖z − z′‖p

H2,n + ‖u− u′‖p
H

2,n
ν

+ do(k, k′)p
) 1

p

.

where, θ := (y, z, u, k) and θ′ := (y′, z′, u′, k).

We define the Wasserstein metric on Pp(G) by

DG(P,Q) = inf

{(∫

G×G

δ(θ, θ′)pR(dθ, dθ′)

)1/p
}
, (4.1)
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over R ∈ P(G × G) with marginals P and Q. Since (G, δ) is a Polish space, (Pp(G), DG) is a Polish

space and induces the topology of weak convergence.

Let (Y i, Zi, U i,K1,i,K2,i), i = 1, . . . , n, with independent terminal values Y i
T = ξi, i = 1, . . . , n, be

independent copies of (Y, Z, U,K1,K2), the solution of (2.3). More precisely, for each i = 1, . . . , n,

(Y i, Zi, U i,K1,i,K2,i) is the unique solution of the reflected MF-BSDE





Y i
t = ξi +

∫ T

t
f(s, Y i

s , Z
i
s, U

i
s,PY i

s
)ds+K

1,i
T −K

1,i
t −K

2,i
T +K

2,i
t

−
∫ T

t Zi
sdB

i
s −

∫ T

t

∫
IR⋆ U

i
s(e)Ñ

i(ds, de),

h2(t, Y
i
t ,PY i

t
) ≥ Y i

t ≥ h1(t, Y
i
t ,PY i

t
), ∀t ∈ [0, T ]; Y i

T = ξi,
∫ T

0 (Y i
t− − h1(t

−, Y i
t− ,PY i

t−
))dK1,i

t = 0,
∫ T

0 (Y i
t− − h2(t

−, Y i
t− ,PY i

t−
))dK2,i

t = 0,

dK
1,i
t ⊥ dK

2,i
t .

(4.2)

In the sequel, we denote (f ◦ Y i)(t, y, z, u) := f(t, y, z, u,PY i
t
).

Introduce the notation

W := K1 −K2, W i := K1,i −K2,i, W i,n := K1,i,n −K2,i,n, (4.3)

and consider the processes

Θ := (Y, Z, U,W ), Θi := (Y i, Zi, U i,W i), Θi,n := (Y i,n, Zi,n, U i,n,W i,n). (4.4)

For any fixed 1 ≤ k ≤ n, let

P
k,n := Law (Θ1,n,Θ2,n, . . . ,Θk,n), P

⊗k
Θ := Law (Θ1,Θ2, . . . ,Θk). (4.5)

be the joint probability laws of the processes (Θ1,n,Θ2,n, . . . ,Θk,n) and (Θ1,Θ2, . . . ,Θk), respectively.

From the definition of the distance DG, we obtain the following inequality.

D
p
G(P

k,n,P⊗k
Θ ) ≤ k sup

i≤k

(
‖Y i,n − Y i‖pSp + ‖Zi,n − Zi

ei‖
p
Hp,n

+‖U i,n − U i
ei‖

p
Hp,n

ν
+ ‖W i,n −W i‖pSp

)
, (4.6)

where for each i = 1, . . . , n, ei := (0, . . . , 0, 1︸︷︷︸
i

, 0, . . . , 0).

Before we state and prove the propagation of chaos result, we give here the following convergence

result of the empirical laws of i.i.d. copies Y 1, Y 2, . . . , Y n solutions of (4.2) and convergence of the

particle system (3.4) to the solution to (2.3).

Theorem 4.1 (Law of Large Numbers). Let Y 1, Y 2, . . . , Y n with terminal values Y i
T = ξi be indepen-

dent copies of the solution Y of (2.3). Then, we have

lim
n→∞

E

[
sup

0≤t≤T
Wp

p (Ln[Yt],PYt
)

]
= 0. (4.7)
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The proof is similar to that of [12, Theorem 4.1], so we omit it.

We now provide the following convergence result for the solution Y i,n of (3.4).

Proposition 4.2 (Convergence of the Y i,n’s). Assume that for some p ≥ 2, γ1, γ2, κ1 and κ2 satisfy

2
p
2−17p−1(γp1 + γ

p
2 + κ

p
1 + κ

p
2) < 1. (4.8)

Then, under Assumptions 2.1, 3.1 and 4.1, we have

lim
n→∞

sup
0≤t≤T

E[|Y i,n
t − Y i

t |
p] = 0. (4.9)

In particular,

lim
n→∞

‖Y i,n − Y i‖Hp,1 = 0. (4.10)

Proof. Given t ∈ [0, T ], let ϑ ∈ T n
t . By the estimates on BSDEs in Proposition A.1 (see the appendix

below), we have

|Y i,n
ϑ − Y i

ϑ |
p

≤ ess sup
τ∈T n

ϑ

ess sup
σ∈T n

ϑ

∣∣∣E f
i◦Yn

ϑ,τ∧σ [h1(τ, Y
i,n
τ , Ln[Y

n
τ ])1{τ≤σ<T} + h2(σ, Y

i,n
σ , Ln[Y

n
σ])1{σ<τ} + ξi,n1{τ∧σ=T}]

−E f
i◦Y i

ϑ,τ∧σ[h1(τ, Y
i
τ ,PYs|s=τ )1{τ≤σ<T} + h2(σ, Y

i
σ ,PYs|s=σ)1{σ<τ} + ξi1{τ∧σ=T}]

∣∣∣
p

≤ ess sup
τ∈T n

ϑ

ess sup
σ∈T n

ϑ

2
p
2−1

E

[
ηp(
∫ τ∧σ

ϑ e2β(s−ϑ)|(fi ◦ Yn)(s, Ŷ i,τ,σ
s , Ẑi,τ,σ

s , Û i,τ,σ
s )

−(fi ◦ Y i)(s, Ŷ i,τ,σ
s , Ẑi,τ,σ

s , Û i,τ,σ
s )|2ds)

p
2

+
(
eβ(τ∧σ−ϑ)

[
|h1(τ, Y

i,n
τ , Ln[Y

n
τ ])− h1(τ, Y

i
τ ,PYs|s=τ )|1{τ≤σ<T}

+|h2(σ, Y
i,n
σ , Ln[Y

n
σ ])− h2(σ, Y

i
σ ,PYs|s=σ)|1{σ<τ}

]
+ eβ(T−ϑ)|ξi,n − ξi|1{τ∧σ=T}

)p
|Fϑ

]

≤ ess sup
τ∈T n

ϑ

ess sup
σ∈T n

ϑ

2
p
2−1

E

[∫ τ∧σ

ϑ T
p−2
2 epβ(s−ϑ)ηpC

p
fW

p
p (Ln[Y

n
s ],PYs

)ds+
(
γ1e

β(τ−ϑ)|Y i,n
τ − Y i

τ |

+γ2e
β(τ−ϑ)Wp(Ln[Y

n
τ ],PYs|s=τ ) + κ1e

β(σ−ϑ)|Y i,n
σ − Y i

σ |

+κ2e
β(σ−ϑ)Wp(Ln[Y

n
σ],PYs|s=σ) + eβ(T−ϑ)|ξi,n − ξi|1{τ∧σ=T}

)p
|Fϑ

]
,

with η, β > 0 such that η ≤ 1
C2

f

and β ≥ 2Cf+
3
η , where (Ŷ i,τ,σ, Ẑi,τ,σ, Û i,τ,σ) is the solution of the BSDE

associated with driver fi◦Yn, terminal time τ∧σ and terminal condition h1(τ, Y
i,n
τ , Ln[Y

n
s ]s=τ )1{τ≤σ<T}+

h2(σ, Y
i,n
σ , Ln[Y

n
s ]s=σ)1{σ<τ} + ξi,n1{τ∧σ=T}.

Therefore, we have

epβϑ|Y i,n
ϑ − Y i

ϑ|
p ≤ ess sup

τ∈T n
ϑ

E[Gi,n
ϑ,τ |Fϑ] + ess sup

τ∈T n
ϑ

E[Hi,n
ϑ,τ |Fϑ],

where

G
i,n
ϑ,τ := 2

p
2−1

{∫ τ

ϑ
T

p−2
2 2p−1ηpC

p
f

(
1
n

∑n
j=1 e

pβs|Y j,n
s − Y j

s |
p
)
ds

+7p−1(γp1 + γ
p
2 )
(
epβτ |Y i,n

τ − Y i
τ |

p + 1
n

∑n
j=1 e

pβτ |Y j,n
τ − Y j

τ |
p
)

+
(
7p−1γ

p
2 + 2p−1TηpT

p−2
2 C

p
f

)
sup

0≤t≤T
epβsWp

p (Ln[Ys],PYs
) + 7p−1eβT |ξi,n − ξi|p1{τ=T}.

}
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and
H

i,n
ϑ,τ := 2

p
2−17p−1(κp1 + κ

p
2)
(
epβτ |Y i,n

τ − Y i
τ |

p + 1
n

∑n
j=1 e

pβτ |Y j,n
τ − Y j

τ |
p
)

+2
p
2−17p−1κ

p
2 sup
0≤t≤T

epβsWp
p (Ln[Ys],PYs

).

Setting V n,p
t := 1

n

∑n
j=1 e

pβt|Y j,n
t − Y

j
t |

p and

Γn,p := 2
p
2−1

(
7p−1γ

p
2 + 7p−1κ

p
2 + 2p−1TηpT

p−2
2 C

p
f

)
sup

0≤t≤T
epβsWp

p (Ln[Ys],PYs
)+2

p
2−17p−1eβT |ξi,n−ξi|p.

we obtain

V
n,p
ϑ ≤ ess sup

τ∈T n
ϑ

E[

∫ τ

ϑ

2
p
2−12p−1T

p−2
2 ηpC

p
fV

n,p
s ds+ 2

p
2−17p−1(γp1 + γ

p
2 )V

n,p
τ + Γn,p|Fϑ]

+ ess sup
τ∈T n

ϑ

E[2
p
2−17p−1(κp1 + κ

p
2)V

n,p
τ |Fϑ]. (4.11)

Therefore, we get

E[V n,p
ϑ ] ≤ 2

p
2−17p−1(γp1 + γ

p
2 + κ

p
1 + κ

p
2) sup

τ∈T n
ϑ

E[V n,p
τ ] + E[

∫ T

ϑ

2p−12
p
2−1T

p−2
2 ηpC

p
fV

n,p
s ds+ Γn,p].

Since T n
ϑ ⊂ T n

t and by arbitrariness of ϑ ∈ T n
t , we obtain

λE[V n,p
t ] ≤ λ sup

ϑ∈T n
t

E[V n,p
ϑ ] ≤ E[

∫ T

t

2p−12
p
2−1ηpT

p−2
2 C

p
fV

n,p
s ds+ Γn,p],

where λ := 1− 2
p
2−17p−1(γp1 + γ

p
2 +κ

p
1 + κ

p
2) > 0 by the assumption (4.8). By Gronwall’s inequality, we

have

sup
0≤t≤T

E[V n,p
t ] ≤

eKp

λ
E[Γn,p]

where Kp := 1
λ2

p−12
p
2−1T

p−2
2 ηpC

p
fT . But, in view of the exchangeability of the processes (Y i,n, Y i), i =

1, . . . , n (see Proposition 4.1), we have, E[V n,p
t ] = E[epβt|Y i,n

t − Y i
t |

p]. Thus,

sup
0≤t≤T

E[epβt|Y i,n
t − Y i

t |
p] ≤

eKp

λ
E[Γn,p] → 0

as n→ ∞, in view of Theorem 4.1 and Assumption 4.1, as required.

We now derive the following propagation of chaos result.

Theorem 4.2 (Propagation of chaos of the Y i,n’s). Under the assumptions of Proposition 4.2, the

solution Y i,n of the particle system (3.4) satisfies the propagation of chaos property, i.e. for any fixed

positive integer k,

lim
n→∞

Law (Y 1,n, Y 2,n, . . . , Y k,n) = Law (Y 1, Y 2, . . . , Y k).

Proof. Set P k,n := law (Y 1,n, Y 2,n, . . . , Y k,n) and P⊗k := Law (Y 1, Y 2, . . . , Y k). Consider the

Wasserstein metric on P2(H
2) defined by

DH2(P,Q) = inf

{(∫

H2×H2

‖y − y′‖2
H2R(dy, dy′)

)1/2
}
, (4.12)
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over R ∈ P(H2 × H
2) with marginals P and Q. Note that, since p ≥ 2, it is enough to show for

DH2(P,Q). Since H
2 is a Polish space, (P2(H

2), DH2) is a Polish space and induces the topology of

weak convergence. Thus, we obtain the propagation of chaos property for the Y i,n’s if we can show that

lim
n→∞

DH2(P k,n, P⊗k) = 0. But, this follows from the fact that

D2
H2(P k,n, P⊗k) ≤ k sup

i≤k
‖Y i,n − Y i‖2H2,1

and (4.10) for p = 2.

In the next proposition we show a convergence result for p > 2, of the whole solution (Y i,n, Zi,n, U i,n,W i,n)

of the system (3.4).

Proposition 4.3. Assume that, for some p > 2, Assume that γ1, γ2, κ1 and κ2 satisfy

29p/2−3(γp1 + γ
p
2 + κ

p
1 + κ

p
2) <

(
p− κ

2p

)p/κ

(4.13)

for some κ ∈ [2, p).

Then, under Assumptions 2.1, 3.1 and 4.1, we have

lim
n→∞

(
‖Y i,n − Y i‖Sp + ‖Zi,n − Zi

ei‖Hp,n + ‖U i,n − U i
ei‖Hp,n

ν
+ ‖W i,n −W i‖Sp

)
= 0. (4.14)

Here, e1, . . . , en denote unit vectors in IRn.

Proof. Step 1. In view of (4.11), for any κ ≥ 2 and any t ≤ T , we have

|Y i,n
t − Y i

t |
κ ≤ ess sup

τ∈T n
t

ess sup
σ∈T n

t

2
κ
2 −1

E

[∫ τ∧σ

t eκβ(s−t)ηκT
κ−2
κ Cκ

fW
κ
p (Ln[Y

n
s ],PYs

)ds

+
(
γ1e

β(τ−t)|Y i,n
τ − Y i

τ |+ γ2e
β(τ−t)Wp(Ln[Y

n
τ ],PYs|s=τ )

+κ1e
β(σ−t)|Y i,n

σ − Y i
σ |+ κ2e

β(σ−t)Wp(Ln[Y
n
σ],PYs|s=σ) + eβ(T−t)|ξi,n − ξi|1{τ∧σ=T}

)κ
|Ft

]
,

where η, β > 0 such that η ≤ 1
C2

f

and β ≥ 2Cf + 3
η .

Therefore, for any p > κ ≥ 2, we have

epβt|Y i,n
t − Y i

t |
p ≤ E[Gi,n

T |Ft]
p/κ,

where

Gi,n
T := 2

κ
2 −1

{∫ T

0
T

κ−2
κ eκβsηκCκ

fW
κ
p (Ln[Y

n
s ],PYs

)ds

+

(
(γ1 + κ1) sup

0≤s≤T
eβs|Y i,n

s − Y i
s |+ (γ2 + κ2) sup

0≤s≤T
eβsWp(Ln[Y

n
s ],PYs

) + eβT |ξi,n − ξi|

)κ}
.

Thus, by Doob’s inequality, we get

E[ sup
0≤t≤T

epβt|Y i,n
t − Y i

t |
p] ≤

(
p

p− κ

)p/κ

E

[(
Gi,n
T

)p/κ]
. (4.15)
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Therefore, we have

21−
p
κ

(
Gi,n
T

)p/κ
≤ C1

∫ T

0 sup
0≤t≤s

epβtWp
p (Ln[Y

n
t ], Ln[Yt])ds

+23p/2−2

(
(γ1 + κ1) sup

0≤t≤T
eβt|Y i,n

t − Y i
t |+ (γ2 + κ2) sup

0≤t≤T
eβtWp(Ln[Y

n
s ], Ln[Ys])

)p

+ Λn

where C1 := 23p/2−2T 2 p
κ
−1ηpC

p
f and

Λn := C1T sup
0≤s≤T

epβsWp(Ln[Ys],PYs
)+23p/2−2

(
(γ2 + κ2) sup

0≤s≤T
eβsWp(Ln[Ys],PYs

) + eβT |ξi,n − ξi|

)p

.

But, in view of the exchangeability of the processes (Y i,n, Y i), i = 1, . . . , n (see Proposition 4.1), for

each s ∈ [0, T ] we have,

E

[
sup

0≤t≤s
eβptWp

p (Ln[Y
n
t ], Ln[Yt])

]
≤ E

[
sup

0≤t≤s
eβpt|Y i,n

t − Y i
t |

p

]
, i = 1, . . . , n,

and so

21−
p
κE[
(
Gi,n
T

)p/κ
] ≤ C1E

[∫ T

0
sup

0≤t≤s
epβtWp

p (Ln[Y
n
t ], Ln[Yt])ds

]
+ E [Λn]

+29p/2−3(γp1 + γ
p
2 + κ

p
1 + κ

p
2)E[ sup

0≤t≤T
epβt|Y i,n

t − Y i
t |

p].

Therefore, (4.15) becomes

µE

[
sup

0≤t≤T
epβt|Y i,n

t − Y i
t |

p

]
≤ C1E

[∫ T

0
sup

0≤t≤s
eβpt|Y i,n

t − Y i
t |

pds

]
+ E [Λn] .

where µ := 21−
p
κ

(
p

p−κ

)−p/κ

−29p/2−3(γp1 +γ
p
2 +κ

p
1+κ

p
2). Using the condition (4.13), to see that µ > 0,

and Gronwall’s inequality, we finally obtain

E

[
sup

0≤t≤T
epβt|Y i,n

t − Y i
t |

p

]
≤ e

C1
µ

T
E [Λn] .

Next, by (4.7) together with Assumption (4.1) (iii) we have

lim
n→∞

E [Λn] = 0,

which yields the desired result.

Step 2. We now prove that lim
n→∞

‖Zi,n − Zi
ei‖Hp,n = 0, lim

n→∞
‖U i,n − U i

ei‖Hp,n
ν

= 0 and lim
n→∞

‖W i,n −

W i‖Sp = 0. We start by showing that lim
n→∞

‖Zi,n −Zi
ei‖Hp,n = 0 and lim

n→∞
‖U i,n − U i

ei‖Hp,n
ν

= 0. For

s ∈ [0, T ], denote δY i,n
s := Y i,n

s −Y i
s , δZi,n

s := Zi,n
s −Zi

sei, δU
i,n
s := U i,n

s −U i
sei, δK

1,i,n
s := K1,i,n

s −K1,i
s ,

δK2,i,n
s := K2,i,n

s −K2,i
s , δf i,n

s := f(s, Y i,n
s , Zi,i,n

s , U i,i,n
s , Ln[Y

n
s ])−f(s, Y

i
s , Z

i
s, U

i
s,PY i

s
), δξi,n := ξi,n−ξi,

δh1,i,ns := h1(s, Y i,n
s , Ln[Y

n
s ]) − h1(s, Y i

s ,PY i
s
) and δh2,i,ns := h2(s, Y i,n

s , Ln[Y
n
s ]) − h2(s, Y i

s ,PY i
s
). By

25



applying Itô’s formula to |δY i,n
t |2, we obtain

|δY i,n
t |2 +

∫ T

t

|δZi,n
s |2ds+

∫ T

t

∫

IR∗

n∑

j=1

|δU i,j,n
s (e)|2N j(ds, de) +

∑

t<s≤T

|∆W i,n
s −∆W i

s |
2 = |δξi,n|2

+ 2

∫ T

t

δY i,n
s δf i,n

s ds− 2

∫ T

t

δY i,n
s

n∑

j=1

δZi,j,n
s dBj

s − 2

∫ T

t

∫

IR∗

δY
i,n
s−

n∑

j=1

δU i,j,n
s (e)Ñ j(ds, de)

+ 2

∫ T

t

δY
i,n
s− d(δK1,i,n

s )− 2

∫ T

t

δY
i,n
s− d(δK2,i,n

s ).

By standard estimates, from the assumptions on the driver f , we get, for all ε > 0,

∫ T

t δY i,n
s δf i,n

s ds ≤
∫ T

t Cf |δY
i,n
s |2ds+

∫ T

t
3
εC

2
f |δY

i,n
s |2ds+

∫ T

t 4ε
{
|δZi,n

s |2 + |δU i,n
s |2ν

}
ds

+
∫ T

t
4εW2

p(Ln[Y
n
s ],PY i

s
)ds.

We obtain that, for some constant Cp > 0, independent of n, we have

|δY i,n
0 |p +

(∫ T

0 |δZi,n
s |2ds

) p
2

+
(∫ T

0

∫
IR∗

∑n
j=1 |δU

i,j,n
s (e)|2N j(ds, de)

) p
2

≤ Cp|δξ
i,n|p

+Cp

{(
2Cf + 6

εC
2
f

)
T
} p

2

sup
0≤s≤T

|δY i,n
s |p + Cpε

p
2

(∫ T

0
|δZi,n

s |2ds
) p

2

+ Cpε
p
2

(∫ T

0
|δU i,n

s |2νds
) p

2

+Cp

(∫ T

0 W2
p (Ln[Y

n
s ],PY i

s
)ds
) p

2

+ Cp

{∣∣∣
∫ T

0 δY i,n
s

∑n
j=1 δZ

i,j,n
s dBj

s

∣∣∣
p
2

+
∣∣∣
∫ T

0

∫
IR∗ δY

i,n
s−

∑n
j=1 δU

i,j,n
s (e)Ñ j(ds, de)

∣∣∣
p
2

+
∣∣∣
∫ T

0 δY
i,n
s− d(δK1,i,n

s )
∣∣∣
p
2

+
∣∣∣
∫ T

0 δY
i,n
s− d(δK2,i,n

s )
∣∣∣
p
2

}
.

(4.16)

By applying the Burkholder-Davis-Gundy inequality, we derive that there exist some constants mp > 0

and lp > 0 such that

CpE




∣∣∣∣∣∣

∫ T

0

δY i,n
s

n∑

j=1

δZi,j,n
s dBj

s

∣∣∣∣∣∣

p
2


 ≤ mpE



(∫ T

0

(δY i,n
s )2|δZi,n

s |2ds

) p
4




≤
m2

p

2
‖δY i,n

s ‖pSp +
1

2
E



(∫ T

0

|δZi,n
s |2ds

) p
2




and

CpE




∣∣∣∣∣∣

∫ T

0

∫

IR∗

δY
i,n
s−

n∑

j=1

δU i,j,n
s (e)Ñ j(ds, de)

∣∣∣∣∣∣

p
2


 ≤ lpE






∫ T

0

(δY i,n
s− )2

∫

IR∗

n∑

j=1

(δU i,j,n
s (e))2N j(ds, de)




p
4




≤
l2p

2
‖δY i,n

s ‖pSp +
1

2
E






∫ T

0

∫

IR∗

n∑

j=1

(δU i,j,n
s (e))2N j(ds, de)




p
2


 .

Also recall that, for some constant ep > 0 we have

E



(∫ T

0

∫

IR∗

|δU i,n
s (e)|2ν(de)ds

) p
2


 ≤ epE






∫ T

0

∫

IR∗

n∑

j=1

|δU i,j,n
s (e)|2N j(de, ds)




p
2


 .

26



Now, we take the expectation in (4.16), by using the above inequalities and taking ε > 0 small enough,

we obtain

E



(∫ T

0

|δZi,n
s |2ds

) p
2

+

(∫ T

0

‖δU i,n
s ‖2νds

) p
2


 ≤ Cp|δξ

i,n|p

+KCf ,ε,T,p‖δY
i,n
s ‖pSp + CpE

[
sup

0≤s≤T
Wp

p (Ln[Y
n
s ],PY i

s
)

]

+ E

[(
sup

0≤s≤T
|δY i,n

s |(K1,i,n
T +K

1,i
T )

) p
2

]
+ E

[(
sup

0≤s≤T
|δY i,n

s |(K2,i,n
T +K

2,i
T )

) p
2

]
. (4.17)

From Step 1, we have ‖δY i,n‖pSp → 0, which also implies the uniform boundedness of the sequence
(
‖Y i,n‖pSp

)
n≥0

. Furthermore, by Assumption 4.1 and Proposition A.2, we obtain that E[(K1,i,n
T )p]

(resp. E[(K2,i,n
T )p]) are uniformly bounded. Taking the limit with respect to n in (4.17), and using

Theorem 4.1, we get the convergence lim
n→∞

‖Zi,n − Zi
ei‖Hp,n = 0, lim

n→∞
‖U i,n − U i

ei‖Hp,n
ν

= 0.

From the equations satisfied by W i,n and W i, that is

W
i,n
T = Y

i,n
0 − ξi,n −

∫ T

0

f(s, Y i,n
s , Zi,i,n

s , U i,i,n
s , Ln[Y

n
s ])ds

+

n∑

j=1

∫ T

0

Zi,j,n
s dBj

s +

∫ T

0

∫

IR∗

n∑

j=1

U i,j,n
s (e)Ñ j(ds, de) (4.18)

and

W i
T = Y i

0 − ξi −

∫ T

0

f(s, Y i
s , Z

i
s, U

i
s,PY i

s
)ds+

∫ T

0

Zi
sdB

i
s +

∫ T

0

∫

IR∗

U i
s(e)Ñ

i(ds, de), (4.19)

and the convergence of (Y i,n, Zi,n, U i,n) shown above, we derive that lim
n→∞

‖W i,n −W i‖Sp = 0.

Corollary 4.1 (Propagation of chaos). Under the assumptions of Proposition 4.3, the particle system

(3.4) satisfies the propagation of chaos property, i.e. for any fixed positive integer k,

lim
n→∞

Law (Θ1,n,Θ2,n, . . . ,Θk,n) = Law (Θ1,Θ2, . . . ,Θk),

where

Θi,n := (Y i,n, Zi,n, U i,n,K1,i,n −K2,i,n), Θi := (Y i, Zi, U i,K1,i −K2,i).

Proof. We obtain the propagation of chaos if we can show that lim
n→∞

D
p
G(P

k,n,P⊗k
Θ ) = 0. But, this

follows from the inequality (4.6) and Proposition 4.3.

Remark 4.1. The question of convergence of S-saddle points of the particle system to those of the limit

process is more elaborate and will be addressed in a forthcoming paper.

A Some technical results

For the reader’s convenience, we recall here the following Lp estimates with universal constants for the

difference of the solutions (Y i, Zi, U i), i = 1, 2 of BSDEs, established in [12].
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Proposition A.1 (Lp a priori estimates with universal constants). Let T > 0. Let τ be a F-stopping

time with values in [0, T ]. Let p ≥ 2 and let ξ1 and ξ2 ∈ Lp(Fτ ). Let f1 be a Lipschitz driver with

constant C and let f2 be a driver. For i = 1, 2, let (Y i, Zi, U i) be a solution of the BSDE associated

to terminal time τ , driver f i, and terminal condition ξi. For s ∈ [0, τ ] denote δYs := Y 1
s − Y 2

s ,

δZs := Z1
s − Z2

s , δUs := U1
s − U2

s , δfs := f1(s, Y 2
s , Z

2
s , U

2
s ) − f2(s, Y 2

s , Z
2
s , U

2
s ) and δξ := ξ1 − ξ2. Let

η, β > 0 be such that β ≥ 2C + 3
η and η ≤ 1

C2 , then for each t ∈ [0, τ ] we have

|eβtδYt|
p ≤ 2p/2−1

(
E
[
|eβτδξ|p|Ft

]
+ ηpE

[(∫ τ

t

|eβsδfs|
2ds

)p/2

|Ft

])
P-a.s. (A.1)

Proof. Recall that, by standard estimates obtained by applying Itô’s formula to eβt|δYt|
2, we derive

that for β ≥ 3
η + 2C and η ≤ 1

C2 (see [14]), we have

|eβtδYt|
2 ≤ E

[
|eβτδξ|2|Ft

]
+ η2E

[(∫ τ

t

|eβsδfs|
2ds

)
|Ft

]
P-a.s., (A.2)

from which it follows that

|eβtδYt|
p ≤

(
E
[
|eβτδξ|2|Ft

]
+ η2E

[(∫ τ

t

|eβsδfs|
2ds

)
|Ft

])p/2

P-a.s., (A.3)

which leads to, by convexity relation and Hölder inequality,

|eβtδYt|
p ≤ 2p/2−1

(
E
[
|eβτδξ|p|Ft

]
+ ηpE

[(∫ τ

t

|eβsδfs|
2ds

)p/2

|Ft

])
P-a.s. (A.4)

We now provide the following estimates on the solution of a doubly reflected BSDEs.

Proposition A.2. Let p ≥ 2. Let h1 and h2 two right-continuous left limited processes in Sp such that

h1(t) ≤ h2(t) P-a.s. for all t ∈ [0, T ] and h1 and h2 satisfy Mokobodzki’s condition, i.e. there exist two

non-negative supermartingales θ1, θ2 in Sp such that

h1(t) ≤ θ1(t)− θ2(t) ≤ h2(t), 0 ≤ t ≤ T, P-a.s. (A.5)

Let f be a Lipschitz driver, ξ ∈ Lp(FT ) and (Y, Z, U,K1,K2) ∈ Sp × Hp × Hp
ν × Sp

i × Sp
i the unique

solution of the doubly reflected BSDE associated with terminal time T , terminal value ξ, driver f and

obstacles h1 and h2. Then, we have

E



(∫ T

0

|Zs|
2ds

)p/2

+

(∫ T

0

∫

R∗

|Us|
2
νds

)p/2

+ (K1
T )

p + (K2
T )

p




≤ C


E[|ξ|p] + E



(∫ T

0

|f(s, 0, 0, 0)|2ds

)p/2

+ ‖Y ‖pSp + ‖θ1‖

p
Sp + ‖θ2‖

p
Sp + ‖h1‖

p
Sp + ‖h2‖

p
Sp


 ,

(A.6)

for some constant C which only depends on p and T .
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Proof. Step 1. We first provide bounds on the increasing processes K1 and K2. More precisely, we

show that

E[(K1
T )

p] ≤ pp‖Θ1‖
p
Sp , E[(K2

T )
p] ≤ pp‖Θ2‖

p
Sp , (A.7)

where
Θ1(t) := (θ1(t) + E[ξ−|Ft]) 1{t<T} + E[

∫ T

t
f−(s)ds | Ft],

Θ2(t) := (θ2(t) + E[ξ+|Ft])1{t<T} + E[
∫ T

t f+(s)ds | Ft],

f(t) := f(t, Yt, Zt, Ut),

where x+ := max(x, 0) and x− = x+ − x.

Consider the processes defined by

H1(t) := h1(t)1{t<T} + ξ1{t=T} − E[ξ +
∫ T

t f(s)ds | Ft],

H2(t) := h2(t)1{t<T} + ξ1{t=T} − E[ξ +
∫ T

t
f(s)ds | Ft].

Then, Θ1 and Θ2 are non-negative supermartingales in Sp satisfying Θ1(T ) = Θ2(T ) = 0.

Moreover,

H1(t) ≤ Θ1(t)−Θ2(t) ≤ H2(t), 0 ≤ t ≤ T, P-a.s. (A.8)

Now, consider the sequence (Y +
n , Y

−
n ) of processes defined recursively as Snell envelops of processes as

follows

Y +
n+1(t) = ess sup

τ∈Tt

E[Y −
n (τ) +H1(τ)|Ft], Y +

0 (·) = 0,

Y −
n+1(t) = ess sup

τ∈Tt

E[Y +
n (τ)−H2(τ)|Ft], Y −

0 (·) = 0.

In view of (A.8) and the properties of the Snell envelope of processes, it is easily checked that

0 ≤ Y +
n (t) ≤ Y +

n+1(t) ≤ Θ1(t), 0 ≤ Y −
n (t) ≤ Y −

n+1(t) ≤ Θ2(t), 0 ≤ t ≤ T, P-a.s. (A.9)

Therefore, the sequence (Y +
n )n (resp. (Y −

n )n) converges pointwisely to a non-negative supermartingale

Y1 ∈ Sp (resp. Y2 ∈ Sp). Moreover, Y1 and Y2 satisfy

0 ≤ Y1(t) ≤ Θ1(t), 0 ≤ Y2(t) ≤ Θ2(t), 0 ≤ t ≤ T, P-a.s., (A.10)

and
Y1(t) = ess sup

τ∈Tt

E[Y2(τ) +H1(τ)|Ft], Y1(T ) = 0,

Y2(t) = ess sup
τ∈Tt

E[Y1(τ)−H2(τ)|Ft], Y2(T ) = 0.
(A.11)

Hence,

H1(t) ≤ Y1(t)− Y2(t) ≤ H2(t), 0 ≤ t ≤ T, P-a.s. (A.12)

By the Doob-Meyer decomposition, we have

Y1(t) =M1(t)−K1(t), Y2(t) =M2(t)−K2(t),
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where M1 and M2 are càdlàg martingales and K1,K2 are non-decreasing processes such that K1(0) =

K2(0) = 0. Furthermore, by a classical inequality for non-negative supermartingales (see e.g. Inequality

(100.3) in [11, p. 183]), it holds that

E[(K1(T ))
p] ≤ pp‖Y1‖

p
Sp ≤ pp lim inf

n→∞
‖Y +

n ‖pSp ≤ pp‖Θ1‖
p
Sp ,

E[(K2(T ))
p] ≤ pp‖Y2‖

p
Sp ≤ pp lim inf

n→∞
‖Y −

n ‖pSp ≤ pp‖Θ2‖
p
Sp ,

(A.13)

which entails that M1 and M1 belong to Sp. Thus, by the Martingale representation theorem, there

exist unique processes Z1, Z2 in Hp,d and U1, U2 in Hp
ν such that

Mi(t) = Yi(0) +

∫ t

0

Zi(s)dBs +

∫ t

0

∫

R∗

Ui(s, e)Ñ(ds, de), 0 ≤ t ≤ T, i = 1, 2.

In view of (A.11), the by now standard arguments for Snell envelops yield that Y1 − Y2 satisfies the

following Skorohod flatness condition
∫ T

0

(Y1(t
−)− Y2(t

−)−H1(t
−))dK1(t) = 0,

∫ T

0

(Y1(t
−)− Y2(t

−)−H2(t
−))dK2(t) = 0.

On the other hand, by the Martingale representation theorem applied to the martingale E[ξ+
∫ T

0
f(s)ds|Ft],

there exist unique processes Z3 in Hp,d and U3 in Hp
ν such that

E[ξ +

∫ T

t

f(s)ds|Ft] = E[ξ +

∫ T

0

f(s)ds] +

∫ t

0

Z3(s)dBs +

∫ t

0

∫

R∗

U3(s, e)Ñ(ds, de)−

∫ t

0

f(s)ds.

Set

Ŷ (t) := Y1(t)−Y2(t)+E[ξ+

∫ T

t

f(s)ds|Ft], Ẑ(t) := Z1(t)−Z2(t)+Z3(t), Û(t) := U1(t)−U2(t)+U3(t).

Then, it is easy to check that the process (Ŷ , Ẑ, Û ,K1,K2) is a solution to the doubly reflected BSDE

associated with (f(t), h1(t), h2(t)). By uniqueness of the solution to (2.3), we must have

(Ŷ , Ẑ, Û ,K1,K2) = (Y, Z, U,K1,K2).

In particular, K1 and K2 satisfy the inequalities (A.13).

Step 2. We will now give estimates on the whole solution (Y, Z, U,K1,K2). By applying Itô’s formula

on |Yt|
2, we get

|Yt|
2 +

∫ T

t

|Zs|
2ds+

∫ T

t

∫

IR∗

n∑

j=1

|Us(e)|
2N j(ds, de) +

∑

t<s≤T

|∆K1
s −∆K2

s |
2 = |ξ|2

+ 2

∫ T

t

Ysf(s)ds− 2

∫ T

t

Ys

n∑

j=1

ZsdB
j
s − 2

∫ T

t

∫

IR∗

Ys−

n∑

j=1

Us(e)Ñ
j(ds, de)

+ 2

∫ T

t

Ys−dK
1
s − 2

∫ T

t

Ys−dK
2
s

= |ξ|2 + 2

∫ T

t

Ysf(s)ds− 2

∫ T

t

Ys

n∑

j=1

ZsdB
j
s − 2

∫ T

t

∫

IR∗

Ys−

n∑

j=1

Us(e)Ñ
j(ds, de)

+ 2

∫ T

t

h1(s
−)dK1

s − 2

∫ T

t

h2(s
−)dK2

s .
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By the Lipschitz property of f and Young’s inequality, we have, for all ε > 0,

∫ T

t

f(s)Ysds ≤ 2

∫ T

t

|f(s, 0, 0, 0)|2ds+
(
2 + 2C2

fε
−1
) ∫ T

t

|Ys|
2ds+ ε

∫ T

t

Z2
sds+ ε

∫ T

t

|Us|
2
νds.

(A.14)

We obtain that, for a constant Cp > 0 and 0 ≤ t ≤ T , the following inequality holds

|Yt|
p +

(∫ T

t

|Zs|
2ds

)p/2

+



∫ T

t

∫

IR∗

n∑

j=1

|Us(e)|
2N j(ds, de)




p/2

≤ Cp|ξ|
2

+ Cp

(∫ T

t

|f(s, 0, 0, 0)|2ds

)p/2

+ Cp

(
2 + 2C2

fε
−1
)p/2

(∫ T

t

|Ys|
2ds

)p/2

+ Cpε
p/2

(∫ T

t

|Zs|
2ds

)p/2

+ Cpε
p/2

(∫ T

t

|Us|
2
νds

)p/2

+ Cp

∣∣∣∣∣∣

∫ T

t

Ys

n∑

j=1

ZsdB
j
s

∣∣∣∣∣∣

p/2

+ Cp

∣∣∣∣∣∣

∫ T

t

∫

IR∗

Ys−

n∑

j=1

Us(e)Ñ
j(ds, de)

∣∣∣∣∣∣

p/2

+ Cp

∣∣∣∣∣

∫ T

t

h1(s
−)dK1

s

∣∣∣∣∣

p/2

+ Cp

∣∣∣∣∣

∫ T

t

h2(s
−)dK2

s

∣∣∣∣∣

p/2

.

Therefore, for any ε > 0, and a possibly different constant Cp, we have

(∫ T

0

|Zs|
2ds

)p/2

+



∫ T

0

∫

IR∗

n∑

j=1

|Us(e)|
2N j(ds, de)




p/2

≤ Cp|ξ|
2

+ Cp

(∫ T

0

|f(s, 0, 0, 0)|2ds

)p/2

+ T pCp

(
2 + 2C2

fε
−1
)p/2

sup
0≤s≤T

|Ys|
p + Cpε

p/2

(∫ T

0

|Zs|
2ds

)p/2

+ Cpε
p/2

(∫ T

0

|Us|
2
νds

)p/2

+ Cp

∣∣∣∣∣∣

∫ T

0

Ys

n∑

j=1

ZsdB
j
s

∣∣∣∣∣∣

p/2

+ Cp

∣∣∣∣∣∣

∫ T

0

∫

IR∗

Ys−

n∑

j=1

Us(e)Ñ
j(ds, de)

∣∣∣∣∣∣

p/2

+ Cpε
−p/2

[(
sup

0≤t≤T
|h1(t)|p + sup

0≤t≤T
|h2(t)|p

)]
+ Cpε

p/2
E
[
(K1

T )
p + (K2

T )
p
]
. (A.15)

Now, by applying the Burkholder-Davis-Gundy inequality, for some constants dp > 0 and ep > 0, we

have

CpE




∣∣∣∣∣∣

∫ T

0

Ys

n∑

j=1

Zj
sdB

j
s

∣∣∣∣∣∣

p
2


 ≤ dpE



(∫ T

0

Y 2
s |Zs|

2ds

) p
4


 (A.16)

≤
d2p

2
‖Ys‖

p
Sp +

1

2
E



(∫ T

0

|Zs|
2ds

) p
2


 (A.17)
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and

CpE




∣∣∣∣∣∣

∫ T

0

∫

IR∗

Ys−

n∑

j=1

U j
s (e)Ñ

j(ds, de)

∣∣∣∣∣∣

p
2


 ≤ epE






∫ T

0

Y 2
s−

∫

IR∗

n∑

j=1

(U j
s (e))

2N j(ds, de)




p
4




≤
e2p

2
‖Ys‖

p
Sp +

1

2
E






∫ T

0

∫

IR∗

n∑

j=1

(U j
s (e))

2N j(ds, de)




p
2


 . (A.18)

Furthermore, for some constant lp > 0 we have:

E



(∫ T

0

∫

IR∗

|Us(e)|
2ν(de)ds

) p
2


 ≤ lpE






∫ T

0

∫

IR∗

n∑

j=1

|U j
s (e)|

2N j(de, ds)




p
2


 . (A.19)

By taking the expectation in (A.15), and using (A.7), (A.16), (A.18) and (A.19), for small enough ε,

the result follows.
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