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ABSTRACT

Abstract: We consider a three-parameter family of non-linear equations

with (p + 1)−order non-linearities. Such family includes as a particular

member the well-known b−equation, which encloses the famous Camassa-

Holm equation. For certain choices of the parameters we establish a global

existence result and show a scenario that prevent the wave breaking of solu-

tions. Also, we explore unique continuation properties for some values of

the parameters.
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1 Introduction

Our work is concerned with qualitative properties of periodic solutions of the equation

ut − utxx + (b+ c)upux = bup−1uxuxx + cupuxxx. (1.1)

Henceforth we assume that the parameters b, c and p are non-negative, positive real, and positive

integer numbers, respectively.

In the case p = c = 1 we have the b−equation [9]

ut − utxx + (b+ 1)uux = buxuxx + uuxxx, (1.2)

whose relevance in hydrodynamics is discussed in [10,11], see also [17,18] for a wide investigation

about properties of these equations.

It is worth mentioning that the Degasperis-Procesi (DP) [8] and the Camassa-Holm (CH) [2] equa-

tions can be recovered from the b− equation when b = 2 and b = 3, respectively.

Whenever b = (p+ 1) and c = 1 we have the equation

ut − utxx + (p+ 2)upux = (p+ 1)up−1uxuxx + upuxxx,

which was obtained in [6] using symmetries and conservation laws arguments, as well as in [1]

where it can be inferred from a four-parameter family of equation as a member having the H1(R)
norm of the solutions (vanishing as x → ±∞) conserved, peakons, and multi-peakon solutions. It

can also be obtained from the family of equations studied in [15]. The two most famous members

of this family is the already mentioned CH equation, for p = 1, and the Novikov equation [21]

when p = 2. For further details, see the review [14] where such equation is discussed in detail.

Our main motivation for this work is some open problems pointed out in [16]. We extend results

on global existence of solutions established in this reference for the periodic problem associated to

(1.1), for certain parameters. Moreover, we study the prevention of blow up of periodic solutions

of (1.1), and establish unique continuation results.

Our paper is structured as follows: in Section 2, we present the notation and conventions used in

the manuscript, as well as our main motivation, a revision of literature and our main contributions.

Next, in Section 3, we prove some technical results very useful for establishing our achievements.

Global existence of solutions are proved in Section 4, whereas the prevention of their blow-up is

described in Section 5. Such results, however, are for b = 0 in (1.2). We observe that the value

b = 0 in (1.2) brings some difficulty to the equations, as can be inferred from [1], where very few

conserved quantities can be found whenever b = 0 in (1.1), at least of low order, see also [17, 24].

Moreover, the results proved in [4, 16, 24] dealing with (global) existence of solutions usually

assume that b > 0. Part of the results reported in our work fills such gap (see theorems 2.1 and

2.2), where we use a remarkable functional (whose square root is equivalent to the H3(S)−norm

of the solutions of (1.2) with b = 0). From this functional, we establish conditions for the existence

of global solutions for the equation.

Finally, unique continuation properties of (1.1) are presented in Section 6. Such results are depen-

dent on the values of the parameters, but we do not need to fix a specific order on the non-linearities

of the equation.

Last but not least, our results are discussed in Section 7 and our conclusions are reported in Section

8.

3



EXISTENCE AND CONTINUATION OF PERIODIC SOLUTIONS - FEBRUARY 16, 2022

2 Notation, conventions and main results

In this section, we fix the notations and conventions used throughout the manuscript, as well as our

main contributions.

2.1 Notation and conventions

We identify the interval [0, 1) with the circle S. The Sobolev space of order s over the circle S

and its corresponding norm are denoted by Hs(S) and ‖ · ‖Hs(S), respectively. The functions u
considered in this work are usually dependent on the variables t and x, that are regarded as time

and space variables, respectively. Derivatives of u with respect to its first argument will usually

be denoted either by ut or ∂tu, while derivatives with respect to second argument will be denoted

either by ux or ∂xu, respectively. For each t ∈ [0, T ), the quantity m(t, x) := (1 − ∂2
x)u(t, x)

is sometimes referred as momentum. In particular, at t = 0 we have u(0, x) = u0(x) and m0 =
u0 − u′′

0. Also, we assume that u is at least C1 with respect to its first argument.

By Λ2 : Hs(S) → Hs−2(S) we denote the Helmholtz operator 1 − ∂2
x, whose inverse Λ−2, acting

on a function f , is given by Λ−2f = g ∗f , where ∗ denotes the convolution between functions, and

g(x) =
cosh(x− ⌊x⌋ − 1/2)

2 sinh(1/2)
. (2.1)

Note that g(·) is differentiable a.e. and, in particular, as soon as its derivative is defined, we have

∂xg(x) =
sinh(x− ⌊x⌋ − 1/2)

2 sinh(1/2)
. (2.2)

Moreover, we have ∂xΛ
−2(f) = (∂xg) ∗ f .

2.2 Motivation of our work and main results

We recall some results appearing in the literature about (1.1) regarding the existence of its solutions.

We observe that most of them deal with non-periodic problems and rely on the assumptions on the

constants b, c, p in (1.1), initial data, and the order of Sobolev space.

The Cauchy problem associated with (1.1) was investigated in [15] in details. Using a Galerkin-

type approximation scheme, local well-posedness in Hs, for s > 3/2, has been proved both on the

real line and the circle, i.e., given (1.1) subject to u(0, x) = u0(x) ∈ Hs, s > 3/2, there exists

a unique solution u(t) ∈ C0([0, T ), Hs) ∩ C1([0, T ), Hs−1) which depends continuously on the

initial data [15, Theorem 1], see also [16, Theorem 1.1]. Moreover, it is proved that the solution

map is not uniformly continuous neither on the line nor on the circle [15, Theorem 2].

More recently, in [22, Theorem 2.1], local existence of solution for the non-periodic case, was

proved in Besov spaces.

Global solutions for (1.1) subject to u(0, x) = u0(x) are granted provided that:

• p = 1 and u0(x) ∈ Hs(R) ∩ L1(R), s > 3/2, having the property that m0 = u0 − (u0)xx
does not change sign [19, Theorem 3], or

• b ∈ [0, p/2], u0(x) ∈ Hs(R) with s > 5/2 [23, Theorem 1.5], or

• b = p/2, u0(x) ∈ Hs(R) with s > 3/2 [23, Theorem 1.6], or
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• b ∈ (0, p), u0(x) ∈ Hs(R) ∩W 2,p/b with s > 3/2 [23, Theorem 1.6], or

• b = p + 1, u0(x) ∈ Hs(R) with s > 3/2 having the property that m0 = u0 − (u0)xx does

not change sign [23, Theorem 1.6], or

• b = p or b ∈ R and p = 1 having the property that m0 = u0 − (u0)xx does not change sign,

u0(x) ∈ Hs(R) with s > 3/2 [23, Theorem 1.6], or

• c = 1, b = p + 1, p odd, u0(x) ∈ Hs(R) with s > 3/2, and supposing the existence of

x0 ∈ R such that m0(x) ≤ x if x ≤ x0, and m0(x) ≥ x if x ≥ x0, see [3, Theorem 1.1], or

• p = 1, c = 1, b ≥ 1, and u0(x) ∈ Hs(S), s ≥ 3, having the property that m0 = u0− (u0)xx
does not change sign [4, Theorem 4.1].

We observe that apart from the work by Christov and Hakkaev [4], the other papers listed above

are all concerned with the non-periodic case.

It is worth mentioning that Himonas and Thompson [16] state that the existence of global solutions

for (1.1) subject to u(0, ·) = u0(·) ∈ Hs, s > 3/2, (both periodic and non-periodic cases), for

b 6= p + 1 is an open problem, see [16, page 3]. This observation is one of the main motivations

for our work. We shed light to this question through the following result concerning the case b = 0
and p = 1.

Theorem 2.1. Let u0 ∈ H3(S) and u(t, .) be the unique local solution of






















ut − utxx + cuux = cuuxxx, x ∈ R, t > 0,

u(0, x) = u0(x), x ∈ R,

u(t, x) = u(t, x+ 1), x ∈ R, t > 0.

(2.3)

If m0 = u0 − u′′
0 ∈ H1(S) does not change sign, then the solution exists globally in

C0([0,∞), H3(S)) ∩ C1([0,∞), H2(S)).

Note that our Theorem 2.1, jointly with [7, Theorem 2.4] extend [16, Theorem 1.4] to the equation

(2.3), with u0 ∈ H3(S), for both periodic and non-periodic cases.

Our main result regarding blow-up of the solutions of (2.3) is:

Theorem 2.2. Let u0 ∈ H3(S) and u ∈ C0([0,∞), H3(S)) ∩ C1([0,∞), H2(S)) be the corre-

sponding solution to (2.3). If there exists a constant M > 0 such that

||u||L∞(S) + ||ux||L∞(S) < M,

then ||u||H3(S) does not blow up in finite time.

In [16, Theorem 1.2] it was shown that if the initial data and its derivative are o(e−x) and O(e−αx),
respectively, as x → ∞, for a suitable α ∈ (0, 1), and if there exists a t1 ∈ (0, T ) such that the

corresponding non-periodic solution satisfies

lim
x→∞

|u(t1, x)|

ex
= 0,

then the solution u vanishes identically (see [16, Theorem 1.2] for the restriction on the parameters).

Such unique continuation result cannot be proved for (1.1) using the same ideas in [16] for the

periodic case: their proof makes use of the behaviour of the solutions for |x| ≫ 1. This does not
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imply the impossibility of establishing an analogous result for (1.1). Actually, our next two results

can be seen as the periodic counter-parts of [16, Theorem 1.2].

Theorem 2.3. Assume that u ∈ C0([0, T ), Hs(R)), s > 3/2, is a solution of (1.1). Suppose that

• p = 1, b ∈ [0, 3c], and s > 3/2; or

• b = pc, p is odd, and s > 3/2; or

• b = pc, p is even, m0 is either non-negative or non-positive, and s = 3.

If there exists t∗ ∈ (0, T ), a, b ∈ S, with a < b, such that u(t∗, ·)
∣

∣

[a,b]
≡ 0 and ut(t

∗, a) =

ut(t
∗, b) = 0, then u ≡ 0.

In line with the above result, we have the following unique continuation property.

Theorem 2.4. Assume that u ∈ C0([0, T ), Hs(R)), s > 3/2, is a non-negative or non-positive

solution of (1.1), and suppose that p = 1 and b ∈ [0, 3c], or b = pc. If there exists a piece of

cylinder S = (t0, t1)× (x0, x1) ⊆ [0, T )× S such that u
∣

∣

S
≡ 0, then u ≡ 0.

3 Preliminaries

In this section we present some technical and necessary results needed for the proof of our main

theorems. It will be very useful to rewrite (1.1) in terms of its momentum m = u− uxx, that is,

mt + cupmx + bup−1uxm = 0. (3.1)

Note that in view of the relation m(t, x) = Λ2u(t, x), the solution of (1.1) subject to u(0, x) = u0

is equivalent to (3.1) subject to m(0, x) = m0(x).

Theorem 3.1. Let u0 ∈ H3(S), u0 6≡ 0, and u ∈ C0([0, T ), H3(S)) ∩ C1([0, T ), H2(S)), be the

corresponding solution to (1.1) subject to u(0, x) = u0(x). If m0(x) ≥ 0 or m0(x) ≤ 0, x ∈ R,

then the corresponding momentum m(t, x) satisfies m(t, x) ≥ 0 or m(t, x) ≤ 0, respectively.

Proof. Our demonstration follows the same steps as [5, Theorem 3.1] and we follow it closely, see

also [4, Theorem 4.1]. Let us fix x and define γ(·, x) by







γt(t, x) = cu(t, γ)p, t ∈ (0, T ),

γ(0, x) = x.

Fixing t, letting x varies, and differentiating the PVI above with respect to x, we obtain







γtx(t, x) = pc(up−1uxγx)(t, γ), t ∈ (0, T ),

γx(0, x) = 1.
(3.2)

From (3.2) we obtain

γx(t, x) = e
∫ t

0
pc(up−1ux)(τ,γ(τ,x))dτ > 0. (3.3)
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Proceeding similarly as [5, Theorem 3.1] we conclude that γ(t, ·) : R → R is an increasing

diffeomorphism for every t ∈ [0, T ). Moreover, since γt = cup and γtx = pc(up−1uxγx), we have

d

dt

(

m(t, γ)γx(t, y)
b
pc

)

=
[(

mt +mxγt

)

γ
b
pc
x +

b

pc
mγ

b
pc

−1
x

]

(t, γ)

=
[(

mt + γtmx + bup−1uxm
)

γ
b
pc
x

]

(t, γ)

=
[(

mt + cupmx + bup−1uxm
)

γ
b
pc
x

]

(t, γ) = 0.

The differential equation above implies that m(t, γ(t, x))γ
b
pc
x = m0(x). Therefore, if m0(x) ≥ 0

or m0(x) ≤ 0, then m(t, y(t, x)) ≥ 0 or m(t, y(t, x)) ≤ 0, respectively, since (3.3) holds.

Corollary 3.1. Let 0 6≡ u0 ∈ H3(S) be a non-trivial function and u ∈ C0([0, T ), H3(S)) ∩
C1([0, T ), H2(S)), be the corresponding solution of (1.1) subject to u(0, x) = u0(x). If m0(x) ≥ 0
or m0(x) ≤ 0, for every x ∈ R, then u(t, x) ≥ 0 or u(t, x) ≤ 0, respectively. Moreover, if m0(x)
does not change sign, then sign (u) = sign (u0) = sign (m0) = sign (m).

Proof. Under the conditions above, Theorem 3.1 implies that x 7→ m(t, x) is non-negative or

non-positive, for all t ∈ [0, T ). Since

u(t, x) = g ∗m(t, x) =

∫

S

g(x− y)m(t, y)dy,

and g, given by (2.1), is strictly positive, then the same will apply to u, respectively.

Equation (1.1) has several conserved quantities depending on the values of the parameters b, c and

p, see [1, Theorem 2.1]. Among them, two are very important for our purposes, namely,

H1(t) =

∫

S

u(t, x)dx, (3.4)

as long as p = 1 or b = pc, and

H2(t) =
1

2

∫

S

(u2 + u2
x)dx, (3.5)

in case b = (p + 1)c.

If u is a solution of (1.1), then from [1, Theorem 2.1] we can obtain the relation

∂t(u− uxx) = −∂x

( c

p+ 1
up+1 +

pc− b

2
u2
x − cupuxx

)

,

provided that p = 1 or b = pc. Therefore

d

dt

∫

S

mdx =

∫

S

mtdx = −

∫

S

∂x

( c

p+ 1
up+1 +

pc− b

2
u2
x − cupuxx

)

dx = 0,

which implies the conservation of the momentum, that is,
∫

S

m(x)dx =

∫

S

m0(x)dx. (3.6)

7
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The main relevance of theorem 3.1, or its corollary, is that it assures the existence of non-

negative/non-positive solutions with certain regularity. From this and the conserved quantities

we have the following result.

Theorem 3.2. Let u0 ∈ H3(S), p = 1 or b = pc, and assume that u is either non-negative

or non-positive. Then the L1(S)−norm of the corresponding solution u ∈ C0([0, T ), H3(R)) ∩
C1([0, T ), H2(S)) of (1.1) subject to u(0, x) = u0(x) is conserved. In particular, if m0(x) is

either non-positive or non-negative for every x ∈ R, then the corresponding solution conserves

the L1(S)−norm.

Proof. Assume that u(t, x) ≥ 0. The conserved quantity (3.4) yields H1(t) = ‖u(t, ·)‖L1(S). On

the other hand, if u(t, x) ≤ 0, then −u(t, x) ≥ 0 and ‖u(t, ·)‖L1(S) = −H1(t).

Corollary 3.2. Let p = 1 or b = pc. If m0 ∈ H1(S) is non-negative or non-positive, then the

corresponding solution m(t, ·) of the equation (3.6) belongs to L1(S), for all t ∈ [0, T ).

Proof. First we note that (3.6) holds under the conditions in the Corollary. By Theorem 3.1 we see

that sign (m(t, x)) = sign (m0(x)). The result follows noticing that, up eventually a sign, (3.4) is

the L1(S)−norm of the momentum.

4 Global solution and the proof of theorems 2.1 and 2.2

Through this section we assume that p = 1 and b = 0 in (1.1). This fact is assumed henceforth

without further mention.

We begin observing that
∫

S

uxxdx = 0.

This fact is enough to guarantee the existence, for each t ∈ (0, T ), the existence of a point ξt− 1 ∈
(0, 1) such that ux(t, ξt − 1) = 0.

Lemma 4.1. If u0 ∈ H3(S)∩L1(S), is such that m0 ≥ 0 (or m0 ≤ 0), then there exists a constant

K > 0 such that the solution of (2.3) satisfies ||ux||L∞(S) ≤ K.

Proof. Assume m0 does not change sign and m0 ≥ 0. Then, by (3.6)

C1 = ||m0||L1(S) =

∫

S

m0(r)dr =

∫

S

m(t, r)dr

=

∫ ξt

ξt−1

m(t, r)dr ≥

∫ x

ξt−1

m(t, r)dr

=

∫ x

ξt−1

(u− uxx)(t, r)dr

=

∫ x

ξt−1

u(t, r)dr− ux(t, x)

holds for every x ∈ [ξt − 1, ξt]. Hence,

−ux(t, x) ≤ C1 −

∫ x

ξt−1

u(t, r)dr ≤ C1 +

∫ x

ξt−1

u(t, r)dr ≤ C2

8



EXISTENCE AND CONTINUATION OF PERIODIC SOLUTIONS - FEBRUARY 16, 2022

for some positive constant C2. Here, we use (3.4) and Theorem 3.1, which guarantee that u does

not change sign, under the assumption that m0 does not change sign. Taking into account the final

result, we observe that ux is bounded from below.

Moreover, the existence of a point νt ∈ (0, 1) such that ux(t, νt) = 0, implies for every

x ∈ [νt − 1, νt] that

ux(t, x) +

∫ νt

x

u(t, r)dr =

∫ νt

x

(u− uxx)(t, r)dr

≤

∫ νt

νt−1

(u− uxx)(t, r)dr = C1

and

ux(t, x) ≤ C1 −

∫ νt

x

u(t, r)dr = C1 +

∫ νt

x

u(t, r)dr ≤ C2.

Hence, ux is bounded also from above. Therefore, we can conclude that ||ux||∞ norm is bounded

provided that m does not change sign , i.e. ||ux||∞ ≤ K. The case m0 ≤ 0 is proved in a similar

way and, therefore, is omitted.

To prove Theorem 2.1, we need the following lemma which ensures the boundedness of Sobolev

norm of the solutions of (1.1):

Lemma 4.2. Let u0 ∈ H3(S) and u(t, .) be the corresponding unique local solution of (2.3).

If Lemma 4.1 is verified, then ||u||H3(S) ≤ ecAt||u0||H3(S), for some constant A depending on

||u0||L1(S).

Proof. We proceed similarly as in [7] for establishing an analogous result for the non-periodic case.

We give the steps for finding the form of a functional I(u) which will be used to estimate H3-norm

of u(t, x):

• Multiply (2.3) by u and rewrite to get

d

dt

(

u2 + u2
x

2

)

+
d

dx

( c

3
u3 − cu2uxx − uuxt

)

+ cu(u2
x)x = 0. (4.1)

• Differentiate (2.3) with respect to x, multiply by ux and rewrite to get

d

dt

(

u2
x + u2

xx

2

)

−
d

dx
(uxuxxt + cuuxuxxx) +

c

2
u(u2

x + u2
xx)x + cu3

x = 0. (4.2)

• Differentiate (2.3) with respect to x twice, multiply by uxx and rewrite to get

d

dt

(

u2
xx + u2

xxx

2

)

−
d

dx
(uxxuxxxt + cuuxxuxxxx + cuxuxxuxxx)

+
c

2
u(u2

xx + u2
xxx)x + 3cuxu

2
xx + cuxu

2
xxx = 0. (4.3)

9
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Defining

I(u) =

∫

S

(

u2 + u2
x

4
+

u2
x + u2

xx

2
+

u2
xx + u2

xxx

2

)

dx, (4.4)

from (4.1)–(4.3) and Lemma 4.1, we have,

d

dt
I(u) = −2c

∫

S

uxu
2
xxdx−

c

2

∫

S

uxu
2
xxxdx

= c

∫

S

(−ux)

(

2u2
xx +

u2
xxx

2

)

dx

≤ cC2

∫

S

(

2u2
xx +

u2
xxx

2

)

dx

≤ cAI(u),

for some optimal constant A > 0. By Gronwall’s inequality,

I(u) ≤ I0e
cAt,

for some constant I0 depending on ||u0||H3(S). We conclude the result noticing that
√

I(u) is a

norm equivalent to ‖u‖H3(S).

Proof of Theorem 2.1 Global existence of solution of (2.3) is a direct consequence of Lemma 4.2

since the solution can be estimated at any finite time, therefore can be extended globally in time.

5 Blow-up

The following lemma, provided that Lemma 4.1 holds, will imply in Theorem 2.2 that the solution

u(t, .) does not blow up in finite time under the given assumptions:

Lemma 5.1. If T < ∞, then supt∈[0,T ) ||u(t, ·)||L∞(S) < ∞, where u is the solution of (2.3) in

C0([0, T ), H3(S)) ∩ C1([0, T ), H2(S)).

Proof. let y ∈ S and τ ∈ [0, T ) be arbitrary. Consider the characteristic ordinary differential

equation with initial condition for a curve γ : [0, T ) → S corresponding to the solution u, that is,

γ̇(r) = cu(r, γ(r)),

γ(τ) = y.

Here u ∈ C0([0, T ), H3(S)) ⊆ C0([0, T ), C1(S)) by Sobolev embedding theorem. Therefore,

(t, x) 7→ u(t, x) is continuous on [0, T ) × S and globally Lipschitz with respect to x. By com-

pactness of S, we get a unique global solution γ ∈ C1([0, T ), S) to the characteristic initial value

problem given above. That follows,

d

dr
(u(r, γ(r))) = ut(r, γ(r)) + ux(r, γ(r))γ̇(r)

= ut(r, γ(r)) + cux(r, γ(r))u(r, γ(r))

= −
3c

2
∂xΛ

−2(u2
x),

10
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and

u(τ, y) = u(τ, γ(τ)) = u(0, γ(0))−
3c

2

∫ τ

0

(∂xΛ
−2(u2

x))(r, γ(r))dr

= u0(γ(0))−
3c

2

∫ τ

0

(∂xΛ
−2(u2

x))(r, γ(r))dr.

Therefore,

|u(τ, y)| ≤ ||u0||∞ +
3c

2

∫ τ

0

|(∂xΛ
−2(u2

x))(r, γ(r))|dr. (5.1)

The following estimation can be done for the integrand by periodicity and Lemma 4.1:

|(∂xΛ
−2(u2

x))(r, γ(r))| ≤ ||∂xΛ
−2(u2

x)||∞ ≤ ||∂xΛ
−2(u2

x)||H1(S)

≤ ||u2
x||L2(S) ≤ ||u2

x||L∞(S) ≤ K2.

Using this in (5.1) and observing that y and τ are arbitrary, the upper bound for |u(τ, y)| is inde-

pendent of these variables, we can conclude that if T < ∞, then supt∈[0,T ) ||u(t)||L∞(S) < ∞.

We now prove our main result regarding blow-up.

Proof of Theorem 2.2 The theorem can be directly observed from Lemma 4.2. Moreover, recalling

the results of Lemma 4.1 and Lemma 5.1, one can also observe that there is no wave breaking in

finite time since the wave breaks only if ||ux||L∞(S) is unbounded whereas ||u||L∞(S) is bounded. �

6 Unique continuation results

Given a solution u ∈ C0([0, T ), Hs(S)), with s > 3/2, of (1.1), for each t ∈ [0, T ) fixed, we define

ft(x) :=
3pc− b

2
u(t, x)p−1ux(t, x)

2 +
b

p+ 1
u(t, x)p+1 (6.1)

and

Ft(x) = ∂xΛ
−2ft(x). (6.2)

Finally, consider the families

F1 = (ft)t∈[0,T ) and F2 = (Ft)t∈[0,T ). (6.3)

In view of our assumptions, F1 is a family of continuous and bounded functions, whereas members

of F2 are smooth and bounded.

Throughout this section, very often we will make use of the following hypothesis (they are condi-

tions in theorems 2.3 and 2.4):

H1 p = 1 and b ∈ [0, 3c];

H2 b = pc.

Proposition 6.1. Let u0 ∈ Hs(S), u ∈ C0([0, T ), Hs(S))∩C1([0, T ), Hs−1(S)) be the correspond-

ing solution of (1.1) subject to u(0, x) = u0(x), and ft(x) given by (6.1).

11
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1. If s > 3/2 and H1 holds, then ft(x) ≥ 0.

2. If s > 3/2, H2 holds and p is odd, then ft(x) ≥ 0.

3. If s = 3, H2 holds, p is even and m0(x) is either non-negative or non-positive, then ft(x) ≥
0 or ft(x) ≤ 0, respectively.

Moreover, under the conditions above, u(t, ·) = 0 ⇔ ft(x) = 0 ⇔ Λ−2ft(x) = 0.

Proof. If s > 3/2 and H1 holds, then

ft(x) =
3c− b

2
ux(t, x)

2 +
b

2
u(t, x)2

and the result is immediate.

Let us now assume that H2 holds. The quantities up−1u2
x and up+1 are non-negative as long as p is

odd, whereas for an even p, ft will be non-negative or non-positive provided that u is non-negative

or non-positive, respectively. In any circumstance, ft(·) = 0 if and only if u(t, ·) = 0. We now

observe that Λ−2ft(x) = g ∗ ft(x), where g is given by (2.1) and is strictly positive. Therefore,

Λ−2ft(x) = 0 if and only if ft(·) = 0.

Corollary 6.1. Under the conditions in Proposition 6.1, if u(t∗, ·) = 0, for some t∗ ∈ [0, T ), then

u(t, ·) = 0 for every t ∈ [0, T ). In particular, the families F1 and F2, given by (6.3) reduce to the

identically vanishing function.

Note that corollary 6.1 holds for any conservative solution, in the sense that if the solution u
conserves ‖u(t, ·)‖X and ‖u(t0, ·)‖X = 0, for some t0, then ‖u(t, ·)‖X vanishes at all (and this does

not necessarily requires local well-posedness of solutions, but only conservation of the norm).

Proof. Under the conditions above, we observe that ‖u(t, ·)‖X is constant, where X = H1(S) or

X = L1(S), meaning that for all t ∈ [0, T ), we have ‖u(t, ·)‖X = ‖u(t∗, ·)‖X = 0.

Proposition 6.2. Let u ∈ C0([0, T ), Hs(S)) ∩ C1([0, T ), Hs−1(S)) be a solution of (1.1), and

assume that the conditions on p, b, c and s are as in Theorem 2.3. If there exists numbers t∗, x0, x1

such that {t∗}× [x0, x1] ⊆ (0, T )× S, ft∗
∣

∣

[x0,x1]
≡ 0 and Ft∗(x0) = Ft∗(x1), then F1 = F2 = {0},

where F1 and F2 are the families (6.3).

Proof. First of all, we note that under the conditions in Theorem 2.3, the function u is either non-

negative or non-positive. From the identity ∂2
xΛ

−2 = Λ−2 − 1, for every x we have F ′
t∗(x) =

∂xFt∗(x) = Λ−2ft∗(x) − ft∗(x). Since ft∗(x) = 0 for x ∈ [x0, x1], the Fundamental Theorem of

Calculus and the hypothesis on Ft∗ and ft∗ imply

0 = Ft∗(x1)− Ft∗(x0) =

∫ x1

x0

Λ−2ft∗(x)dx. (6.4)

Since Λ−2ft∗(x) ≥ 0 or Λ−2ft∗(x) ≤ 0, we are forced to conclude that Λ−2ft∗(x) = 0 and again,

by Proposition 6.1, we conclude that ft∗(x) = 0 and, as a consequence, u(t∗, ·) = 0. The result

follows from Corollary 6.1.

12
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Proof of Theorem 2.3. Assume that for some t∗ ∈ (0, T ), u(t∗, ·)
∣

∣

[a,b]
≡ 0, where 0 < a < b < 1,

then ft∗
∣

∣

[a,b]
≡ 0. We observe that we can rewrite (1.1) in the non-local form

ut + cupux = −∂xΛ
−2
(3pc− b

2
up−1u2

x +
b

p+ 1
up+1

)

−
(p− 1)(b− pc)

2
Λ−2

(

up−2u3
x

)

. (6.5)

Therefore, from (6.2), (6.1) and (6.5); and taking into account the restrictions on the parameters,

we have

Ft(x) = −
(

ut + cupux

)

(t, x). (6.6)

Since ut(t
∗, a) = ut(t

∗, b) = 0 and u(t∗, x) = 0, x ∈ [a, b], then ft∗(x) = 0, a ≤ x ≤ b and

Ft∗(a) = Ft∗(b) = 0. By Proposition 6.2 we conclude that u(t, x) = 0, for every (t, x) ∈ [0, T )×S.

�

We now give two different demonstrations for theorem 2.4: the first one uses the invariance of the

L1(R) norm of the solutions. The second one is based on the continuity of the data-to-solution

map.

Proof of Theorem 2.4.

• Conserved quantity approach. Under the conditions in the theorem, we can find {t∗} ×
[a, b] ⊆ S such that u(t∗, x) = 0, a ≤ x ≤ b and ut(t

∗, a) = ut(t
∗, b) = 0. Equation (6.6)

implies that Ft∗(a) = Ft∗(b) = 0, whereas equation (6.4) and Proposition 6.2 tell us that

ft∗(x) = 0, and then, u ≡ 0.

• Local well-posedness approach. By (6.4), (6.6) and the fact that ft∗(·) is either non-

negative or non-positive, we conclude that ft∗(x) = 0, for all x. This implies that u(t∗, ·) =
0. Since (1.1) is invariant under translations, we conclude that v(t, x) := u(t+ t∗, x) is also

a solution of (1.1) subject to v(0, x) = u(t∗, x) = 0, x ∈ S. The data-to-solution continuity

implies that v ≡ 0 and u ≡ 0 as well.

�

We have a very simple, but beautiful, application of the results above. We recall that u(t, x), x ∈ S,

is said to be compactly supported if

supp(u
∣

∣

S
) = {(t, x) ∈ [0, T )× S, u(t, x) 6= 0}

is compact.

Theorem 6.1. Let u ∈ C0([0, T ), Hs(S)), s > 3/2, be a solution of (1.1). If u 6≡ 0, then it cannot

be compactly supported.

Proof. Let us prove our result by contradiction. Suppose that u is compactly supported. Let us

firstly assume that ([0, T ) × S) \ supp(u
∣

∣

S
) is connected. Therefore we can find an open set S

contained on it. The result follows from Theorem 2.4.

In case [0, T ) × S \ supp(u
∣

∣

S
) is not connected, it then has some connected component, from

which we can find a subset S such that the conditions in Theorem 2.4 hold and the result is again

a consequence of that theorem.
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7 Discussion

In [16] it was proved a global existence result for (1.1) under certain conditions on the parameters

(b = p + 1, in our notation) and the authors pointed out that the same problem for other values

is an open question. Our Theorem 2.1 covers a case not treated in the mentioned reference, since

we consider the situation b = 0 and p = 1. In this sense, it extends to (2.3) the results established

in [16, Theorem 4.1]. Also, the way we proved it is completely different from the approach used

in [16]. Therefore, not only we extended the result by Himonas and Thompson for a case not

covered before, but the way we extended it is also different when compared with that used in the

aforementioned work. In fact, our proof uses the identities (4.1)–(4.3) to estimate the functional

(4.4), which is equivalent to ‖ · ‖H3(S). Our approach is very similar to an analogous result for the

non-periodic case firstly established in [7].

In line with our contribution mentioned above, we delineated conditions for preventing the man-

ifestation of blow-up of the periodic solutions of (1.1) as a wave breaking in our Theorem 2.2,

which is in line with similar results for equations of the Camassa-Holm type, see [23, Theorem

3.4].

We note that our theorems 2.1 and 2.2 fill some gaps in the qualitative analysis of solutions of

the 0−equation and, in particular, not only it partially answers some questions pointed out in [16],

but also extends several results mentioned in our Section 2 to the 0−equation. As pointed out by

Zhou (see [24, page 372]), the description of necessary and sufficient conditions for the blow-up

of the solutions of the b−equation is a difficult problem to be considered (and (2.3) in particular).

Although Zhou’s comments are concerned with the non-periodic case, it is somewhat expected that

the periodic case inherits the same issues.

Finally, we also explored the problem of unique continuation of solutions of (1.1) in theorems 2.3

and 2.4. Two key ingredient for dealing with it is the construction of the families (6.1) and (6.2),

and the fact that (6.1) is a non-negative/positive function, depending on the value of the parameters.

We give two demonstration for unique continuation of the solutions of (1.1) belonging to

C0([0, T );Hs(S)), for s > 3/2, under restriction on the parameters of the equation and s. The

first demonstration is based on the invariance of a conserved quantity, namely, the L1(S)−norm.

In fact, by proposition 6.2 we can find a value of t∗ for which the solution vanishes identically. Due

to this fact and the conservation of the L1(S)−norm of the solutions of (1.1) (see Theorem 3.2) we

use the conserved quantities (3.4) and (3.5) to show that the solution vanishes for all time. This is

based on the ideas introduced in [12, 13] for investigation of unique continuation results through

the use of invariants conserved along time.

The second proof uses the continuity of the data-to-solution map to show that the only solution of

(1.1), under the conditions in theorem 2.4, is zero. Such demonstration is based on the paper [20].

We note, however, that the conditions on the derivatives of the function u were firstly noted in [13]

(which corrects [12]). In particular, any solution vanishing on empty sets satisfies satisfies the

conditions required on u in theorem 2.3, but the converse does not necessarily hold.

We observe that a crucial point in our approach is the existence of a norm of the solutions conserved

along time. Under the conditions on the parameters, and the order s, in Theorem 2.3, we can

guarantee the conservation of the H1(S) or L1(S) norms of the solutions and, therefore, if we can

find a point t∗ ∈ (0, T ) for which one of these norms vanishes, then it vanishes at all. Finally, we

note that these ideas are essentially geometric, see [12] for a better discussion.
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8 Conclusion

In this work we found conditions for (1.1) to have global solutions and to avoid the breaking wave

of solutions. We also proved some unique continuation properties of the periodic solutions of

(1.1). All of these results are proved under certain constraints on the parameters of the equation.

Moreover, what is reported in the present work shed light to some open questions pointed out

in [16].
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