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COMBINATORIAL AND GEOMETRIC CONSTRUCTIONS ASSOCIATED WITH
THE KOSTANT CASCADE

DMITRI I. PANYUSHEV

To Alexander Grigorievich Elashvili on the occasion of his 80th birthday

ABSTRACT. Let g be a complex simple Lie algebra and b = t⊕ u+ a fixed Borel subalgebra.

Let ∆+ be the set of positive roots associated with u+ and K ⊂ ∆+ the Kostant cascade.

We elaborate on some constructions related to K and applications of K. This includes the

cascade element xK in the Cartan subalgebra t and properties of certain objects naturally

associated with K: an abelian ideal of b, a nilpotent G-orbit in g, and an involution of g.
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1. INTRODUCTION

Let G be a simple algebraic group with Lie (G) = g. Fix a triangular decomposition

g = u+ ⊕ t ⊕ u−. Then ∆ is the root system of (g, t) and ∆+ is the set of positive roots

corresponding to u+. The Kostant cascade is a set K of strongly orthogonal roots in ∆+

that is constructed recursively starting with the highest root θ ∈ ∆+, see Section 2. The
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2 DMITRI I. PANYUSHEV

construction of cascade goes back to B. Kostant, who used it for studying the center of

the enveloping algebra of u+. His construction is prominently used in some articles af-

terwards [9, 11, 17], but Kostant’s own publications related to the cascade appear some

40 years later [15, 16]. The cascade is also crucial for computing the index of seaweed

subalgebras of simple Lie algebras [26, 12].

Ever since I learned from A. Elashvili about the cascade at the end of 80s, I was fas-

cinated by this structure. Over the years, I gathered a number of results related to the

occurrences of K in various problems of Combinatorics, Invariant Theory, and Repre-

sentation Theory. In [24], I give an application of K to the problem of classifying the

nilradicals of parabolic subalgebras of g that admit a commutative polarisation. (General

results on commutative polarisations are due to Elashvili and Ooms, see [8].) Some other

observations appear in this article.

Let Π ⊂ ∆+ be the set of simple roots. If γ =
∑

α∈Π aαα, then [γ : α] = aα and h̃t (γ) =∑
α∈Π[γ : α] is the height of γ. The set of positive roots ∆+ is a poset with respect to the

root order “4”, and K = {β1, . . . , βm} inherits this structure so that θ = β1 is the unique

maximal element of K.

In Section 3, we define a rational element of t associated with K. Let ( , ) denote the

restriction of the Killing form on g to t. As usual, t and t∗ are identified via ( , ) and t∗Q is

the Q-linear span of ∆. The cascade element of tQ ≃ t∗Q is

(1·1) xK =
m∑

i=1

βi

(βi, βi)
=

1

2

m∑

i=1

βi
∨.

The numbers γ(xK), γ ∈ ∆+, are the eigenvalues of ad xK on u+, and we say that they

form the spectrum of xK on ∆+. It follows from (1·1) that γ(xK) ∈
1
2
Z and β(xK) = 1 for

any β ∈ K. We prove that −1 6 γ(xK) 6 2 for any γ ∈ ∆+ and if g is not of type A2p,

then the eigenvalues are integral (Theorem 3.4). It is also shown that the spectrum of xK

on ∆+ \ K is symmetric relative to 1/2, which means that if mλ is the multiplicity of the

eigenvalue λ, then mλ = m1−λ. If θ is a fundamental weight and α ∈ Π is the unique root

such that (θ, α) 6= 0, then α is long and we prove that α(xK) = −1. On the other hand, if

θ is not fundamental, then xK appears to be dominant. Let Q (resp. Q∨) denote the root

(resp. coroot) lattice in t∗Q. The corresponding dual lattices are

the coweight lattice P∨ := Q∗ & the weight lattice P := (Q∨)∗.

Hence xK ∈ P∨ unless g is of type A2p. Here Q∨ ⊂ P∨ and we prove that xK ∈ Q∨ if and

only if every self-dual representation of g is orthogonal (Section 4).

In [18, Section 3], A. Ooms describes an interesting feature of the Frobenius Lie algebras.

Let q = Lie (Q) be a Frobenius algebra and ξ ∈ q∗ a regular linear form, i.e., qξ = {0}. Then

the Kirillov form Bξ is non-degenerate and it yields a linear isomorphism iξ : q∗ → q.

Letting xξ = iξ(ξ), Ooms proves that (ad xξ)
∗ = 1 − ad xξ, where (adxξ)

∗ is the adjoint
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operator w.r.t. Bξ. This implies that the spectrum of ad xξ on q is symmetric relative to

1/2. We say that xξ ∈ q is the Ooms element associated with ξ ∈ q∗reg. Let tK ⊂ t be the

C-linear span of K. Then bK = tK ⊕ u+ is a Frobenius Lie algebra, i.e., ind bK = 0, see [24,

Sect. 5]. In Section 5, we prove that

• if q is an algebraic Lie algebra, then any Ooms element xξ ∈ q is semisimple;

• xK is an Ooms element for the Frobenius Lie algebra bK = tK ⊕ u+.

The latter provides a geometric explanation for the symmetry of the spectrum of xK on

∆+ \K.

By [14], one associates an abelian ideal of b, az, to any z ∈ t such that γ(z) ∈ {−1, 0, 1, 2}

for all γ ∈ ∆+. Namely, let ∆+
z (i) = {γ ∈ ∆+ | γ(z) = i}. There is a unique wz ∈ W such

that the inversion set of wz, N(wz), equals ∆+
z (1) ∪∆+

z (2), and then ∆〈z〉 := wz

(
∆+

z (−1) ∪

−∆+
z (2)

)
is the set of roots of az. We notice that wz(z) is anti-dominant and wz is the

element of minimal length having such property. Kostant’s construction applies to z = xK

unless g is of type A2p and we obtain a complete description of wK := wxK
and aK := axK

(Sections 6, 7). In this setting, we prove that wK(θ) ∈ −Π and −wK(xK) is a fundamental

coweight. That is, if wK(θ) = −αj , then −wK(xK) = 2̟j/(αj , αj) =: ̟∨
j . Since [b, aK] ⊂ aK,

the set of roots ∆〈K〉 = ∆(aK) is an upper ideal of the poset (∆+,4). Therefore, ∆〈K〉 is

fully determined by the set of minimal elements of ∆〈K〉 or the set of maximal elements of

∆+ \∆〈K〉. Letting ∆+
K
(i) = ∆+

xK
(i) and ΠK(i) = Π ∩∆+

K
(i), we prove that

(1) min(∆〈K〉) = wK(ΠK(−1)) and max(∆+ \∆〈K〉) = −wK(ΠK(1));

(2) if dK = 1 +
∑

α∈ΠK(>0)[θ : α], then ∆〈K〉 = {γ | h̃t (γ) > dK}.

In order to verify (2), we use explicit formulae for wK. To get such formulae, we exploit a

description of w−1
K
(Π) (Theorem 7.1). Then we check directly that h̃t (wK(α)) = dK for any

α ∈ ΠK(−1) and that #ΠK(−1) = #{γ | h̃t (γ) = dK}.

In Section 8, we naturally associate an involution σK ∈ Aut(g) to K if xK ∈ P∨, i.e., g

is not of type A2p. It is proved σK is the unique, up to conjugation, inner involution such

that the (−1)-eigenspace of σK contains a regular nilpotent element of g.

For any simple Lie algebra (sl2p+1 included), we construct the nilpotent G-orbit as-

sociated with K, see Section 9. Let eγ ∈ gγ be a nonzero root vector (γ ∈ ∆). Then

eK =
∑

β∈K eβ ∈ g is nilpotent and the orbit OK = G·eK does not depend on the choice

of root vectors. Properties of OK essentially depend on whether θ is fundamental or not.

We prove that if θ is fundamental then (ad eK)
5 = 0 and (ad eK)

4 6= 0; whereas if θ is not

fundamental then (ad eK)
3 = 0 (and, of course, (ad eK)

2 6= 0). By [19], this means that OK

is spherical if and only if θ is not fundamental. Here [xK, eK] = eK and xK ∈ Im (ad eK).

Therefore, 2xK is a characteristic of eK and the weighted Dynkin diagram of OK, D(OK)

is determined by the dominant element in W ·(2xK). Actually, this dominant element is
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−2wK(xK), and if g 6= sl2p+1, then −2wK(xK) = 2̟∨
j , cf. above. Hence, in these cases,

D(OK) has the unique nonzero label on the node αj and OK is even, cf. Tables 1, 2.

Main notation. Throughout, G is a simple algebraic group with g = Lie (G). Then

– b is a fixed Borel subalgebra of g and u+ = u = [b, b];

– t is a fixed Cartan subalgebra in b and ∆ is the root system of (g, t);

– ∆± is the set of roots corresponding to u±;

– Π = {α1, . . . , αn} is the set of simple roots in ∆+ and the corresponding fundamen-

tal weights are ̟1, . . . , ̟n;

– t∗Q is the Q-vector subspace of t∗ spanned by ∆, and ( , ) is the positive-definite

form on t∗Q induced by the Killing form on g; as usual, γ∨ = 2γ/(γ, γ) for γ ∈ ∆.

– For each γ ∈ ∆, gγ is the root space in g and eγ ∈ gγ is a nonzero vector;

– If c ⊂ u+ is a t-stable subspace, then ∆(c) ⊂ ∆+ is the set of roots of c;

– θ is the highest root in ∆+;

– W ⊂ GL(t) is the Weyl group.

Our main references for (semisimple) algebraic groups and Lie algebras are [27, 28]. In

explicit examples related to simple Lie algebras, the Vinberg–Onishchik numbering of

simple roots and fundamental weights is used, see e.g. [27, Table 1] or [28, Table 1].

2. PRELIMINARIES ON ROOT SYSTEMS AND THE KOSTANT CASCADE

We identify Π with the vertices of the Dynkin diagram of g. For any γ ∈ ∆+, let [γ : α] be

the coefficient of α ∈ Π in the expression of γ via Π. The support of γ is supp(γ) = {α ∈

Π | [γ : α] 6= 0} and the height of γ is h̃t (γ) =
∑

α∈Π[γ : α]. As is well known, supp(γ) is a

connected subset of the Dynkin diagram. For instance, supp(θ) = Π and supp(α) = {α}. A

root γ is long, if (γ, γ) = (θ, θ). We write ∆l (resp. ∆s) for the set of long (resp. short) roots

in ∆. In the simply-laced case, ∆s = ∅.

Let “4” denote the root order in ∆+, i.e., we write γ 4 γ′ if [γ : α] 6 [γ′ : α] for all α ∈ Π.

Then γ′ covers γ if and only if γ′ − γ ∈ Π, which implies that (∆+,4) is a graded poset.

Write γ ≺ γ′ if γ 4 γ′ and γ 6= γ′. An upper ideal of (∆+,4) is a subset I such that if γ ∈ I

and γ ≺ γ′, then γ′ ∈ I . Therefore, I is an upper ideal if and only if c =
⊕

γ∈I gγ is a b-ideal

of u (i.e., [b, c] ⊂ c).

For a dominant weight λ ∈ t∗Q, set ∆±
λ = {γ ∈ ∆± | (λ, γ) = 0} and ∆λ = ∆+

λ ∪∆−
λ . Then

∆λ is the root system of a semisimple subalgebra gλ ⊂ g and Πλ = Π ∩ ∆+
λ is the set of

simple roots in ∆+
λ . Set ∆>0

λ = {γ ∈ ∆+ | (λ, γ) > 0}. Then ∆+ = ∆+
λ ⊔∆>0

λ and

• pλ = gλ + b is a standard parabolic subalgebra of g;

• the set of roots for the nilradical nλ = pnilλ is ∆>0
λ ; it is also denoted by ∆(nλ).

If λ = θ, then the nilradical nθ is a Heisenberg Lie algebra. In this case, Hθ := ∆(nθ) is said

to be the Heisenberg subset (of ∆+).



PROPERTIES OF THE CASCADE 5

The construction of the Kostant cascade K in ∆+ is recalled below, see also [11, Sect. 2],

[17, Section 3a], and [15, 16]. Whenever we wish to stress that K is associated with g, we

write K(g) for it.

1. We begin with (g〈1〉,∆〈1〉, β1) = (g,∆, θ) and consider the (possibly reducible) root

system ∆θ. The highest root θ = β1 is the unique element of the first (highest) level in

K. Let ∆θ =
⊔d2

j=2∆〈j〉 be the decomposition into irreducible root systems and Π〈j〉 =

Π ∩∆〈j〉. Then Πθ =
⊔d2

j=2Π〈j〉 and {Π〈j〉} are the connected components of Πθ ⊂ Π.

2. Let g〈j〉 be the simple subalgebra of g with root system ∆〈j〉. Then gθ =
⊕d2

j=2 g〈j〉.

Let βj be the highest root in ∆〈j〉+ = ∆〈j〉 ∩∆+. The roots β2, . . . , βd2 are the descendants

of β1, and they form the second level of K. Note that supp(βj) = Π〈j〉, hence different

descendants have disjoint supports.

3. Making the same step with each pair (∆〈j〉, βj), j = 2, . . . , d2, we get a collection of

smaller simple subalgebras inside each g〈j〉 and smaller irreducible root systems inside

∆〈j〉. This provides the descendants for each βj (j = 2, . . . , d2), i.e., the elements of the

third level in K. And so on...

4. This procedure eventually terminates and yields a maximal set K = {β1, β2, . . . , βm}

of strongly orthogonal roots in ∆+. (The latter means that βi ± βj 6∈ ∆ for all i, j). We say

that K is the Kostant cascade in ∆+.

Thus, each βi ∈ K occurs as the highest root of a certain irreducible root system ∆〈i〉

inside ∆ such that Π〈i〉 = Π ∩∆〈i〉+ is a basis for ∆〈i〉.

We think of K as poset such that β1 = θ is the unique maximal element and each βi

covers exactly its own descendants. If βj is a descendant of βi, then βj ≺ βi in (∆+,4)

and supp(βj)  supp(βi), while different descendants of βi are not comparable in ∆+.

Therefore the poset structure of K is the restriction of the root order in ∆+. The resulting

poset (K,4) is called the cascade poset. The numbering of K is not canonical. We only

require that it is a linear extension of (K,4), i.e., if βj is a descendant of βi, then j > i.

Using the decomposition ∆+ = ∆+
θ ⊔Hθ and induction on rk g, one readily obtains the

disjoint union determined by K:

(2·1) ∆+ =
m⊔

i=1

Hβi
=
⊔

β∈K

Hβ ,

where Hβi
is the Heisenberg subset in ∆〈i〉+ and Hβ1

= Hθ. The geometric counterpart of

this decomposition is the direct sum of vector spaces

u+ =
m⊕

i=1

hi,

where hi is the Heisenberg Lie algebra in g〈i〉, with ∆(hi) = Hβi
. In particular, h1 = nθ.
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For any β ∈ K, set Φ(β) = Π ∩Hβ. Then Π =
⊔

β∈KΦ(β) and Φ is thought of as a map

from K to 2Π. Our definition of subsets Φ(βi) yields the well-defined map Φ−1 : Π → K,

where Φ−1(α) = βi if α ∈ Φ(βi). Note that α ∈ Φ(Φ−1(α)). We also have #Φ(βi) 6 2 and

#Φ(βi) = 2 if and only if the root system ∆〈i〉 is of type An with n > 2.

The cascade poset (K,4) with the set Φ(β) attached to each β is called the marked cascade

poset (MCP). In [24], we use (K,4,Φ) for describing the nilradicals of parabolic subalge-

bras that admit a commutative polarisation. The Hasse diagrams of (K,4) are presented

in Appendix A, where the Cartan label of the simple Lie algebra g〈j〉 is attached to the

node βj . These diagrams (without Cartan labels) appear already in [11, Section 2].

Let us gather some properties of (K,4) that either are explained above or easily follow

from the construction.

Lemma 2.1. Let (K,4,Φ) be the MCP for a simple Lie algebra g.

(1) The partial order in K coincides with the restriction to K of the root order in ∆+;

(2) βi, βj ∈ K are comparable if and only if supp(βi) ∩ supp(βj) 6= ∅; and then one support

is properly contained in the other;

(3) each βj , j > 2, is covered by a unique element of K;

(4) for any βj ∈ K, the interval [βj , β1]K = {ν ∈ K | βj 4 ν 4 β1} ⊂ K is a chain.

(5) For α ∈ Π, we have α ∈ Φ(βi) if and only if (α, βi) > 0.

Clearly, #K 6 rk g and the equality holds if and only if each βi is a multiple of a funda-

mental weight for g〈i〉. Recall that θ is a multiple of a fundamental weight of g if and only

if g is not of type An, n > 2. It is well known that the following conditions are equivalent:

(1) ind b = 0; (2) #K = rk g, see e.g. [1, Prop. 4.2]. This happens exactly if g is not of type

An (n > 2), D2n+1 (n > 2), E6. Then Φ yields a bijection between K and Π.

For future reference, we record the following observation.

Lemma 2.2. If g is of type B2k+1 or G2, then K contains a unique short root, which is simple. In

all other cases, all elements of K are long.

Write rγ ∈ W for the reflection relative to γ ∈ ∆.

Proposition 2.3 ([15, Prop. 1.10]). The product ω0 := rβ1
· . . . ·rβm

does not depend on the order

of factors and it is the longest element of W (i.e., ω0(∆
+) = ∆−). In particular, ω0(βi) = −βi for

each i.

It follows from this that ω0 = −1 if and only if m = rk g.
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3. THE CASCADE ELEMENT OF A CARTAN SUBALGEBRA

In this section, we define a certain element of t associated with the cascade K and consider

its properties related to ∆. As usual, we identify t and t∗ using the restriction of the Killing

form to t.

Definition 1. The cascade element of t is the unique element xK ∈ 〈β1, . . . , βm〉Q ⊂ tQ such

that βi(xK) = 1 for each i.

Since the roots {βi} are pairwise orthogonal, we have

(3·1) xK =
m∑

i=1

βi

(βi, βi)
=

1

2

m∑

i=1

β∨
i .

Therefore, γ(xK) ∈
1
2
Z for any γ ∈ ∆, and it follows from Prop. 2.3 that ω0(xK) = −xK. If

K ⊂ ∆l, then one can also write xK =
1

(θ, θ)

m∑

i=1

βi.

• It is a typical pattern related to K and xK that a certain property holds for series An

and Cn, but does not hold for the other simple types. The underlying reason is that

θ is a fundamental weight if and only if g is not of type An or Cn.

(Recall that θ = ̟1 + ̟n for An and θ = 2̟1 for Cn.) It is often possible to prove that

a property does not hold if θ is fundamental, and then directly verify that that property

does hold for sln+1 and sp2n (or vice versa).

• Yet another pattern is that one has to often exclude the series A2n from consideration.

The reason is that

the Coxeter number of g, h = h(g), is odd if and only if g is of type A2n.

(The same phenomenon occurs also in the context of the McKay correspondence.) Recall

that h = 1 +
∑

α∈Π[θ : α] = 1 + h̃t (θ).

To get interesting properties of xK, we need some preparations. Set nα = [θ : α], i.e.,

θ =
∑

α∈Π nαα. Suppose that θ is a fundamental weight, and let α̃ be the unique simple

root such that (θ, α̃) 6= 0. Then (θ, α̃∨) = 1 and (θ∨, α̃) = 1, hence α̃ is long. Next,

(θ, θ) = (θ,
∑

α∈Π

nαα) = (θ, nα̃α̃) =
1

2
nα̃(α̃, α̃),

which means that nα̃ = 2. Let Π̃ be the set of simple roots that are adjacent to α̃ in the

Dynkin diagram. Since α̃ is long, one also has Π̃ = {ν ∈ Π | (ν, α̃∨) = −1}. Then

1 = (θ, α̃∨) = nα̃(α̃, α̃
∨) +

∑

ν∈Π̃

nν(ν, α̃
∨) = 4−

∑

ν∈Π̃

nν .
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Hence
∑

ν∈Π̃ nν = 3 and #(Π̃) 6 3. Set J = {i ∈ [1, m] | (α̃, βi) < 0}. Then 1 6∈ J and we

proved in [23, Sect. 6] that

(3·2) α̃ =
1

2

(
θ −

∑

i∈J

(α̃, α̃)

(βi, βi)
βi

)
=:

1

2
(θ −

∑

i∈J

ciβi) and
∑

i∈J

ci = 3,

see [23, Lemma 6.5]. Here ci ∈ N and therefore #J 6 3. Set K̃ := {βi | i ∈ J}.

We say that x ∈ t is dominant, if γ(x) > 0 for all γ ∈ ∆+.

Lemma 3.1. If θ is fundamental, then α̃(xK) = −1 and (θ − α̃)(xK) = 2. In particular, xK ∈ t

is not dominant.

Proof. Take γ = α̃. Using (3·1) and (3·2), we obtain

α̃(xK) =
1

2

[
(θ, θ)

(θ, θ)
−
∑

i∈J

ci(βi, βi)

(βi, βi)

]
= (1− 3)/2 = −1.

Then (θ − α̃)(xK) = 1 + 1 = 2. �

Conversely, if θ is not fundamental, then the example below shows that xK is dominant.

Example 3.2. (1) For g = sln+1, one has βi = εi − εn+2−i with i = 1, . . . , m = [(n + 1)/2].

Here
∑n+1

j=1 εj = 0 and ̟j = ε1 + · · ·+ εj . Hence

(θ, θ)·xK =
m∑

i=1

βi =




2̟p, if n = 2p−1

̟p +̟p+1, if n = 2p.

In the matrix form, one has xK =




diag(1/2, . . . , 1/2,−1/2, . . . ,−1/2), if n = 2p−1

diag(1/2, . . . , 1/2, 0,−1/2, . . . ,−1/2), if n = 2p .

(2) For sp2n, one has βi = 2εi with i = 1, . . . , m = n. Hence (θ, θ)·xK =
∑n

i=1 2εi = 2̟n.

Consider the multiset MK of values {γ(xK) | γ ∈ ∆+ \K}. That is, each value d is taken

with multiplicity md = #Rd, where Rd = {γ ∈ ∆+ \K | γ(xK) = d}.

Lemma 3.3. For any d, there is a natural bijection between the sets Rd and R1−d. In particular,

md = m1−d, i.e., the multiset MK is symmetric w.r.t. 1/2.

Proof. For any γ ∈ ∆+ \ K, there is a unique j ∈ {1, . . . , m} such that γ ∈ ∆(hj) \ {βj},

see (2·1). Then βj − γ ∈ ∆(hj) and γ(xK) + (βj − γ)(xK) = 1. �

As we shall see in Section 5, there is a geometric reason for such a symmetry. It is

related to the fact that a certain Lie algebra is Frobenius.

Theorem 3.4. If g is a simple Lie algebra, then −1 6 γ(xK) 6 2 for all γ ∈ ∆+. More precisely,

(1) If g is of type A2p−1 or Cn, then {γ(xK) | γ ∈ ∆+} = {0, 1};
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(2) If g is of type A2p, then {γ(xK) | γ ∈ ∆+} = {0, 1
2
, 1};

(3) For all other types, i.e., if θ is fundamental, we have {γ(xK) | γ ∈ ∆+} = {−1, 0, 1, 2}.

In particular, if g is not of type A2p, then γ(xK) ∈ Z for any γ ∈ ∆+.

Proof. 1o. Using explicit formulae for K, all these assertions can be verified case-by-case.

For instance, data of Example 3.2 provide a proof for (1) and (2). However, this does not

explain the general constraints −1 6 γ(xK) 6 2. Below we provide a more conceptual

argument, which also uncovers some additional properties of xK.

2o. If m = rk g = n, then K is a basis for t∗. Hence γ can be written as γ =
∑n

i=1 kiβi,

where ki =
1
2
(γ, β∨

i ) ∈
1
2
Z, and γ(xK) =

∑n

i=1 ki. We are to prove that −1 6
∑n

i=1 ki 6 2.

If γ = βi, then γ(xK) = 1. Therefore we assume below that γ 6∈ K. If γ ∈ ∆(hi) for

some i > 1, then the whole argument can be performed for the simple Lie subalgebra

g〈i〉 ⊂ g and the cascade K(g〈i〉) ⊂ K, which has the unique maximal element βi. Since

rk g〈i〉 < rk g for i > 2, it suffices to prove the assertion for i = 1 and β1 = θ.

Assume that γ ∈ H1 = ∆(h1) and γ 6= θ. Then (γ, θ∨) = 1, γ = 1
2
θ +

∑n

i=2 kiβi, and

(3·3) 4(γ, γ) = (θ, θ) +
∑

i>2

(2ki)
2(βi, βi).

(i) For γ ∈ ∆+
l , it follows from (3·3) that 3 =

∑

i>2

4k2
i ·
(βi, βi)

(γ, γ)
. Since #(K ∩ ∆+

s ) 6 1

(Lemma 2.2), the only possibilities for the nonzero coefficients ki are:

• k2, k3, k4 = ±1
2

with β2, β3, β4 ∈ ∆+
l ;

• k2 = ±1
2
, k3 = ±1 with β2 ∈ ∆+

l , β3 ∈ ∆+
s and (β2, β2)/(β3, β3) = 2;

[this happens only for B2p+1];

• k2 = ±3
2

with β2 ∈ ∆+
s and (θ, θ)/(β2, β2) = 3 [this happens only for G2].

In all these cases, we have γ(xK) ∈ {−1, 0, 1, 2}, as required.

(ii) If γ ∈ ∆+
s and

(θ, θ)

(γ, γ)
= 2, then (3·3) shows that 2 =

∑

i>2

4k2
i ·
(βi, βi)

(γ, γ)
>
∑

i>2

4k2
i . Since

#(K ∩∆+
s ) 6 1, the only possibility here is:

• k2 = ±1
2

with β2 ∈ ∆+
l [this happens for Bn, Cn, and F4].

Therefore γ(xK) =
1
2
+ k2 ∈ {0, 1}.

(iii) If γ ∈ ∆+
s and

(θ, θ)

(γ, γ)
= 3, then (3·3) shows that 1 =

∑

i>2

4k2
i ·
(βi, βi)

(γ, γ)
. Here the only

possibility is k2 = ±1
2

and β2 is short [this happens for G2].

3o. If m < rk g = n, then K is not a basis for t∗. Nevertheless, one can circumvent this

obstacle as follows. Let ω0 ∈ W be the longest element. Then −ω0 ∈ GL(t) takes ∆+
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to itself and βi ∈ t−ω0 for each i, see Prop. 2.3. Moreover, K is a basis for t−ω0 , see [23,

Lemma 6.2]. Hence γ̄ := 1
2
(γ − ω0(γ)) =

∑m

i=1 kiβi, ki ∈
1
2
Z, and

m∑

i=1

ki = γ̄(xK) = γ(xK).

Therefore, the argument of part 2o applies to γ̄ in place of γ. However, a new phenomenon

may occur here. As above, we begin with γ ∈ ∆(h1) \ θ. Then γ̄ = 1
2
θ +

∑
i>2 kiβi. But

in this case, γ̄ is not necessarily a root and it may happen that ki = 0 for i > 2. Then

γ̄(xK) = 1/2. (This does occur for g of type A2p: if γ = ε1 − εp+1, then ω0(γ) = ε2p+1 − εp+1

and γ̄ = 1
2
θ. Conversely, if γ̄ = 1

2
θ, then h̃t (θ) = 2·h̃t (γ). Hence the Coxeter number of g

is odd, and this happens only for A2p.)

4o. Recall that ω0 = −1 if and only m = rk g and then γ̄ = γ. Therefore, part 2o can be

thought of as a special case of a more general approach outlined in 3o. �

Remark 3.5. An analysis of possibilities for {ki} in the proof of Theorem 3.4 reveals the

following features:

(1) for any γ ∈ ∆+, γ̄ is a linear combination of at most four different elements of K;

(2) if #K = rk g and K ⊂ ∆+
l , then every γ ∈ ∆+

l \K is presented as a linear combi-

nation of exactly four different elements of K;

(3) if γ(xK) = 2 or γ(xK) = −1, then γ ∈ ∆+
l .

Example 3.6. Let g = soN be realised as the set of skew-symmetric N × N-matrices w.r.t.

the antidiagonal.

• For N = 2n, one has t = {diag(x1, . . . , xn,−xn, . . . ,−x1) | xi ∈ C}.

– If n = 2k, then #K = 2k and the entries of xK are x2i−1 = 1 and x2i = 0 for

i = 1, . . . , k.

– If n = 2k + 1, then still #K = 2k, the entries xj with j 6 2k are the same as for

so4k, and x2k+1 = 0.

• For N = 2n+1, one has t = {diag(x1, . . . , xn, 0,−xn, . . . ,−x1) | xi ∈ C} and#K = n.

Here the entries of xK are x2i−1 = 1 for i 6 [(n+ 1)/2] and x2i = 0 for i 6 [n/2].

Using Examples 3.2 and 3.6, one readily computes the numbers {α(xK)} with α ∈ Π for

all classical Lie algebras. For the exceptional Lie algebras one can use explicit formulae

for K, see Appendix A. An alternative approach is to use the recursive construction of K.

One has Π =
⊔m

i=1Φ(βi), and it suffices to describe the numbers α(xK) for any simple Lie

algebra and α ∈ Φ(β1) = Φ(θ).

(1) If θ is fundamental, then Φ(θ) = {α̃} ⊂ Πl and α̃(xK) = −1 (Lemma 3.1);

(2) if g = sp2n, then θ = 2̟1 and Φ(θ) = {α1} ⊂ Πs. Here θ = 2α1 + β2 and α1(xK) = 0;
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(3) For sln+1 (n > 2), we have Φ(θ) = {α1, αn}. If n > 3, then α1(xK) = αn(xK) = 0; if

n = 2, then θ = α1 + α2 and α1(xK) = α2(xK) = 1/2;

(4) For sl2, one has θ = α1 and α1(xK) = 1.

The resulting labelled diagrams are presented in Figures 1 and 2.

A2p :
0 0 1/2 1/2 0 0

· · · · · ·

A2p−1 :
0 0 1 0 0

· · · · · ·

Cp :
0 0 0 0 1

· · · <

B2p−1 :
1 −1 1 −1 1

· · · >

B2p :
1 −1 1 −1 1 0

· · · >

D2p :
1 −1 1 −1

1

1

· · ·

D2p+1 :
1 −1 1 −1 1

0

0
· · ·

FIGURE 1. Numbers {α(xK) | α ∈ Π} for the classical cases

E6 :

0 0 1 0 0

−1

E7 :

1 −1 1 −1 1 −1

1

E8 :

−1 1 −1 1 −1 1 −1

1

F4 :
0 0 1 −1

<

G2 :
1 −1

<

FIGURE 2. Numbers {α(xK) | α ∈ Π} for the exceptional cases



12 DMITRI I. PANYUSHEV

Let us summarise main features of the diagrams obtained.

Remark 3.7. 1) Fractional values occur only for g of type A2p. For A2p−1 and Cp, the

dominant element xK is a multiple of the fundamental weight ̟p. More precisely,

xK = 2
(αp,αp)

̟p (cf. Remark 3.2).

2) All these diagrams have no marks ‘2’ and all the marks {α(xK)} are nonzero if and

only if g is of type B2p−1,D2p,E7,E8,G2. The subset {α ∈ Π | α(xK) = ±1} is always

connected and the marks ‘1’ and ‘−1’ alternate in this subset.

3) If α(xK) = −1 and α′ ∈ Π is adjacent to α, then α′(xK) = 1. Moreover, if α′(xK) = 1,

then α′ ∈ K.

4) The numbers {α(xK)} are compatible with the unfolding procedures Cp 7→ A2p−1,

Bp−1 7→ Dp, F4 7→ E6, and G2 7→ D4. For instance,
1 −1

< 7→
1 −1

1

1

.

4. THE CASCADE ELEMENT AND SELF-DUAL REPRESENTATIONS OF g

Consider the standard lattices in t∗Q associated with ∆ [27, Chap. 4, §2.8]:

• Q =
⊕n

i=1 Zαi – the root lattice;

• Q∨ =
⊕n

i=1 Zα
∨
i – the coroot lattice;

• P =
⊕n

i=1 Z̟i – the weight lattice;

• P∨ =
⊕n

i=1 Z̟
∨
i – the coweight lattice, where ̟∨

i = 2̟i/(αi, αi).

Then P ⊃ Q, P∨ ⊃ Q∨, P = (Q∨)∗, and P∨ = Q∗, where L∗ stands for the dual lattice of

L. For instance, P∨ = Q∗ = {ν ∈ tQ | (ν, γ) ∈ Z ∀γ ∈ ∆}.

If g is not of type A2p, then xK ∈ P∨ (Theorem 3.4). However, then xK does not always

belong to Q∨, and we characterise below the relevant cases. If M ⊂ tQ is finite, then

|M| :=
∑

m∈M m. As usual, set 2̺ =
∑

γ∈∆+ γ = |∆+| and 2̺∨ =
∑

γ∈∆+ γ∨ = |(∆∨)+|.

Then h(g) = (̺∨, θ) + 1 and the dual Coxeter number of g is h∗ = h∗(g) := (̺, θ∨) + 1.

Lemma 4.1. One has 2̺ =
∑m

i=1

(
h∗(g〈j〉)− 1

)
βj and 2̺∨ =

∑m

i=1

(
h(g〈j〉)− 1

)
β∨
j .

Proof. Since ∆+ =
⊔m

i=1Hβi
and β1 = θ, it is sufficient to prove that |H∨

θ | =
(
h(g) − 1

)
θ∨

and |Hθ| =
(
h∗(g)− 1

)
θ. Since Hθ \ {θ} is the union of pairs {γ, θ − γ}, where the roots γ

and θ − γ have the same length, it is clear that |H∨
θ | = aθ∨ for some a ∈ N. Then

a = (1
2
|H∨

θ |, θ) = (̺∨, θ) = h(g)− 1.

The proof of the second relation is similar. �

Proposition 4.2. The following conditions are equivalent:

(1) xK ∈ Q∨;

(2) every self-dual representation of g is orthogonal.
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Proof. By a classical result of Dynkin, if πλ : g → Vλ is an irreducible representation with

highest weight λ, then πλ is self-dual if and only if ω0(λ) = −λ. Then πλ is orthogonal if

and only if (̺∨, λ) ∈ N [5], cf. also [27, Exercises 4.2.12–13] or [28, Chap. 3, § 2.7]. Hence

every self-dual representation of g is orthogonal if and only if ̺∨ ∈ Q∨.

Therefore, it suffices to prove that ̺∨ − xK ∈ Q∨, if g is not of type A2p. By Lemma 4.1,

we have

̺∨ − xK =

m∑

i=1

h(g〈j〉)− 2

2
·β∨

j .

It remains to observe that, for any simple g, the Coxeter numbers h(g〈j〉), j = 1, . . . , m,

have the same parity, and if g is not of type A2p, then all these numbers are even. �

Using Proposition 4.2 and [27, Table 3], one readily obtains that

xK ∈ Q∨ ⇐⇒ g ∈ {B4p−1,B4p,D4p,D4p+1,E6,E8,F4,G2} .

Although the coefficients [̺∨ : β∨
i ] are usually not integral, this does not necessarily mean

that ̺∨ 6∈ Q∨. For, the elements β∨
1 , . . . , β

∨
m do not form a (part of a) basis for Q∨.

5. THE CASCADE ELEMENT AS THE OOMS ELEMENT OF A FROBENIUS LIE ALGEBRA

Given an arbitrary Lie algebra q, one associates the Kirillov form Bη on q to any η ∈ q∗. By

definition, if 〈 , 〉 : q∗ × q → C is the natural pairing and x, y ∈ q, then

Bη(x, y) = 〈η, [x, y]〉 = −〈ad∗(x)η, y〉.

Then Bη is skew-symmetric and KerBη = qη, the stabiliser of η in q. The index of q is

ind q = minη∈g∗ dim qη, and q∗reg = {ξ ∈ q∗ | dim qξ = ind q} is the set of regular elements of

q∗ . Suppose that q is Frobenius, i.e., there is ξ ∈ q∗ such that Bξ is non-degenerate. Then

qξ = {0} and ξ ∈ q∗reg. The 2-form Bξ yields a linear isomorphism between q and q∗. Let

xq,ξ = xξ ∈ q correspond to ξ under that isomorphism. It is noticed by A. Ooms [18] that

ad xξ enjoys rather interesting properties. Namely, using the non-degenerate form Bξ, one

defines the adjoint operator (adxξ)
∗ : q → q. By [18, Theorem 3.3], one has

(5·1) (ad xξ)
∗ = 1− ad xξ.

Therefore, if λ is an eigenvalue of adxξ with multiplicity mλ, then 1 − λ is also an eigen-

value and mλ = m1−λ. Hence trq(ad xξ) = (dim q)/2. We say that xξ is the Ooms element

associated with ξ ∈ q∗reg. Another way to define xξ is as follows. Since qξ = {0}, we have

q·ξ = q∗. Then xξ ∈ q is the unique element such that (ad∗xξ)·ξ = −ξ.

If q = Lie (Q) is algebraic, then each element of q has the Jordan decomposition [27,

Ch. 3. § 3.7]. Furthermore, if q is Frobenius and algebraic, then q∗reg is the dense Q-orbit in

q∗reg. Therefore, all Ooms elements in q are Q-conjugate, and we can also write xξ = xq for

an Ooms element in q.
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Lemma 5.1. If q is Frobenius and algebraic, then any Ooms element xξ is semisimple.

Proof. For the Jordan decomposition xξ = (xξ)s + (xξ)n, the defining relation (ad∗xξ)·ξ =

−ξ obviously implies that ad∗((xξ)s)·ξ = −ξ. Then the uniqueness of the Ooms element

associated with ξ shows that xξ = (xξ)s is semisimple. �

Let spec(xξ) denote the multiset of eigenvalues of adxξ in q. In other words, if λ is

an eigenvalue and q(λ) is the corresponding eigenspace, then λ ∈ spec(xξ) is taken with

multiplicity dim q(λ). Then it follows from (5·1) that spec(xξ) is symmetric w.r.t. 1/2.

In [24], we defined the Frobenius envelope of the nilradical pnil of any standard parabolic

subalgebra p ⊂ g. For u = bnil, this goes as follows. Set tK = 〈β1, . . . , βm〉C = 〈K〉C ⊂ t.

In more direct terms, tK =
⊕m

i=1[eβi
, e−βi

]. Then tK is an algebraic subalgebra of t, and the

Frobenius envelope of u is bK = tK ⊕ u, which is an ideal of b. Note that bK = b if and

only if #K = rk g. By [24, Proposition 5.1], we have ind bK = 0, i.e., bK is Frobenius. Here

b∗
K
≃ g/b⊥

K
can be identified with b−

K
= tK⊕u− as vector space and t-module. Furthermore,

under this identification, we have

ξK =
∑

β∈K

e−β ∈ (bK)
∗
reg.

Therefore, (ad∗xK)ξK = −ξK, i.e., the Ooms element xξK associated with ξK is nothing but

the cascade element xK from Section 3. Hence spec(xK) is symmetric w.r.t. 1/2. Note that

since tK ⊂ bK(0),
⊕

β∈K gβ ⊂ bK(1), and dim tK = dim(
∑

β∈K gβ) = #K, the symmetry of

the multiset spec(xK) w.r.t. 1/2 is equivalent to the symmetry established in Lemma 3.3.

In this situation, we have

1

2
(dim u+#K) =

1

2
dim bK = trbK(ad xK) =

∑

γ>0

γ(xK) = 2̺(xK).

Since ind u = #K = m [11], the sum 1
2
(dim u+#K) is the magic number associated with u.

Comparing this with Lemma 4.1, we obtain

1

2
(dim u+m) = 2̺(xK) =

m∑

i=1

((h∗(g〈j〉)− 1).

Remark 5.2. The case of g = sl2n+1 in Theorem 3.4 shows that the eigenvalues of the Ooms

element for the Frobenius algebra bK are not always integral. Nevertheless, there are

interesting classes of Frobenius algebras q such that spec(xq) ⊂ Z. Using meander graphs

of type An [4] or Cn [25], I can explicitly describe the Ooms element xp for any Frobenius

seaweed subalgebra p of sln+1 or sp2n and then prove that the eigenvalues of ad xp belong to

Z. However, being symmetric with respect to 1/2 and integral, the eigenvalues of such xp

do not always confine to the interval [−1, 2].
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6. THE ABELIAN IDEAL OF b ASSOCIATED WITH THE CASCADE

If g is not of type A2p, then xK ∈ t has the property that {γ(xK) | γ ∈ ∆+} ⊂ {−1, 0, 1, 2}

(Theorem 3.4). By Kostant’s extension of Peterson’s theory [14, Section 3], every such

element of t determines an abelian ideal of b. In particular, one may associate an abelian

ideal of b to xK (i.e., to K) as long as g is not of type A2p. Our goal is to characterise

this ideal. If a is an abelian ideal of b, then a is t-stable and a ⊂ u+. Hence it suffices to

determine the set of positive roots ∆(a) ⊂ ∆+.

Recall that the inversion set of w ∈ W is N(w) = {γ ∈ ∆+ | w(γ) ∈ ∆−}. Then N(w) and

∆+ \ N(w) are closed (under root addition), i.e., if γ′, γ′′ ∈ N(w) and γ′ + γ′′ ∈ ∆+, then

γ′ + γ′′ ∈ N(w), and likewise for ∆+ \N(w). Conversely, if S ⊂ ∆+ and both S and ∆+ \S

are closed, then S = N(w) for a unique w ∈ W [13, Prop. 5.10]. Below, γ > 0 (resp. γ < 0)

is a shorthand for γ ∈ ∆+ (resp. γ ∈ ∆−).

Kostant’s construction. Set Dab = {t ∈ tQ | −1 6 γ(t) 6 2 ∀γ ∈ ∆+}. Kostant associates

the abelian ideal az✁b to each z ∈ Dab∩P∨ [14, Theorem 3.2], i.e., if γ(z) ∈ {−1, 0, 1, 2} for

any γ ∈ ∆+. Unlike the Peterson method, his construction exploits only W and does not

invoke the affine Weyl group Ŵ and ”minuscule” elements in it. Set ∆±
z (i) = {γ ∈ ∆± |

γ(z) = i} and ∆z(i) = ∆+
z (i) ∪∆−

z (i). Note that −∆+
z (i) = ∆−

z (−i). We have

(6·1) ∆+ =

2⊔

i=−1

∆+
z (i)

and both subsets ∆+
z (1) ⊔ ∆+

z (2) and ∆+
z (−1) ⊔ ∆+

z (0) are closed. Therefore, there is a

unique wz ∈ W such that N(wz) = ∆+
z (1) ⊔∆+

z (2). By definition, then

∆(az) = wz

(
∆+

z (−1)
)
⊔ wz

(
−∆+

z (2)
)
⊂ ∆+.

Hence dim az = #
(
∆+

z (−1) ∪ ∆+
z (2)

)
. Note that ∆z(0) is a root system in its own right,

and ∆+
z (0) is a set of positive roots in it. We say that the union in (6·1) is the z-grading of

∆+, and if γ ∈ ∆+
z (i), then i is the z-degree of γ.

Proposition 6.1. Let z ∈ Dab ∩ P∨ be arbitrary.

(i) If γ ∈ ∆+
z (0) is not a sum of two roots from ∆+

z (0), then wz(γ) ∈ Π;

(ii) if θ(z) = 1, i.e., θ ∈ ∆+
z (1), then wz(θ) ∈ −Π.

Proof. Recall that N(wz) = ∆+
z (1) ∪∆+

z (2).

(i) Since γ 6∈ N(wz), we have wz(γ) > 0. Assume that wz(γ) = µ1 + µ2, where µi > 0.

Then γ = w−1
z (µ1) + w−1

z (µ2). Letting γi := w−1
z (µi), we get the following possibilities.

1o. If γ1, γ2 > 0, then the z-grading of ∆+ shows that there are further possibilities:

• γ1 ∈ ∆+
z (−1) and γ2 ∈ ∆+

z (1). But then µ2 = wz(γ2) < 0. A contradiction!

• γ1, γ2 ∈ ∆+
z (0) – this contradicts the hypothesis on γ.
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2o. Suppose that γ1 > 0 and γ2 < 0. Then γ1 6∈ N(wz) and −γ2 ∈ N(wz).

Hence γ1 ∈ ∆+
z (60) and −γ2 ∈ ∆+

z (>1), i.e., γ2 ∈ ∆−
z (6− 1). It follows that γ1 + γ2 = γ ∈

∆z(6− 1). A contradiction!

Thus, cases 1o and 2o are impossible, and wz(γ) must be simple.

(ii) Since θ(z) = 1, we have wz(θ) < 0. Assume that wz(θ) = −γ1 − γ2, where γi > 0.

Then θ = w−1
z (−γ1) + w−1

z (−γ2) and µi := w−1
z (−γi) > 0 for i = 1, 2. Then µi ∈ N(wz) and

hence µi(z) > 1. Therefore θ(z) = µ1(z) + µ2(z) > 2. A contradiction! �

Remark 6.2. Note that γ ∈ ∆+
z (0) is not a sum of two roots from ∆+

z (0) if and only if γ

belongs to the base (= set of simple roots) of ∆z(0) that is contained in ∆+
z (0).

Let C ⊂ tQ denote the dominant Weyl chamber, i.e., C = {x ∈ tQ | α(x) > 0 ∀α ∈ Π}.

Proposition 6.3. We have wz(z) ∈ −C, i.e., it is anti-dominant. Moreover, wz is the unique

element of minimal lenght in W that takes z into −C.

Proof. For any λ ∈ t∗Q, let λ+ be the dominant representative in W ·λ. By [10, Lemma 4.1],

there is a unique element of minimal length wλ ∈ W such that wλ·λ = λ+ and then

N(wλ) = {γ ∈ ∆+ | (γ, λ) < 0} (cf. also [22, Theorem 4.1]). Translating this into the

assertion on the anti-dominant representative in W ·z ⊂ tQ, we see that the element of

minimal length w̄ that takes z into −C is defined the property that

N(w̄) = {γ ∈ ∆+ | (γ, z) > 0} = ∆+
z (1) ∪∆+

z (2).

Therefore, w̄ = wz. �

We will use Kostant’s construction with z = xK. Therefore, it is assumed below that

spec(xK) ⊂ Z, which excludes the series A2p. For simplicity, write ∆+
K
(i), aK, and wK in

place of ∆+
xK
(i), axK

, and wxK
, respectively. By the symmetry of spec(xK), one has dim aK =

#∆+
K
(−1) + #∆+

K
(2) = 2#∆+

K
(2) and #∆+

K
(0) + #K = #∆+

K
(1). Set ΠK(i) = Π ∩∆+

K
(i).

Example 6.4. For sl2n and sp2n, the element xK is dominant and ∆+
K
(2) = ∅. Therefore,

aK = {0} in these cases. In the other cases, i.e., when θ is fundamental, aK is a non-

trivial abelian ideal of b. Anyway, for all simple Lie algebras except sl2n+1, we obtain a

non-trivial element wK ∈ W , which possesses some interesting properties, see below.

Proposition 6.5. The rank of the root system ∆K(0) equals rk g − 1 and the dominant weight

−wK(xK) is a multiple of a fundamental weight. Namely, if wK(θ) = −αj ∈ −Π (cf. Proposi-

tion 6.1), then −wK(xK) =
2

(αj ,αj)
̟j =: ̟∨

j .

Proof. Clearly, −wK(xK) is a multiple of a fundamental weight if and only if the rank of

the root system ∆K(0) = {γ ∈ ∆ | γ(xK) = 0} equals rk g−1. Therefore, it suffices to point

out rk g− 1 linearly independent roots in ∆+
K
(0).
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Since Π±1 := ΠK(−1) ∪ ΠK(1) is connected and the roots from ΠK(−1) and ΠK(1) alter-

nate in the Dynkin diagram (see Remark 3.7(2)), there are (#Π±1) − 1 edges therein and

each edge gives rise to the root αi1 + αi2 ∈ ∆+
K
(0). Together with the roots in ΠK(0), this

yields exactly rk g− 1 linearly independent roots in ∆+
K
(0). Actually, these roots form the

base of ∆K(0) in ∆+
K
(0).

If wK(xK) = −ai̟i and wK(θ) = −αj , then

1 = θ(xK) = wK(θ)(wK(xK)) = ai(αj, ̟i).

Hence i = j and ai = 2/(αi, αi). �

Important characteristics of the abelian ideal aK can be expressed via wK ∈ W . Since

∆(aK) =: ∆〈K〉 is an upper ideal of the poset (∆+,4), it is completely determined by its

subset min(∆〈K〉) of minimal elements w.r.t. the root order “4”. Similarly, the complement

∆〈K〉 = ∆+ \∆〈K〉 is determined by the subset of its maximal elements, max(∆〈K〉).

It follows from (6·1) and the definition of N(wK) that

∆+ = wK

(
∆+

K
(−1)

)
⊔ wK

(
∆+

K
(0)
)
⊔ wK

(
−∆+

K
(1)
)
⊔ wK

(
−∆+

K
(2)
)
.

In this union, the first and last sets form ∆〈K〉, and two sets in the middle form ∆〈K〉. Hence

w−1
K
(∆〈K〉) = ∆+

K
(−1) ⊔ −∆+

K
(2) = ∆+

K
(−1) ⊔∆−

K
(−2) ;(6·2)

w−1
K
(∆〈K〉) = ∆+

K
(0) ⊔ −∆+

K
(1) = ∆+

K
(0) ⊔∆−

K
(−1) .(6·3)

Theorem 6.6. One has min(∆〈K〉) = wK(ΠK(−1)). In other words,

γ ∈ min(∆〈K〉) ⇐⇒ w−1
K
(γ) ∈ ΠK(−1).

Proof. We repeatedly use the following observation. For γ ∈ ∆〈K〉, it follows from (6·2)

that if w−1
K
(γ) > 0, then w−1

K
(γ) ∈ ∆+

K
(−1); whereas if w−1

K
(γ) < 0, then w−1

K
(γ) ∈ −∆+

K
(2).

1o. If w−1
K
(γ) = α ∈ ΠK(−1), then γ ∈ ∆〈K〉. Assume further that γ is not a minimal

element of ∆〈K〉, i.e., γ = γ′ + µ for some γ′ ∈ ∆〈K〉 and µ > 0. Then α = w−1
K
(γ′) + w−1

K
(µ)

and there are two possibilities:

(a): w−1
K
(γ′) < 0 and w−1

K
(µ) > 0;

(b): w−1
K
(γ′) > 0 and w−1

K
(µ) < 0.

For (a): By (6·2) and (6·3), one has w−1
K
(γ′) ∈ ∆−

K
(−2) and w−1

K
(µ) ∈ ∆+

K
(0)∪∆+

K
(−1). Then

their sum belongs to ∆K(6 − 2) = ∆K(−2), and this cannot be α ∈ ∆+
K
(−1). Hence this

case is impossible.

For (b): By (6·2) and (6·3), one has w−1
K
(γ′) ∈ ∆+

K
(−1) and w−1

K
(µ) ∈ ∆−

K
(−2) ∪ ∆−

K
(−1).

Then their sum again belongs to ∆K(−2), which is impossible, too.

Thus, γ = wK(α) must be a minimal element of ∆〈K〉.

2o. Suppose that γ ∈ ∆〈K〉 and w−1
K
(γ) 6∈ ΠK(−1). By (6·2), there is a dichotomy:
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(a): w−1
K
(γ) > 0;

(b): w−1
K
(γ) < 0.

For (a): By (6·2), one has w−1
K
(γ) ∈ ∆+

K
(−1). Since w−1

K
(∆〈K〉) ∩ Π = ΠK(−1), we have

w−1
K
(γ) = µ1 + µ2 for some µ1, µ2 > 0. From the xK-grading of ∆+, we deduce that

µ1 ∈ ∆+
K
(−1) and µ2 ∈ ∆+

K
(0). Letting γi = wK(µi), we see that γ1 ∈ ∆〈K〉 and γ2 > 0.

Hence γ = γ1 + γ2 is not a minimal element of ∆〈K〉.

For (b): Here w−1
K
(γ) ∈ −∆+

K
(2). Since θ ∈ ∆+

K
(1), we have w−1

K
(γ) 6= −θ and hence

w−1
K
(γ) = ν1 − ν2 for some ν1, ν2 > 0. Using the xK-grading of ∆+, one again encounters

two possibilities:

(i) ν1 ∈ ∆+
K
(−1), ν2 ∈ ∆+

K
(1);

(ii) ν1 ∈ ∆+
K
(0), ν2 ∈ ∆+

K
(2).

In both cases, γ = wK(ν1)+wK(−ν2) and one of the summands lies in ∆〈K〉, while the other

is positive. Hence γ 6∈ min(∆〈K〉). �

Theorem 6.7. One has max(∆〈K〉) = −wK(ΠK(1)). In other words,

γ ∈ max(∆〈K〉) ⇐⇒ −w−1
K
(γ) ∈ ΠK(1).

Proof. To a great extent, the proof is analogous to that of Theorem 6.6, and we skip similar

arguments.

1o. If −w−1
K
(γ) ∈ ΠK(1), then an argument similar to that in part 1o of Theorem 6.6

proves that γ ∈ max(∆〈K〉).

2o. Conversely, suppose that γ ∈ ∆〈K〉 and −w−1
K
(γ) 6∈ ΠK(1). In view of (6·3), one has

to handle two possibilities for w−1
K
(γ).

(a): If w−1
K
(γ) > 0, then w−1

K
(γ) ∈ ∆+

K
(0). Arguing as in the proof of Theorem 6.6 (part

2o(a)), we show that γ = γ1 − γ2, where γ1 ∈ ∆〈K〉 and γ2 > 0. Hence γ 6∈ max(∆〈K〉).

(b): If w−1
K
(γ) < 0, then −w−1

K
(γ) ∈ ∆+

K
(1) \ ΠK(1). Hence −w−1

K
(γ) = ν1 + ν2 for some

ν1, ν2 > 0. There again are two possibilities:

(1) ν1 ∈ ∆+
K
(0), ν2 ∈ ∆+

K
(1); [(0, 1)-decomposition of −w−1

K
(γ)]

(2) ν1 ∈ ∆+
K
(−1), ν2 ∈ ∆+

K
(2). [(−1, 2)-decomposition of −w−1

K
(γ)]

In case (1), we get γ = γ2− γ1, where γ2 := −wK(ν2) ∈ ∆〈K〉 and γ1 = wK(ν1) > 0. Hence

γ 6∈ max(∆〈K〉).

In case (2), one similarly obtains the presentation of γ as difference of two elements of

∆〈K〉, which is useless for us. However, one can replace such a (−1, 2)-decomposition of

−w−1
K
(γ) with a (0, 1)-decomposition, which is sufficient. Since ν2 ∈ ∆+

K
(2), the root ν2 is

long (Remark 3.5(3)) and not simple (for, ΠK(2) = ∅). Hence (ν1, ν2) < 0 and ν2 = ν ′
2 + ν ′′

2

with ν ′
1, ν

′′
2 > 0. W.l.o.g., we may assume that (ν1, ν

′
2) < 0. One has three possibilities for

the xK-degrees of (ν ′
1, ν

′′
2 ), i.e., (1, 1), (2, 0), (0, 2), and it is easily seen that −w−1

K
(γ) = (ν1 +
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ν ′
2) + ν ′′

2 is either a (0, 1)-decomposition, or still a (−1, 2)-decomposition, with ν ′′
2 ∈ ∆+

K
(2).

But in this last case we have h̃t (ν ′′
2 ) < h̃t (ν2), which provides the induction step. �

Remark 6.8. Theorem 6.6 holds for arbitrary z ∈ Dab ∩ P∨ in place of xK, with certain

amendments. That is, if θ(z) 6 1, then the statement and the proof remain the same.

If θ(z) = 2, then −wz(θ) has to be added to min∆(az). Certain complements of similar

nature are also required in Theorem 6.7. I hope to elaborate on this topic in a subsequent

publication.

7. AN EXPLICIT DESCRIPTION OF wK ∈ W AND THE IDEALS aK

The element wK ∈ W and the abelian ideal aK have many interesting properties, which

can be verified case-by-case. To this end, we need explicit formulae for wK. Our main tool

is the following

Theorem 7.1. Given z ∈ Dab ∩ P∨, suppose that rk∆z(0) = rk∆− 1 and θ(z) = 1. Then

w−1
z (Π) = {the base of ∆z(0) in ∆+

z (0)} ∪ {−θ}.

Proof. Set p = rk∆, and let ν1, . . . , νp−1 ∈ ∆+
z (0) be the base of ∆z(0). By Proposition 6.1,

we have wz(νi) ∈ Π (i = 1, . . . , p−1) and wz(θ) ∈ −Π. The assertion follows. �

By Proposition 6.5, Theorem 7.1 applies to z = xK. We demonstrate below how to use

this technique for finding wK ∈ GL(t).

Example 7.2. (1) Let g be of type D2n. Then ΠK(0) = ∅ and the base of ∆+
K
(0) corre-

sponds to the edges of the Dynkin diagram, i.e., it consists of α1 +α2, α2 +α3, . . . , α2n−2 +

α2n−1, α2n−2 + α2n, cf. the diagram for D2n in Fig. 1. Therefore, the root system ∆K(0) is of

type An−1 +Dn. More precisely,

{α1 + α2, α3 + α4, . . . , α2n−3 + α2n−2} is a base for ∆(An−1);

{α2 + α3, α4 + α5, . . . , α2n−4 + α2n−3, α2n−2 + α2n−1, α2n−2 + α2n} is a base for ∆(Dn).

Since the Dynkin diagram of An−1 + Dn is obtained by removing the node αn from the

Dynkin diagram of D2n, we must have w−1
K
(αn) = −θ. Then an easy argument shows that

• w−1
K
(α1) = α2n−3 + α2n−2, . . . , w

−1
K
(αn−2) = α3 + α4, w

−1
K
(αn−1) = α1 + α2 –

for the An−1-part;

• w−1
K
(αn+1) = α2 + α3, . . . , w

−1
K
(α2n−2) = α2n−4 + α2n−3,

w−1
K
({α2n−1, α2n}) = {α2n−2 + α2n−1, α2n−2 + α2n−1} – for the Dn-part;

The only unclear point for the Dn-part is how to distinguish w−1
K
(α2n−1) and w−1

K
(α2n).

Using the expressions of simple roots of D2n via {εi}, i = 1, . . . , 2n, we obtain two pos-

sibilities for wK as a signed permutation on {εi}, where the only ambiguity concerns the

sign of transformation ε2n 7→ ±ε2n. We then choose this sign so that the total number of

minuses be even, see Example 7.3 below.
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(2) Similar argument works for the other orthogonal series.

(3) For the exceptional Lie algebras, a certain ambiguity (due to the symmetry of the

Dynkin diagram) occurs only for E6.

For the classical cases, our formulae for wK use the explicit standard models of W as

(signed) permutations on the set of {εi}. Write ord(wK(g)) for the order of wK = wK(g).

Example 7.3. Here we provide formulae for wK if g is an orthogonal Lie algebra.

1o. If g is of type D2n, then

wK:




ε1 ε3 . . . ε2n−3 ε2n−1 ε2 ε4 . . . ε2n−2 ε2n

↓ ↓ . . . ↓ ↓ ↓ ↓ . . . ↓ ↓

−εn −εn−1 . . . −ε2 −ε1 εn+1 εn+2 . . . ε2n−1 (−1)nε2n




The last sign is determined by the condition that the total number of minuses must be

even for type DN .

2o. For g of type B2n−1, one should merely omit the last column in the previous array.

3o. If g is of type D2n+1, then the following adjustment works:

wK:




ε1 ε3 . . . ε2n−3 ε2n−1 ε2 ε4 . . . ε2n−2 ε2n ε2n+1

↓ ↓ . . . ↓ ↓ ↓ ↓ . . . ↓ ↓ ↓

−εn −εn−1 . . . −ε2 −ε1 εn+1 εn+2 . . . ε2n−1 ε2n (−1)nε2n+1




4o. For g of type B2n, one should merely omit the last column in the previous array.

• It follows that in all four cases wK(θ) = wK(ε1+ε2) = −εn+εn+1 = −αn, which agrees

with Lemma 6.1(ii).

• For D2n+1, one has ΠK(0) = {α2n, α2n+1} (see Fig. 1) and wK takes ΠK(0) to itself.

Recall that here α2n = ε2n − ε2n+1 and α2n+1 = ε2n + ε2n+1. The same happens for B2n,

where ΠK(0) = {α2n = ε2n}, cf. Lemma 6.1(i).

Example 7.4. Here we provide formulae for wK if g = sl2n or sp2n.

1o. If g is of type A2n−1, then

wK:




ε1 ε2 . . . εn−1 εn εn+1 εn+2 . . . ε2n−1 ε2n

↓ ↓ . . . ↓ ↓ ↓ ↓ . . . ↓ ↓

εn+1 εn+2 . . . ε2n−1 ε2n ε1 ε2 . . . εn−1 εn




It follows that wK(θ) = wK(ε1−ε2n) = −εn+εn+1 = −αn, which agrees with Lemma 6.1(ii).

Here ΠK(0) = Π \ {αn} (see Fig. 1) and wK(αi) =




αi+n, i < n

αi−n, i > n
.

2o. If g is of type Cn, then

wK:




ε1 ε2 . . . εn−1 εn

↓ ↓ . . . ↓ ↓

−εn −εn−1 . . . −ε2 −ε1



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Here wK(θ) = −αn, ΠK(0) = Π \ {αn}, and wK(αi) = αn−i for i < n.

• In both cases here, one has w2
K
= 1.

Example 7.5. 1o. For g of type F4, we write (a1a2a3a4) for
∑4

i=1 aiαi. Then wK(αi) = αi for

i = 1, 2 and wK(α3) = −(2421), wK(α4) = (2431) = θ − α4. It follows that wK(θ) = −α4.

2o. For g of type E6, we write (a1a2a3a4a5a6) for γ =
∑6

i=1 aiαi = a1a2a3a4a5
a6

. Then

wK(αi) = αi for i = 1, 2, 4, 5 and wK(α3) = −(122211), wK(α6) = (123211) = θ − α6. It

follows that wK(θ) = −α6.

3o. For g of type G2, we have Πl = {α2}, wK = (rα2
rα1

)2, and wK(θ) = −α2.

• In all three cases, one has w3
K
= 1.

Example 7.6. 1o. For E7, we have ΠK(−1) = {α2, α4, α6} (see Fig. 2) and

αi α1 α2 α3 α4 α5 α6 α7

wK(αi) –122210
1

122211
1

–112211
1

112221
1

–012221
1

012321
1

–111221
1

It follows that wK(θ) = −α7. A direct calculation shows that ord(wK) = 18.

2o. For E8, we have ΠK(−1) = {α1, α3, α5, α7} (see Fig. 2) and

αi α1 α2 α3 α4 α5 α6 α7 α8

wK(αi) 0123431
2

–0123421
2

1123421
2

–1123321
2

1223321
2

–1223321
1

1233321
1

–1222321
2

It follows that wK(θ) = −α7. A direct calculation shows that ord(wK) = 5.

Remark 7.7. (1) We do not know a general formula for ord(wK(soN)). Using Example 7.3,

it is not hard to prove that ord(wK) takes the same value for B2n−1,D2n,B2n,D2n+1. But

explicit computations, up to n = 13, show that the function n 7→ ord(wK(D2n)) behaves

rather chaotically.

(2) If α ∈ ΠK(0), then wK(α) ∈ ΠK(0) as well. But this does not hold for arbitrary

z ∈ Dab. In general, it can happen that α ∈ Πz(0), but wz(α) ∈ Π \ Πz(0).

The main result of this section is an explicit uniform description of ∆(aK).

Theorem 7.8. Set dK = h̃t (θ) + 1−
∑

α∈ΠK(−1)[θ : α] = 1 +
∑

α∈ΠK(>0)[θ : α]. Then

(i) h̃t (γ) = dK if and only if w−1
K
(γ) ∈ ΠK(−1);

(ii) h̃t (γ) = dK − 1 if and only if −w−1
K
(γ) ∈ ΠK(1);

(iii) ∆(aK) = {γ ∈ ∆+ | h̃t (γ) > dK}.

Proof. 1o. For A2n−1 and Cn, xK is dominant. Hence ΠK(−1) = ∅, dK = h̃t (θ)+ 1 = h is the

Coxeter number, and ∆(aK) = ∅, which agrees with (iii). Here θ is the only root of height

dK − 1, ΠK(1) = {αn}, and wK(αn) = −θ, see Example 7.4. This confirms (ii), whereas (i)

is vacuous.
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2o. In the other cases, ΠK(−1) 6= ∅.

(i) Using formulae from Examples 7.3–7.6, one directly verifies that if α ∈ ΠK(−1), then

h̃t (wK(α)) = dK. It also happens that #{γ | h̃t (γ) = dK} = #ΠK(−1) in all cases.

(ii) Again, this can be verified directly. Alternatively, this follows from (i), Theorem 6.6,

and Theorem 6.7 (without further verifications).

(iii) This follows from (i) and Theorem 6.6. �

Note that h− 1 = h̃t (θ) =
∑

α∈ΠK(1)

[θ : α] +
∑

α∈ΠK(0)

[θ : α] +
∑

α∈ΠK(−1)

[θ : α]

and 1 = θ(xK) =
∑

α∈ΠK(1)

[θ : α]−
∑

α∈ΠK(−1)

[θ : α] .

Therefore, if ΠK(0) = ∅, then dK = (h/2) + 1; whereas, if ΠK(0) 6= ∅, then dK > (h/2) + 1.

Remark 7.9. A remarkable property of the abelian ideal aK is that min∆(aK) consists of

all roots of a fixed height. This can be explained by the properties that ΠK(−1) ∪ ΠK(1)

is connected in the Dynkin diagram and that +1 and −1 nodes alternate. For, if αi and

αj are adjacent nodes, αi ∈ ΠK(−1), and αj ∈ ΠK(1), then αi + αj is a simple root in

∆+
K
(0). Hence wK(αi) ∈ min∆(aK), −wK(αj) ∈ max(∆+ \ ∆(aK)), and wK(αi + αj) ∈ Π.

Hence h̃t (wK(αi)) = 1 + h̃t (−wK(αj)). In view of Theorems 6.6 and 6.7, together with the

connectedness and the alternating property for ΠK(−1) ∪ ΠK(1), this relation propagates

to any pair in min∆(aK)×max(∆+ \∆(aK)).

But the exact value of the boundary height, which is dK is our case, has no explanation.

8. THE INVOLUTION OF g ASSOCIATED WITH THE CASCADE

In this section, we assume that spec(xK) ∈ Z, i.e., g 6= sl2n+1. Then partition (6·1) yields

the partition of the whole root system ∆ =
⋃2

i=−2∆K(i) such that ∆K(2) = ∆+
K
(2).

Set ∆0 = ∆K(−2) ∪ ∆K(0) ∪ ∆K(2) and ∆1 = ∆K(−1) ∪ ∆K(1). Consider the vector

space decomposition g = g0 ⊕ g1, where g0 = t ⊕ (⊕γ∈∆0
gγ) and g1 = ⊕γ∈∆1

gγ . This is a

Z2-grading and the corresponding involution of g, denoted σK, is inner.

Lemma 8.1. The involution σK has the property that

dim g0 = dim b−#K and dim g1 = dim u+#K.

Proof. This readily follows from the symmetry of spec(xK) on the Frobenius envelope bK

and the equality dim bK = dim u+#K, see Section 5 or Lemma 3.3. For, one has

i −2 −1 0 1 2

#∆+
K
(i) 0 a b−#K b a

#∆−
K
(i) a b b−#K a 0
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for some a, b. Then dim u = 2a + 2b − #K, dim g0 = 2a + 2b + rk g − 2#K and dim g1 =

2a+ 2b. �

Since ind u = #K and ind b+ind u = rk g, the formulae of Lemma 8.1 mean that dim g1 =

dim u+ ind u = dim b− ind b and dim g0 = dim u+ ind b = dim b− ind u.

Recall that tK =
⊕m

i=1[eβi
, e−βi

] ⊂ t.

Lemma 8.2. The subalgebra tK contains a regular semisimple element of g.

Proof. By Eq. (2·1), if γ ∈ ∆+, then γ ∈ Hβj
for a unique βj ∈ K. That is, for any γ ∈ ∆+,

there exists βj ∈ K such that (γ, βj) > 0. Therefore, there is a ν ∈ 〈β1, . . . , βm〉Q such that

(γ, ν) 6= 0 for every γ ∈ ∆+. Upon the identification of t and t∗, this yields a required

element of tK. �

Theorem 8.3. The involution σK has the property that g1 contains a regular semisimple and a

regular nilpotent element of g.

Proof. For each βi ∈ K, consider the subalgebra sl2(βi) with basis {eβi
, e−βi

, [eβi
, e−βi

]}.

Then sl2(βi) ≃ sl2 and since the elements of K are strongly orthogonal, all these sl2-

subalgebras pairwise commute. Hence h =
⊕m

j=1 sl2(βj) is a Lie algebra and tK is a Cartan

subalgebra of h. Recall that βj(xK) = 1, i.e., βj ∈ ∆+
K
(1) for each j. By the very definition

of σK, this means that h ∩ g0 = tK and h ∩ g1 = (
⊕m

i=1 gβi
)⊕ (

⊕m

i=1 g−βi
). Clearly, there is a

Cartan subalgebra of h that is contained in h ∩ g1 (because this is true for each sl2(βi) sep-

arately). Combining this with Lemma 8.2, we see that g1 contains a regular semisimple

element of g.

Finally, for any involution σ, its (−1)-eigenspace g1 contains a regular semisimple ele-

ment if and only if it contains a regular nilpotent element. �

Remark 8.4. (i) One can prove that if c is a Cartan subalgebra of h =
⊕m

j=1 sl2(βj) that is

contained in h ∩ g1, then c is a maximal diagonalisable subalgebra of g1. In other words,

c ⊂ g1 is a Cartan subspace associated with σK. Therefore, the rank of the symmetric vari-

ety G/G0 equals dim c = #K.

(ii) The involution σK is the unique, up to G-conjugacy, inner involution such that g1
contains a regular nilpotent element. Moreover, σK has the property that O ∩ g1 6= ∅ for

any nilpotent G-orbit O ⊂ g, see [2, Theorem 3].

(iii) If #K = rk g, then dim g1 = dim b, dim g0 = dim u, and g1 contains a Cartan subal-

gebra of g. In this case, σK is an involution of maximal rank and one has a stronger assertion

that O ∩ g1 6= ∅ for any G-orbit O in g ([2, Theorem 2]).
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9. THE NILPOTENT G-ORBIT ASSOCIATED WITH THE CASCADE

Consider the nilpotent element associated with K

(9·1) eK :=
∑

β∈K

eβ =

m∑

i=1

eβi
∈ u+

Since the roots in K are linearly independent, the closure of G·eK contains the space⊕
β∈K gβ . Hence the nilpotent orbit G·eK does not depend on the choice of root vectors

eβ ∈ gβ. The orbit OK := G·eK is said to be the cascade (nilpotent) orbit. Our goal is to

obtain some properties of this orbit.

Recall from Section 3 that if θ is fundamental, then α̃ is the only (long!) simple root such

that (θ, α̃) > 0 and K̃ = {β ∈ K | (β, α̃) < 0}. It then follows from (3·2) that #K̃ 6 3 and

#K̃ = 3 if and only if the roots in K̃ are long. Actually, one has #K̃ = 1 for G2, #K̃ = 2

for B3, and #K̃ = 3 for the remaining cases with fundamental θ.

Theorem 9.1. 1o. Suppose that θ is fundamental, and let α̃ be the unique simple root such that

(θ, α̃) 6= 0. Then (i) (ad eK)
4(e−θ+α̃) 6= 0 and (ii) (ad eK)

5 = 0.

2o. If θ is not fundamental, then (ad eK)
3 = 0.

Proof. 1o(i). It follows from Eq. (9·1) that

(ad eK)
4 =

∑

i1,i2,i3,i4

ad(eβi1
)· . . . · ad(eβi4

),

where the sum is taken over all possible quadruples of indices from {1, . . . , m}. Set

Ai1,i2,i3,i4 = ad(eβi1
)ad(eβi2

)ad(eβi3
)ad(eβi4

).

As the roots in K are strongly orthogonal, the ordering of factors in Ai1,i2,i3,i4 is irrelevant.

Hence the operator Ai1,i2,i3,i4 depends only on the 4-multiset {i1, i2, i3, i4}. Furthermore,

the nonzero operators corresponding to different 4-multisets are linearly independent.

Therefore, to ensure that (ad eK)
4 6= 0, it suffices to point out a 4-multiset M and a root

vector eγ such that AM(eγ) 6= 0. Of course, in place of 4-multisets of indices in [1, m], one

can deal with 4-multisets in K.

Using (3·2) and K̃ ⊂ K, one defines a natural 4-multiset M̃ in K. The first element

of M̃ is θ = β1 and then one takes each βi ∈ K̃ with multiplicity ki = (α̃, α̃)/(βi, βi).

The resulting 4-multiset has the property that (−θ + α̃) + (θ +
∑

i∈J kiβi) = θ − α̃ and

(−θ + α̃, β) < 0 for any β in M̃. This implies that

0 6= A
M̃
(e−θ+α̃) ∈ gθ−α̃.

(ii) Now we deal with 5-multisets of K. Assume that M̃ = {βi1 , . . . , βi5} and A
M̃

6= 0.

Then there are γ, µ ∈ ∆ such that 0 6= A
M̃
(g−µ) ⊂ gγ . Hence γ + µ =

∑5
j=1 βij and
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(γ + µ)(xK) = 5. But γ(xK) 6 2 for any γ ∈ ∆ (Theorem 3.4(3)). This contradiction shows

that (ad eK)
5 = 0.

2o. By Theorem 3.4(1)(2), we have γ(xK) 6 1 for any γ ∈ ∆. Hence the equality γ + µ =∑3
j=1 βij is impossible. This implies that A

M̃
= 0 for any 3-miltiset M̃ of K and thereby

(ad eK)
3 = 0. �

Let N ⊂ g be the set of nilpotent elements. Recall that the height of e ∈ N , denoted

ht(e) or ht(G·e), is the maximal l ∈ N such that (ad e)l 6= 0 (see [20, Section 2]). By the

Jacobson–Morozov theorem, (ad e)2 6= 0 for any e ∈ N , i.e., ht(G·e) > 2.

The complexity of a G-variety X , cG(X), is the minimal codimension of the B-orbits in

X . If X is irreducible, then cG(X) = trdegC(X)B, where C(X)G is the field of B-invariant

rational functions on X . The rank of an irreducible G-variety X is defined by the equality

cG(X) + rG(X) = trdegC(X)U [21]. If cG(X) = 0, then X is said to be spherical.

Proposition 9.2.

(i) If θ is fundamental, then the orbit G·eK is not spherical and ht(G·eK) = 4.

(ii) If θ is not fundamental, then the orbit G·eK is spherical and ht(G·eK) = 2.

Proof. By [19, Theorem (0.3)], a nilpotent orbit G·e is spherical if and only if (ad e)4 = 0.

Hence both assertions follow from Theorem 9.1. �

9.1. A description of the cascade orbits. For the classical Lie algebras, we determine the

partition corresponding to OK. While for the exceptional Lie algebras, we point out a

”minimal including regular subalgebra” in the sense of Dynkin [6].

I. In the classical cases, we use formulae for the height of nilpotent elements of sl(V) or

so(V) or sp(V) in terms of the corresponding partitions of dimV, see [20, Theorem 2.3].

• g = so2N+1. Since ht(OK) = 4, the parts of λ(eK) does not exceed 3, i.e., λ(eK) =

(3a, 2b, 1c) with a > 0 and 3a + 2b + c = 2N + 1. Then λ(e2
K
) = (2a, 1, . . . , 1). Hence

rk (eK) = 2a + b and rk (e2
K
) = a. On the other hand, here #K = N = rk g and using the

formulae for roots in K and thereby the explicit matrix form for eK, one readily computes

that

rk (eK) =




N, if N is even

N+1, if N is odd
and rk (e2

K
) = 1

2
rk (eK) = [(N+1)/2].

Therefore, if N is either 2j−1 or 2j, then a = j and b = 0.

Hence λ(eK) = (3j, 1j−1) or (3j, 1j+1), respectively.

• g = so2N . Here ht(OK) = 4 and λ(eK) = (3a, 2b, 1c), with a > 0 and 3a+ 2b+ c = 2N .

Then again rk (eK) = 2a+ b and rk (e2
K
) = a. The explicit form of K and eK shows that

rk (eK) =




N, if N is even

N−1, if N is odd
and rk (e2

K
) = 1

2
rk (eK) = [N/2].
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Therefore, a = [N/2] and b = 0 in both cases. Hence

λ(eK) = (3j, 1j), if N = 2j; λ(eK) = (3j, 1j+2), if N = 2j + 1.

• g = slN+1 or sp2N . Then ht(OK) = 2, λ(eK) = (2a, 1b), and a = rk (eK) = #K.

Therefore, λ(eK) = (2n) for sl2n and sp2n, while λ(eK) = (2n, 1) for sl2n+1.

II. In the exceptional cases, one can use some old, but extremely helpful computations

of E.B. Dynkin. Following Dynkin, we say that a subalgebra h of g is regular, if it is nor-

malised by a Cartan subalgebra. As in Section 8, consider h :=
⊕m

i=1 sl2(βi). Then h is

normalised by t and eK ∈ h is a regular nilpotent element of h. Clearly, h is a minimal

regular semisimple subalgebra of g meeting OK.

For every nilpotent G-orbit O in an exceptional Lie algebra g, Dynkin computes all, up

to conjugacy, minimal regular semisimple subalgebras of g meeting O, see Tables 16–20

in [6]. (This information is also reproduced, with a few corrections, in Tables 2–6 in [7].)

Therefore, it remains only to pick the nilpotent orbit with a ”minimal including regular

subalgebra” of the required type, which also yields the corresponding weighted Dynkin

diagram D(OK).

For the regular subalgebras sl2 ⊂ g, Dynkin uses the Cartan label A1 (resp. Ã1) if the

corresponding root is long (resp. short). Therefore, we are looking for the ”minimal

including regular subalgebra” of type mA1, m = #K, if K ⊂ ∆l; whereas for g of type G2

we need the subalgebra of type A1 + Ã1.

9.2. Another approach to OK. By the very definition of xK ∈ t and eK, we have [xK, eK] =

eK. It is also clear that xK ∈ Im (ad eK). Therefore hK = 2xK is a characteristic of eK [28,

Chap. 6, § 2.1]. Hence the weighted Dynkin diagram D(OK) is determined by the domi-

nant representative in the Weyl group orbit W ·hK ⊂ t. Since the antidominant represen-

tative in W ·xK is wK(xK) (Prop. 6.3) and ω0(xK) = −xK, the dominant representative is

−wK(xK). Therefore, if g 6= sl2n+1, then W ·hK ∩ C = {2̟∨
j }, where j is determined by the

condition that wK(θ) = −αj (cf. Prop. 6.5). Thus, if g 6= sl2n+1, then OK is even and D(OK)

has the unique nonzero label “2” that corresponds to αj .

Let g =
⊕

i∈Z g(i) be the Z-grading determined by hK = 2xK; that is, hK has the eigen-

value i on g(i). Then

ht(eK) = max{i | g(i) 6= 0} = 2max{γ(xK) | γ ∈ ∆}.

Using results of Section 3, we again see that ht(eK) 6 4 and the equality occurs if and only

if θ is fundamental. Note that

dim g(2) = #
(
∆+

K
(1) ∪∆−

K
(1)
)
= #

(
∆+

K
(1) ∪∆+

K
(−1)

)
= #

(
∆+

K
(1) ∪∆+

K
(2)
)
,

dim g(4) = #∆+
K
(2) = #∆K(2) = dim Im (ad eK)

4,

and also 2 dim g(4) = dim aK.
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In Tables 1 and 2, we point out dimOK and D(OK). For classical cases, we provide

the partition λ(eK); while for the exceptional cases, the Dynkin–Bala–Carter notation for

orbits is given, see e.g. [3, Ch. 8]. We also include dimensions of the spaces g(2) and g(4).

In Table 1, the unique nonzero numerical mark ”2” corresponds to the simple root αj

for all even cases. For A2j , two marks “1” correspond to the roots αj and αj+1. We also

assume that j > 2 in the four orthogonal cases. (For, B1 = A1, D2 = A1+A1, B2 = C2, and

D3 = A3.)

TABLE 1. The cascade orbits for the classical Lie algebras

g λ(eK) dimOK D(OK) dim g(2) dim g(4)

A2j−1 (2j) 2j2 0 . . . 0 2 0 . . . 0 j2 0

A2j (2j, 1) 2j2+2j 0 . . . 0 1 1 0 . . . 0 j2 0

Cj (2j) j2+j 0 . . . 0 2<
(
j+1
2

)
0

B2j−1 (3j, 1j−1) 5j2−3j 0 . . . 0 2 0 . . . 0 0> 2j2−j
(
j

2

)

D2j (3j, 1j) 5j2−j 0 . . . 0 2 0 . . . 0

0

0

2j2
(
j

2

)

B2j (3j, 1j+1) 5j2+j 0 . . . 0 2 0 . . . 0 0> 2j2+j
(
j

2

)

D2j+1 (3j, 1j+2) 5j2+3j 0 . . . 0 2 0 . . . 0

0

0

2j2+2j
(
j

2

)

TABLE 2. The cascade orbits for the exceptional Lie algebras

g OK dimOK D(OK) dim g(2) dim g(4)

E6 A2 42 0 0 0 0 0

2

20 1

E7 A2 + 3A1 84 0 0 0 0 0 0

2

35 7

E8 2A2 156 0 0 0 0 0 0 2

0

64 14

F4 A2 30 0 0 0 2< 14 1

G2 G2(a1) 10 0 2< 4 1

Let us summarise main properties of the cascade orbit in all simple g.

• The cascade orbit OK is even unless g is of type A2j ; this reflects the fact that

xK ∈ P∨ unless g is of type A2j .

• If θ is fundamental, then ht(OK) = 4 and OK is not spherical.
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• If θ is not fundamental, then ht(OK) = 2 and OK is spherical. Moreover, it appears

that OK is the maximal spherical nilpotent orbit in these cases.

• Using the general formulae for the complexity and rank of nilpotent orbits in

terms of Z-gradings [19, Sect. (2.3)], one can prove that cG(OK) = 2 dim g(4) =

dim aK and rG(OK) = dim tK = #K for all simple g.

• If θ is fundamental, then (OK is even and) the node with mark “2”, regarded as a

node in the affine Dynkin diagram, determines the Kac diagram of the involution

σK. (See [28, Chap. 3, § 3.7] for the definition of the Kac diagram of a finite order

inner automorphism of g.)

• If θ is not fundamental and OK is even, then the node with mark “2” and the extra

node in the affine Dynkin diagram, together determine the Kac diagram of the

involution σK.

APPENDIX A. THE ELEMENTS OF K AND HASSE DIAGRAMS

Here we provide the lists of cascade elements and the Hasse diagrams of cascade posets

K for all simple Lie algebras, see Fig. 3–6. To each node βj in the Hasse diagram, the

Cartan label of the simple Lie algebra g〈j〉 is attached. Recall that βj is the highest root for

g〈j〉. If g〈j〉 ≃ sl2 and βj is short, then we use the Cartan label Ã1. (This happens only for

B2k+1 and G2.) It is also assumed that A1 = C1. The main features are:

• Π = {α1, . . . , αrk g} and the numbering of Π follows [27, Table 1],

• β1 = θ is always the highest root,

• The numbering of the βi’s in the lists corresponds to that in the figures.

We use the standard ε-notation for the roots of classical Lie algebras, see [27, Table 1].

The list of cascade elements for the classical Lie algebras:

An, n > 2: βi = εi − εn+2−i = αi + · · ·+ αn+1−i (i = 1, 2, . . . ,
[
n+1
2

]
);

Cn, n > 1: βi = 2εi = 2(αi + · · ·+ αn−1) + αn (i = 1, 2, . . . , n− 1) and βn = 2εn = αn;

B2n, D2n, D2n+1 (n > 2): β2i−1 = ε2i−1 + ε2i, β2i = ε2i−1 − ε2i (i = 1, 2, . . . , n);

B2n+1, n > 1: here β1, . . . , β2n are as above and β2n+1 = ε2n+1;

For all orthogonal series, we have β2i = α2i−1, i = 1, . . . , n, while formulae for β2i−1 via Π

slightly differ for different series. E.g. for D2n one has β2i−1 = α2i−1+2(α2i+ · · ·+α2n−2)+

α2n−1 + α2n (i = 1, 2, . . . , n− 1) and β2n−1 = α2n.

The list of cascade elements for the exceptional Lie algebras:

G2: β1 = (32) = 3α1 + 2α2, β2 = (10) = α1;

F4: β1 = (2432) = 2α1+4α2+3α3+2α4, β2 = (2210), β3 = (0210), β4 = (0010) = α3;

E6: β1 = 12321
2

, β2 = 11111
0

, β3 = 01110
0

, β4 = 00100
0

=α3;
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E7: β1= 123432
2

, β2= 122210
1

, β3= 100000
0

=α1, β4= 001210
1

, β5= 001000
0

=α3,

β6= 000010
0

=α5, β7= 000000
1

=α7;

E8: β1= 2345642
3

, β2= 0123432
2

, β3= 0122210
1

, β4= 0100000
0

=α2, β5= 0001210
1

,

β6= 0001000
0

=α4, β7= 0000010
0

=α6, β8= 0000000
1

=α8;

FIGURE 3. The cascade posets for Ap (p > 2), Cn (n > 1), F4, G2
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FIGURE 4. The cascade posets for series Bp, p > 3

β1

β2 β3

β4
. . .

. . . β2n−3

β2n−2 β2n−1

β2n β2n+1

{B2n+1}

{A1} {B2n−1}

{A1}

{B5}

{A1} {B3}

{A1} {Ã1}
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