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Abstract

In the previous works [RSR19, SR22] we have introduced a new type of self-similarity for the Einstein
vacuum equations characterized by the fact that the homothetic vector field may be spacelike on the past
light cone of the singularity. In this work we give a systematic treatment of this new self-similarity. In
particular, we provide geometric characterizations of spacetimes admitting the new symmetry and show
the existence and uniqueness of formal expansions around the past null cone of the singularity which
may be considered analogues of the well-known Fefferman–Graham expansions. In combination with
results from [RSR19] our analysis will show that the twisted self-similar solutions are sufficiently general
to describe all possible asymptotic behaviors for spacetimes in the small data regime which are self-
similar and whose homothetic vector field is everywhere spacelike on an initial spacelike hypersurface. We
present an application of this later fact to the understanding of the global structure of Fefferman–Graham
spacetimes and the naked singularities of [RSR19, SR22]. Lastly, we observe that by an amalgamation of
the techniques from [RSR18, RSR19], one may associate true solutions to the Einstein vacuum equations
to each of our formal expansions in a suitable region of spacetime.
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1 Introduction

We say that a 3+1 dimensional Lorentzian manifold (M, g) is a self-similar solution to the Einstein vacuum
equations if

Ric (g) = 0, (1)

and if it possesses a homothetic vector field K, that is,

LKg = 2g. (2)

It is moreover straightforward to adapt this definition to suitable Einstein matter systems.
Originally motivated by the longtime use of self-similar variables in fluid mechanics, a substantial liter-

ature developed, initiated by Cahill and Taub [CT71], concerning self-similar solutions to Einstein matter
systems with various additional symmetries imposed, for example, spherical symmetry. Two of the most
important themes that emerged are the construction of naked singularities: see, for example, [Chr84, OP90,
JD92, GHJ21] for Einstein fluid systems and [Chr94] for the Einstein-scalar field system, and the connection
of self-similar solutions with critical phenomena,1 see [Cho93, BG16, GMG07]. (So-called scale invariant
spacetimes also play an important role in Christodoulou’s theory of BV-solutions [Chr93].)

In this paper, however, we will be interested in the study of self-similar solutions to the Einstein vacuum
equations with no additional symmetry imposed. Though some general aspects of these spacetimes had
been previously studied (see, for example, [Ear74]) the first work which provided an avenue for a systematic
study of a class of self-similar solutions (with no additional symmetry) was the Ambient Metric construction
of Fefferman–Graham [FG85, FG12]. An important geometric property of these Ambient Metrics is that
they possess a dilation invariant null hypersurface whose normal vector coincides with the homothetic vector
field K. For the purposes of this paper, the key result from the work of Fefferman–Graham is the existence
and uniqueness of suitable formal power series expansions corresponding to these metrics. (Later, in the
work [RSR18], we showed that, in appropriate regions of the spacetime, these power series expansions
correspond to true solutions of the Einstein vacuum equations.)

While the Fefferman–Graham theory has been very successful, there is no reason to expect the vector
field K of a self-similar solution to satisfy the property that {|K| = 0} is a null hypersurface.2 A less rigid
assumption is to instead assume the existence of a null hypersurface where K is only required to be tangent,
but may be either null or spacelike depending on the precise location.3 We will use the term twisted self-
similarity to refer to this new type of self-similarity, where the “twisting” refers to the fact that the flow of
the vector field K is allowed to wind around the null generators of the null hypersurface.

Particular instances of this new type of self-similarity have played an important role in the works [RSR19,
SR22] where we gave the first construction of naked singularities for the Einstein vacuum equations. The

1It should be noted, however, that in many cases it is discrete self-similarity which is truly relevant for critical phenomena.
2For example, one may check that any vacuum Kasner spacetime does not satisfy this property.
3In this paper we will not systematically explore necessary and sufficient conditions for a given self-similar spacetime to

admit such a hypersurface. However, the reader may check that one sufficient condition is for there to exist a point P in a
suitably regular conformal compactification of (a portion of) the spacetime such that there is a non-trivial past null cone of P
and so that the homothetic vector field K extends to P in a sufficiently regular fashion where it then vanishes.
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goal of the current paper is to give a systematic treatment of this new class of self-similar solutions in the
small data regime. In particular we will carry out the following:

• Provide explicit geometric characterizations of spacetimes admitting the new twisted self-similarity.

• Establish the existence and uniqueness of suitable formal expansions for twisted self-similar solutions.

Having carried out these two steps we will furthermore observe that, in appropriate regions of spacetime,
the arguments from [RSR18, RSR19] mutatis mutandis show that there always exist true solutions to the
Einstein vacuum equations corresponding to our formal expansions and that our formal expansions describe
the possible asymptotic behaviors in the entire small data regime for solutions arising from spacelike self-
similar data.

As a particular application of this final point above, we may use these twisted self-similar expansions to
describe certain aspects of the global structure of Fefferman–Graham spacetimes (in the small data regime
and in 3 + 1 dimensions) and also the naked singularity exteriors constructed in [RSR19].

Lastly, we note that for simplicity of the presentation and because these cover the primary situations of
interest, we have restricted our discussions in this paper to spacetimes in 3 + 1 dimensions and which are
diffeomorphic to R2 × S2. However, neither of these dimension/topological restrictions are in fact necessary,
and, in view of the potential applications to understanding the global structure of Fefferman–Graham space-
times, it may be of interest to develop the analogues of our twisted self-similar theory in higher dimensions
for spacetimes with topology R2 × S, for S a d-dimensional compact manifold (d ≥ 2).

In the remaining sections of the introduction we will give an overview of the main results established
in the paper. Throughout these remaining sections, when we discuss various definitions and results in an
informal fashion we will also indicate where later in the paper to find a precise statement.

1.1 Canonical Gauges

In this introductory section we will skip the precise definition that we shall use for a twisted self-similar
spacetime (see Definition 4.1); instead we will just state the two most important facts.

1. There exists a null hypersurface H where the homothetic vector field K is tangent and has complete
non-compact orbits. We moreover have that H may be covered by coordinates

(
s, θA

)
∈ (−∞, 0)× S2

where K|H = ∂s, and the submanifolds of constant s are spacelike.

2. For our later applications, we must allow for the possibility that a twisted self-similar spacetime has
limited regularity on H in the null direction which is transversal to H, where it may be only Hölder
continuous.4

Before one can undertake any sort of detailed analysis of twisted self-similar solutions, it will be necessary
to fix a gauge. It will in fact turn out to be convenient to define two different gauges. We note that in
this discussion of gauges we do not need to assume that the metric g is a solution to the Einstein vacuum
equations.

The first and simplest gauge we define is what we call the homothetic gauge (see Definition 4.2). In this
gauge the metric g takes the form

g = Pdt2 + 2t (dt⊗ dρ+ dρ⊗ dt)− hA
(
dt⊗ dθA + dθA ⊗ dt

)
+ /gAB

dθA ⊗ dθB ,

and the homothetic vector field K takes the form

K = t∂t.

Here
{
θA
}
denote local coordinates on S2 and (ρ, t) ∈ (−c, c)× (−∞, 0) for some constant c > 0.5 The fact

that LKg = 2g forces the following constraints on P , h, and /g:

P
(
ρ, t, θA

)
= P̃

(
ρ, θA

)
, hA

(
ρ, t, θB

)
= th̃A

(
ρ, θB

)
, /gAB

(
ρ, t, θC

)
= t2/̃gAB

(
ρ, θC

)
, (3)

4The possibility of losing regularity in the transversal direction to H is already familiar from the solutions constructed
in [RSR19, SR22]; however, the solutions from [RSR19, SR22] are C1,α across H and thus are better than the worst case
scenario for our expansions.

5One may also consider “one-sided” versions of the gauge where ρ ∈ [0, c) or ρ ∈ (−c, 0], but in this introductory section we
will just consider the “two-sided” case.
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for suitable P̃ , h̃A, and /̃gAB
. The null hypersurface H will correspond to {ρ = 0}, and the requirement that

H is null and that /gAB
is positive definite forces

(
P − |h|2

/g

)
|ρ=0 = 0.

We will show that any twisted self-similar spacetime may be put into the homothetic gauge by considering
the foliation of the spacetime by spheres which lie at the intersection of a family of dilation invariant
hypersurfaces and a family of null hypersurfaces which intersect H transversally (see Proposition 4.1). These
two families of hypersurfaces then correspond to the constant ρ and constant t hypersurfaces respectively. We
note that this gauge is the natural generalization of the normal form gauge defined by Fefferman–Graham
in Definition 2.7 of [FG12]. If we wish to consider the case when K is null along H (which corresponds to
the Fefferman–Graham geometries) then we must have that both P and h vanish when ρ = 0.

Despite the apparent relative simplicity of the homothetic gauge, most of our study of the twisted self-
similar spacetimes will take place in more analytically flexible double-null gauges (see Section 2) where the
metric takes either the form

g = −2Ω2 (du⊗ dv + dv ⊗ du) + /gAB

(
dθA − bAdu

)
⊗
(
dθB − bBdu

)
(4)

or
g = −2Ω2 (du⊗ dv + dv ⊗ du) + /gAB

(
dθA − bAdv

)
⊗
(
dθB − bBdv

)
, (5)

and the homothetic vector field K takes the form

K = u∂u + v∂v. (6)

Here
{
θA
}
again denote local coordinates along S2, and (u, v) lie in a suitable subset of R2. We refer to (4)

as a double-null coordinate system with the “shift in the u-direction” and to (5) as a double-null coordinate
system with the “shift in the v-direction.” If a spacetime has been equipped with one of these coordinate
systems and the homothetic vector field takes the form (6), then we say that the spacetime has been put
into the “self-similar double-null gauge” (see Definition 4.3). The fact that LKg = 2g forces the following
constraints on Ω, b, and /g:

Ω
(
u, v, θA

)
= Ω̃

( v
u
, θA

)
, bA

(
u, v, θB

)
= u−1b̃A

( v
u
, θB

)
, /gAB

(
u, v, θC

)
= u2/̃gAB

( v
u
, θC

)
, (7)

for suitable Ω̃, b̃A, and /̃gAB
.

It turns out that one cannot in general expect to put a twisted self-similar spacetime into a self-similar
double-null gauge in a region which includes the important null hypersurface H. However, by constructing a
suitable solution to a self-similar eikonal equation, we will show that given a twisted self-similar solution in
the homothetic gauge, one may find a dilation invariant neighborhood U of H such that U \ H may be put
in the self-similar double-null gauge with the shift in the u-direction and with the (u, v) coordinates ranging
over {

(u, v) ∈ R2 : u ∈ (−∞, 0) :
v

−u
∈ (−c̃, c̃) \ {0}

}
, (8)

for some c̃ > 0 (see Proposition 4.2). Furthermore, we will identify precise assumptions on the behavior of
the metric and Ricci coefficients as v → 0 which allow us to reverse this process and go from a spacetime in
the self-similar double-null gauge with coordinates covering the range (8) to a self-similar spacetime in the
homothetic gauge (see Definition 4.4 and Proposition 4.3). In the following diagram, the gray area (but not
the bolded line) corresponds to the region of validity for the self-similar double-null gauge:

{ v
−u =

c̃}

{
v−

u
=

−
c̃}

H
=
{v
=
0}
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figure 1

Finally, we note that in the case of a Fefferman–Graham type solution to the Einstein vacuum equations
where K is null along all of H, then one can always construct a self-similar double-null gauge which includes
the hypersurface H (see Appendix A). It is also possible to identify explicit conditions on the behavior of the
metric in the self-similar double-null gauge which guarantee that the solution is one of the Fefferman–Graham
type geometries.

1.2 Expansions

Having constructed our canonical gauges, we then turn to the computation of the formal expansions for
twisted self-similar spacetimes which solve the Einstein vacuum equations (to high order as v

−u → 0). These
expansions will be computed in the self-similar double-null gauge where we have access to the standard null
structure equations for the Ricci coefficients and metric components (see Section 2). However, by using the
proof of the equivalence between the homothetic and double-null gauge, having computed the expansions in
the double-null gauge, one may deduce corresponding expansions in the homothetic gauge in an algorithmic
fashion.

We now provide a heuristic overview of these formal expansions. We first explain in Section 1.2.1 how
one may determine the expected regularity of the metric in the self-similar double-null gauge as v → 0.
In Section 1.2.2 we explain in more detail what the desired properties of our expansions are. Lastly in
Section 1.2.3 we will see how one then actually carries out the computation of the formal expansions and
verifies their desired properties.

1.2.1 Regularity as v → 0 in the Double-Null Gauge

Even though our formal expansions will be done with respect to the distance from the null hypersurface H,
the quickest way to understand where these expansions come from is to switch perspectives and consider the
problem of evolution towards H solving to the past from dilation invariant spacelike data along a dilation
invariant hypersurface:

spacelike initial data
H
=
{v
=
0}

figure 2

The basic question we wish to understand is, assuming such a self-similar spacetime exists in the double-
null gauge, what kind of regularity can we expect from the metric components and Ricci coefficients as we
approach H (which corresponds to the limit v → 0). We start by observing that every Ricci coefficient ψ or
metric coefficient φ except for χ̂, η, and ω satisfies an equation which relates L∂v

ψ or L∂v
φ to contractions

of angular derivatives of other metric components and Ricci coefficients. Thus, as long as the right hand
sides of these equations are integrable in v, we could expect to simply integrate them and derive the leading
order asymptotics of ψ or φ as v → 0.

While ω does not satisfy a L∂v
equation, we may use self-similarity (see (7)) to relate ω with ω and logΩ.

For ω, we may compute (see already (31) and (36)) that L∂v
(Ωω) satisfies an equation whose right hand

side involves contractions of angular derivatives of Ricci coefficients and metric components, none of which
are ω. Thus, if we optimistically assume that this right hand is integrable in v, we may then conclude that
it is reasonable to expect that Ωω will continuously extend to {v = 0} and satisfies the following bound
|Ωω| . |u|−1 (which is consistent with (7)). We may then relate logΩ to Ωω using self-similarity (see (7))
and obtain (

−
v

u
L∂v

+ Lb

)
logΩ = 2Ωω. (9)

5



On any constant u-hypersurface this is a transport equation which degenerates as v → 0. In particular, it
is clear from (9) that logΩ may blow-up as v → 0 no matter how regular Ωω is as v → 0. However, if
we assume that b is suitably small, bA ∼ u−1O (ǫ), then the blow-up of the lapse (and angular derivatives

thereof) will be “mild” in that, for example,
∣∣/∂ logΩ

∣∣ .
(

v
−u

)−O(ǫ)

for any given coordinate derivative /∂

along S2. However, the blow-up of ω as v → 0 is “violent” in that we do not expect it to be integrable as
v → 0. Thus, when integrating a L∂v

equation for any Ricci coefficient ψ or metric component φ, it is crucial
that one conjugates the equation with a correct power of the lapse Ω so as to remove any occurrences of ω.
The upshot of this observation is that if we assume that our initial data is suitable small, then (suppressing
the need to understand χ̂ for the moment) we expect that η, Ω−1trχ, Ωtrχ, Ωχ̂, Ωω, b, and /g all extend
in a Hölder continuous fashion to {v = 0}. Furthermore, for any large integer N , if we assume that ǫ is
sufficiently small depending on N , we expect that N coordinate angular derivatives of these quantities will
also extend in a Hölder continuous fashion to {v = 0}.

Since η and ζ may be recovered from angular derivatives of logΩ and η, it only remains to discuss the
regularity of χ̂ as v → 0. For χ̂ we may use self-similarity and the ∇3 equation for χ̂ (see (23)) to eventually
derive an equation of the form

−
v

u
∇v

(
Ω−1χ̂

)
AB

+ Lb

(
Ω−1χ̂

)
AB

−
(
/∇⊗̂b

)C
(A

(
Ω−1χ̂

)
B)C

−
1

2
/divb
(
Ω−1χ̂

)
AB

(10)

−
v

u
Ω−1trχ (Ωχ̂)AB − 4 (Ωω)Ω−1χ̂AB = HAB,

where, by the previous heuristics, we expect HAB to extend in a Hölder continuous fashion to {v = 0}. As
with the equation (9), we see that if b and Ωω are sufficiently small, then while χ̂ may in principle blow-up
as v → 0, the rate of blow-up will be “mild.”

We now quickly observe how the presence of a Fefferman–Graham geometry may be detected by this
analysis. Namely, it is possible that we have limv→0 b = 0. In this case, it is then possible to show that we
must also have that limv→0 (Ωω) = 0 and, in view of (9), one is able to see that Ω extends continuously
to {v = 0}. Similarly, b|v=0 = 0 ends up implying that the tensor H on the right hand side of (10)
vanishes in the limit as v → 0. We then eventually conclude that χ̂ also extends regularly to {v = 0}.
By repeating the analysis mutatis mutandis one eventually concludes that, as long as the initial data is
sufficiently differentiable, any sequence of derivatives of a metric component or Ricci component must extend
continuously to {v = 0}. (See Appendix A.)

We close the section by observing that even though it may appear at first glance as if our above analysis
could only be expected to hold to the future of the null hypersurface H, it is in fact equally valid in a
region to the past of H. The point is that the above arguments just involve integration of the null structure
equations as ODE’s with all angular derivatives treated as errors on the right hand side (as opposed to
energy estimates). It thus makes no difference whether this argument is done to the past or future of H.

1.2.2 What is a Formal Expansion?

Having determined the expected regularity of our twisted self-similar solutions as v → 0, we now discuss
the formal expansions. While we will leave the precise definitions to Section 6 (see Theorem 6.1), it may be
useful for the reader if we informally(!) describe in a bit more detail what we mean by “formal expansion.”
Let N be any sufficiently large positive integer and ǫ > 0 be a small constant, possibly depending on N ,
which will govern all of the smallness necessary for our constructions. We then want a procedure which
produces metrics g so that

1. Each metric g is a twisted self-similar metric in the self-similar double-null gauge.

2. Along any constant u hypersurface, we have that

Ric (g) = ǫO
(
|v|N−1−O(ǫ)

)
. (11)

3. We may write g =
∑N

j=0 g
(j) so that

6



(a) Along any constant u hypersurface, g(j) = ǫO
(
|v|j−O(ǫ)

)
.

(b) Each g(j) is determined by inductively solving (possibly degenerate) explicit linear transport
equations.

(c) The base case of the induction is determined by an explicit choice of “seed data” which must
satisfy a suitable smallness assumption.

4. If ĝ is any twisted self-similar metric in the self-similar double-null gauge which satisfies the Einstein
vacuum equations (1), a suitable smallness condition (depending on N), and suitable regularity con-
ditions as v → 0, then there exists a metric g produced by our procedure so that along any constant
u-hypersurface g − ĝ = ǫO

(
|v|N−O(ǫ)

)
.

(If one does not restrict to a constant u-hypersurface, then for any given metric component or Ricci coefficient,
one may add the u-dependence in these various estimate by use of (7).)

If we are successful in this constrution, then our procedure may be considered to exhaustively describe
all possible asymptotic behaviors towards the null hypersurface H for twisted self-similar metrics which
satisfy a suitable smallness and regularity assumption as v → 0. We note, however, a significant difference
with the formal expansions for Fefferman–Graham spacetimes from [FG85, FG12]; namely, our smallness
assumption on ǫ depends on how far out in the expansion we wish to go. In particular, for any given choice
of seed data, we do not produce expansions to infinite order; instead, for any given N , we can introduce a
suitable smallness assumption such for all seed data satisfying the smallness assumption we may produce
an expansion up to order N . Relatedly, our smallness assumption will also turn out to depend on the total
number of derivatives of the metrics g that we wish to estimate.

1.2.3 Seed Data, Computing the Expansion, and Propagation of Constraints

As in Section 1.2.1 we split the Ricci and metric coefficients into two groups, logΩ and Ω−1χ̂ which only
satisfy ∇3 equations, and all of the other metric and Ricci coefficients which satisfy ∇4 equations. (We drop
η, ζ, and ω from this dichotomy since their behavior may be deduced from those of the other quantities.)
Any of these ∇4 equations will imply an equation of the following form for a metric component φ or Ricci
coefficient ψ:

L∂v
(Ωs (φ, ψ)) = F, (12)

where F consists of contractions of metric and Ricci coefficients and their angular derivatives, and Ωs

represents the power of the lapse which, after conjugating through by, leads to an equation which does not
involve ω. If we had an equation like (12) for all metric components and Ricci coefficients, the computation
of the expansions would be simple; we would choose suitable values for Ωs (φ, ψ) |v=0 and then inductively
compute a power series in v for Ωs (φ, ψ) via the equation (12). It would then be natural to take as seed
data the values Ωs (φ, ψ) |v=0 (in turn, by self-similarity, these are in fact determined by their values on the
sphere at (u, v) = (−1, 0)). However, due to the presence of the null constraint equations, we do not expect
to be able to freely pose the values of all of these along {v = 0}. Eventually it turns out to be reasonable to
take as (part of our) seed data a choice of triple

(
b, /g,Ωω

)
|(u,v)=(−1,0) which are required to satisfy a suitable

constraint equation. (See Definition 5.1.) It then turns out that Ω−1trχ|v=0 and η|v=0 may be computed
from these using the Einstein equations along {v = 0}.

We now discuss logΩ and Ω−1χ̂. For these we re-write (9) and (10) as

(
−
v

u
L∂v

+ Lb(0)

)
logΩ = G1, (13)

−
v

u
∇v

(
Ω−1χ̂

)
AB

+ L |v=0

(
Ω−1χ̂

)
AB

− 4 (Ωω) |v=0

(
Ω−1χ̂

)
AB

= (G2)AB , (14)

where L is the operator

L fAB
.
= LbfAB −

(
/∇⊗̂b

)C
(A
fB)C −

1

2
/divbfAB,

and G1 and G2 involve either suitable contractions of angular derivatives of metric components and Ricci
coefficients which satisfy equations like (12) or involve Ω−1χ̂ or logΩ contracted with a quantity which we

7



expect to vanish at {v = 0}. If we consider G1 and G2 as given inhomogeneities, then the solutions logΩ
and Ω−1χ̂ to (13) and (14) would be uniquely determined up to the addition of an element in the kernel of
the operators on the left hand sides. It is then natural to consider a choice of such kernel elements also as
(a part of our) seed data for the expansion (see Definition 5.1).

In conclusion, it is natural to take as the seed data for our expansion a choice of
(
b, /g,Ωω

)
|(u,v)=(−1,0)

which satisfies a suitable constraint equation and then two solutions logΩ and Ω−1χ̂ which lie in the kernel of
the operators on the left hand side of (13) and (14). Given this, an expansion may be inductively computed
by plugging in the previously computed metric into the right hand sides of (12), (13), and (14) and then
solving the corresponding equations to produce a new metric.

There is one important complication we still have not mentioned. Namely, since the null-structure
equations are overdetermined, the procedure we have outlined above does not manifestly lead to metrics g
which satisfy (11). Instead, only the components of the Ricci tensor which correspond to the subset of the
null structure equations we solved will have the desired vanishing property as v → 0. To obtain the full
statement (11) we will need to run an additional “preservation of constraints” argument which uses the fact
that the Einstein tensor is divergence free, to upgrade the initial partial vanishing of the Ricci tensor as
v → 0 to the full desired statement (11). (See Section 7.3.) A similar difficulty occurs in the work [SR22]
though the resolution here will be dramatically simpler.

1.3 Applications

In this final introductory section, we will discuss various applications of the existence of the formal expansions.
We first observe that by an amalgamation of the techniques from [RSR18, RSR19], it is possible to show

that one may associate true solutions to the Einstein vacuum equations to each of our formal expansions in
a region to the future of H (it is only in this region that the homothetic vector field is everywhere spacelike):

true solution

H
=
{v
=
0}

figure 3

However, in order to not increase the length of this paper significantly we will not carry out the proof of this
result. (See Theorem 6.2.)

We will next explain how our expansions can be used to understand the possible asymptotic behaviors
in the entire small data regime for solutions arising from spacelike self-similar data. The first point is that
by swapping the roles of the u and v variable, we may consider our expansions as being defined to the past
of a null hypersurface at {u = 0} and where the metric is now in a double-null gauge with the shift in the
v-direction:

{u
=
0}

figure 4
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In particular, from item 4 of Section 1.2.2 we will have that any twisted self-similar metric which is in the
self-similar double-null gauge (with the shift in the v-direction), exists in a dilation invariant neighborhood
to the past of {u = 0}, satisfies a suitable smallness assumption, and satisfies suitable regularity conditions
as u → 0 will be well-approximated by one of our formal expansions. A priori, metrics which satisfy the
smallness assumption and regularity requirements as u→ 0 could comprise a very special class. However, it
is essentially an immediate consequence of the a priori estimates from Sections 7, 8, and 9 of [RSR19] and
the technique for establishing the local existence of self-similar spacetimes from [RSR18] that any spacetime
arising from suitably small spacelike self-similar data may be put into a self-similar double-null gauge with
the shift in the v-direction, will exist up to the hypersurface {u = 0}, and will always satisfy the necessary
smallness and regularity conditions at {u = 0}. Thus, these solutions will then be well-approximated by the
formal expansions in the sense of item 4 of Section 1.2.2 with the role of u and v swapped (see Theorem 6.3):

{u
=
0}

small spacelike self-similar data

approximated by expansions

figure 5

This general description of the future asymptotics of solutions arising from small spacelike self-similar
data then has the following two additional applications:

1. By the results of [RSR18] any Fefferman–Graham spacetime in 3+1 dimensions associated to sufficiently
small Dirichlet and Neumann data will exist in a region as depicted by figure 3 and will induce spacelike
self-similar data which is sufficiently small so that the discussion above is valid. Hence the global
structure up to {u = 0} of these Fefferman–Graham is described by one of our formal expansions in
the sense of item 4 of Section 1.2.2 with the role of u and v swapped (see Corollary 6.1).

2. While the exterior region of the naked singularity produced in [RSR19] is not self-similar, one may
apply the method of “self-similar extraction” as described by Theorem 1.2 of [RSR18] to produce a
corresponding self-similar metric; more specifically, let gnaked denote the metric produced by Theorem
1 of [RSR19] and then, for λ > 0, denote the diffeomorphism

(
u, v, θA

)
7→
(
λu, λv, θA

)
by Φλ. The

proof of Theorem 1.2 mutatis mutandis shows that λ−2Φ∗
λgnaked will converge as λ → 0 to a self-

similar metric g̃ which moreover induces spacelike self-similar data which is sufficiently small so that
the discussion above is valid, and thus g̃ is well-approximated by our formal expansions near {u = 0}
in the sense of item 4 of Section 1.2.2 with the role of u and v swapped (see Corollary 6.2). Thus, in
this sense, our formal expansions describe the asymptotic behavior behavior of the naked singularities
from [RSR19, SR22] as the metric approaches the future light cone of the singularity.6

We close the introduction by stating one natural question which is left unaddressed by the above analysis.

Question 1. By the above discussion, any Fefferman–Graham spacetime associated to sufficiently small
Dirichlet and Neumann data will exist up to the outgoing cone {u = 0} and will be well-approximated there
by one of the formal expansions. Is it the case that the cone {u = 0} is also described by a Fefferman–Graham
geometry?

6Though this is outside the scope of the current paper to discuss in detail, one expects that the self-similar metric g̃ captures
the main singularities as u → 0 in that one expects gnaked − g̃ to be more regular as u → 0 than gnaked.
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One motivation behind this question is as follows: An analogy may be drawn between the role of
Fefferman–Graham self-similar solutions within the class of general twisted self-similar solutions and the
role of the “scale-invariant” solutions written down by Christodoulou in [Chr93] within the more general
class of self-similar solutions for the spherically symmetric Einstein-scalar field system studied by Chris-
toudoulou in [Chr94]. The fact that small scale-invariant solutions exist up to and are regular along the
analogue of {u = 0} may be considered a harbinger of the well-posedness of the spherically symmetric
Einstein-scalar field system in the class of “solutions of bounded variation” [Chr93].

1.4 Relation with Naked Singularities from [RSR19, SR22]

In this final introductory subsection, we briefly indicate how the general twisted self-similar solutions of
this paper are related to the self-similarity which is relevant for the solutions considered in [RSR19, SR22].
The key specialization is that in the works [RSR19, SR22] we require that the choice of the seed data(
b, /g,Ωω

)
|(u,v)=(−1,0) (see Section 1.2.3) take a certain specific form, the most important aspect of which

is a very particular leading order ansatz for the vector field b. As a consequence of the seed data taking
this special form, the solutions logΩ and Ω−1χ̂ to the equations (13) and (14) turn out to have additional
regularity as v → 0 than in the general case. This is then ultimately responsible for the spacetimes produced
in [RSR19, SR22] being C1,α across {v = 0} as opposed to just C0,α.
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2 Null Structure Equations and Double-Null Formalism

In this section we provide a quick review of the double-null gauge formalism. We will use all of the same
normalizations and notation as in Section 3.2 of [SR22]. Here we will just briefly recall the relevant notation
and equations. (For a true introduction to the double-null gauge, see [KN03] or [Chr09].)

We let U denote a suitable open set in R2 and consider spacetimes covered by coordinates (u, v, θA) ∈
U × S2 where the metric g takes the form

g = −2Ω2 (du ⊗ dv + dv ⊗ du) + /gAB

(
dθA − bAdu

)
⊗
(
dθB − bBdu

)
. (15)

We do not assume that the Einstein vacuum equations hold.
The null vectors e4 and e3 are defined by

e4
.
= Ω−1∂v, e3

.
= Ω−1

(
∂u + b · /∇

)
.

These satisfy g (e3, e4) = −2. The S2u,v-projected e4 and e3 derivatives are denoted by∇4 and∇3 respectively.

We will use /∇ to denote the induced covariant derivative along S2. As in [SR22] slashed quantities will always
denote an object defined with respect to /g. We use L to denote Lie-derivatives.

The Ricci coefficients ω, ω, ζA, ηA, ηA, χAB, and χAB
are defined in terms of the metric via the following

formulas:

ω = −
1

2
∇4 logΩ, ω = −

1

2
∇3 logΩ, L∂v

bA = −4Ω2ζA, (16)

ηA = ζA + /∇A logΩ, η
A
= −ζA + /∇A logΩ, (17)

Le4/gAB
= 2χAB, Le3/gAB

= 2χ
AB
. (18)
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We also split χ and χ into their trace and trace-free parts:

χAB = χ̂AB +
1

2
trχ/gAB

, χ
AB

= χ̂
AB

+
1

2
trχ/gAB

.

In general, Θ̂AB will denote the trace-free part of a symmetric S2u,v (0, 2)-tensor. The norms and raising and
lowering of indices of S2u,v tensors are computed with respect to /g.

Now we present the null structure equations which relate the derivatives of Ricci coefficients to curvature
components. The following is Proposition 3.1 from [SR22].

Proposition 2.1.

∇4trχ+
1

2
(trχ)

2
= −Ric44 − |χ̂|

2
− 2ωtrχ, (19)

∇4χ̂AB + trχχ̂AB = −R̂A4B4 − 2ωχ̂AB, (20)

∇3trχ+
1

2

(
trχ
)2

= −Ric33 −
∣∣χ̂
∣∣2 − 2ωtrχ, (21)

∇3χ̂AB
+ trχχ̂

AB
= −R̂A3B3 − 2ωχ̂

AB
, (22)

∇3χ̂AB +
1

2
trχχ̂AB = R̂icAB + 2ωχ̂AB +

(
/∇⊗̂η

)
AB

+
(
η⊗̂η

)
AB

−
1

2
trχχ̂

AB
, (23)

∇3trχ+
1

2
trχtrχ = /g

ABR3AB4 + 2ωtrχ+ 2 /divη + 2 |η|
2
− χ̂ · χ̂, (24)

∇4χ̂AB
+

1

2
trχχ̂

AB
= R̂icAB + 2ωχ̂

AB
+
(
/∇⊗̂η

)
AB

+
(
η⊗̂η

)
AB

−
1

2
trχχ̂AB, (25)

∇4trχ+
1

2
trχtrχ = /g

ABR3AB4 + 2ωtrχ+ 2 /divη + 2
∣∣η
∣∣2 − χ̂ · χ̂, (26)

∇4ηA = −χAB ·
(
ηB − ηB

)
−

1

2
RA434, (27)

∇3ηA = −χ
AB

·
(
ηB − ηB

)
−

1

2
RA343, (28)

/∇AηB − /∇BηA = R4[AB]3 + χ̂C
[A
χ̂B]C , (29)

/∇AηB − /∇BηA = −R4[AB]3 − χ̂C
[A
χ̂B]C , (30)

∇4ω =
1

4

(
Ric34 + /g

ABR3AB4

)
+ 2ωω +

1

2
|η|2 − η · η, (31)

∇3ω =
1

4

(
Ric34 + /g

ABR3AB4

)
+ 2ωω +

1

2

∣∣η
∣∣2 − η · η, (32)

and

/RABCD = RABCD +
1

2

(
χ
BC

χAD + χBCχAD
− χ

AC
χBD − χACχBD

)
, (33)

̂
/gCDRACBD = 0, (34)

R̂icAB = R̂3(AB)4, (35)

K =
1

2
/g
ABR3A4B +

1

2
R +

1

2
Ric34 +

1

2
χ̂ · χ̂−

1

4
trχtrχ, (36)

/∇AχBC − /∇BχAC = RABC4 + χACζB − χBCζA, (37)

/∇AχBC
− /∇BχAC

= RABC3 − χ
AC
ζB + χ

BC
ζA, (38)

/∇
B
χ̂AB −

1

2
/∇Atrχ = −

1

2
RA434 +Ric4A +

1

2
trχζA − ζBχ̂AB, (39)

/∇
B
χ̂
AB

−
1

2
/∇Atrχ = −

1

2
RA343 +Ric3A −

1

2
trχζA + ζBχ̂

AB
. (40)
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Remark 2.1. (Shifting the Shift) As in our work [RSR19], it will sometimes be useful to consider an
alternative double-null coordinate system where (15) is replaced by

g = −2Ω2 (du⊗ dv + dv ⊗ du) + /gAB

(
dθA − bAdv

)
⊗
(
dθB − bBdv

)
. (41)

All of the corresponding equations remain the same with following exceptions: we now have

e4
.
= Ω−1

(
∂v + b · /∇

)
, e3

.
= Ω−1∂u,

and the relation between b and the torsion 1-form ζ becomes

L∂u
bA = 4Ω2ζA.

By reversing the roles of u and v we can easily go back and forth between double-null coordinate systems
with the shift in the u or v-direction. The following particular version of this will be important to us later:
Suppose we have a metric g covered by a double-null coordinate system with the shift in u-direction and

(u, v, θA) lying in the set P
.
=
{(
u, v, θA

)
∈ R2 × S2 : u ∈ (−∞, 0) and 0 < v

−u < c
}

for some c > 0. Let

P̃
.
=
{(
u, v, θA

)
∈ R2 × S2 : v ∈ (0,∞) and c−1 < v

−u <∞
}

denote the image of P under the map Φ which

sends
(
u, v, θA

)
7→
(
−v,−u, θA

)
. Then the pushforward of g by Φ will be in a double-null coordinate system

with the shift in the v-direction, and we will have the following correspondences of metric components and
Ricci coefficients: (

Ω, b, /g
)
7→
(
Ω,−b, /g

)
,

(
ω, ω, η, η, χ, χ

)
7→
(
−ω,−ω, η, η,−χ,−χ

)
.

3 Degenerate Transport Equations

In this section we recall some previously proven results concerning degenerate transport equations along
S2 which were proven in [RSR19], and then also establish a few other results concerning linear degenerate
transport equations along (v, θA) ∈ (0, c)×S2 for c > 0. We will then use this to study a particular nonlinear
degenerate transport equation which will come up when we study the relation between the homothetic and
self-similar double-null gauges.

3.1 Linear Degenerate Transport Equations

As in the works [RSR19, SR22] an important role will be played by various transport equations. We will
now recall/establish the necessary linear estimates in this section.

The following proposition may be deduced from the proof of Proposition 4.5 in [RSR19].

Proposition 3.1. Let H be a (0, k) tensor on S2 and q be a vector field on S2. We are interested in finding
(0, k)-tensors ψ on S2 so that

Lqψ +Aψ +W · ψ = H, (42)

where W is a tensor so that the contraction W · ψ produces a (0, k)-tensor, and A is a constant satisfying
A & 1.

Suppose that for some j ≥ 2, q lies in H̊j+1(S2) with ||q||C1 ≪j A, W lies in H̊j
(
S2
)
with ||W ||L∞ ≪j A,

and that H lies in H̊j(S2), where H̊j
(
S2
)
is the Sobolev space with respect to the round metric. Then, there

exists a unique H̊j(S2) solution ψ to (42). Furthermore, for any integer s ∈ [0, j] we have

||(ψ,Lqψ)||H̊s ≤ C
(
k, j, ||q||H̊s+1 , ||W ||H̊s

)
||H ||H̊s (43)

The following lemma, which also concerns transport equations, will also be useful.
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Lemma 3.1. Let k ∈ Z≥0, j ∈ Z≥1 be sufficiently large, c > 0, and q(v) be a 1-parameter family of vector
fields along S2 satisfying

sup
v

∑

j1+j2≤j+1

∣∣∣
∣∣∣(vL∂v

)
j1 q
∣∣∣
∣∣∣
Cj2 (S2)

. ǫ,

and p denotes any positive number so that ǫp−1 ≪j 1. We will then consider certain transport equations for
an unknown (0, k)-tensor ψA1···Ak

(
v, θA

)
: (0, c)×S2 → R and known (0, k)-tensor HA1···Ak

: (0, c)×S2 → R:

vL∂v
ψ + Lqψ −Aψ +W · ψ = H, (44)

where A ≥ 0, and W is a tensor so that the contraction W · ψ is still a (0, k) tensor and satisfies

sup
v

∑

j1+j2≤j

∣∣∣
∣∣∣(vL∂v

)
j1 W (v)

∣∣∣
∣∣∣
Cj2 (S2)

. ǫ,

where we use a fixed choice of a round metric /̊g to compute the norm above (and also below).
Then we have the following:

1. If k = A = 0, W = 0, and the right hand side of (45) is finite, then for every choice of ψ̃
.
= ψ|v=c,

there exists a unique solution ψ which will satisfy the following bounds for any i ∈ [0, j]:

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)
i1 ψ(v)

∣∣∣
∣∣∣
Ci2(S2)

.i (45)

v−D(i)ǫ


(1 + |log(v)|) sup

v

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)i1 H
∣∣∣
∣∣∣
Ci2(S2)

+
∣∣∣
∣∣∣ψ̃
∣∣∣
∣∣∣
Ci(S2)


 ,

for a sequence of non-negative constants D(i) so that D(0) = 0.

Furthermore, if the right hand side of (46) is finite, then there also exists a solution ψ such that

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)
i1 ψ(v)

∣∣∣
∣∣∣
Ci2 (S2)

.p−1 vp sup
v


v−p

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)
i1 H

∣∣∣
∣∣∣
Ci2 (S2)


 . (46)

2. If k = 0, A = 1, W = 0, and the right hand side of (47) is finite, then for every choice of ψ̃
.
= ψ|v=c,

there exists a unique solution ψ which will satisfy the following bound:

v−1 ||ψ (v)||L∞(S2) .

∫ c

v

τ−2 ||H(τ)||L∞(S2) dτ + c−1
∣∣∣
∣∣∣ψ̃
∣∣∣
∣∣∣
L∞(S2)

. (47)

3. If A = 0, and the right hand side of (48) is finite, then for every choice of ψ̃
.
= ψ|v=c, there exists a

unique solution ψ which will satisfy the following bounds for any i ∈ [0, j]:

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)
i1 ψ(v)

∣∣∣
∣∣∣
Ci2(S2)

.i (48)

v−D(i)ǫ


(1 + |log(v)|) sup

v

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)i1 H
∣∣∣
∣∣∣
Ci2(S2)

+
∣∣∣
∣∣∣ψ̃
∣∣∣
∣∣∣
Ci(S2)


 ,

for a sequence of non-negative constants D(i) (where it may be the case that D(0) > 0).

Furthermore, if the right hand side of (49) is finite, then there will also exist a solution ψ such that

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)
i1 ψ(v)

∣∣∣
∣∣∣
Ci2 (S2)

.p−1 vp sup
v


v−p

∑

i1+i2≤i

∣∣∣
∣∣∣(vL∂v

)
i1 H

∣∣∣
∣∣∣
Ci2 (S2)


 . (49)
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Proof. We start with the proof of (45). Changing variables to s = − log(v), the equation becomes

(L∂s
− Lq)ψ = −H. (50)

Letting, α denote a suitable multi-index, and Z(α) then a product of angular momentum operators on S2,
we may also commute (50) with LZ(α) to obtain

(L∂s
− Lq) (LZ(α)ψ)− [LZ(α) ,Lq]ψ = −LZ(α)H. (51)

In either case we may simply integrate towards s = ∞ along the integral curves of the vector field ∂s − q
starting from s = − log(c), in the case of (51), sum over α and apply Grönwall’s inequality, and change back
to the v variable to obtain, for any i ∈ [0, j]:

||ψ(v)||L∞(S2) . (1 + | log(v)|) sup
v

||H(v)||L∞(S2) +
∣∣∣
∣∣∣ψ̃
∣∣∣
∣∣∣
L∞(S2)

, (52)

||ψ(v)||Ci(S2) . v−ǫD(i)

(
(1 + |log(v)|) sup

v
||H(v)||Ci(S2) +

∣∣∣
∣∣∣ψ̃
∣∣∣
∣∣∣
Ci(S2)

)
. (53)

Combining these estimates with the use of the equation (and v∂v differentiated versions thereof) directly to
estimate vL∂v

derivatives of the solution then leads to (45).
For the second bound (46), we let s∞ ≫ 1 be an arbitrarily large constant and integrate (50) along the

integral curves of q backwards from s∞ to define a solution ψs∞

(
s, θA

)
: (− log(c), s∞) × S2 → R which

satisfies ψs∞ |s=s∞ = 0. Commuting with angular derivatives and applying the fundamental theorem of
calculus leads to, for each s ∈ (− log(c), s∞),

||ψs∞(s)||Ci(S2) . ǫ

∫ s∞

s

||ψs∞(τ)||Ci(S2) dτ + e−ps sup
v

[
(−v)−p ||H ||Ci

]
.

Applying the “reverse”-Grönwall’s inequality7 and using that ǫp−1 ≪ 1, we obtain the bound

||ψs∞(s)||Ci(S2) . e−ps sup
v

[
(−v)−p ||H ||Ci

]
.

It is then straightforward to use these bounds to obtain a limiting solution ψ
.
= lims∞→∞ ψs∞ which will

satisfy the desired estimates. As above, the equation may be used to directly estimate vL∂v
derivatives in

terms of angular derivatives and H .
In order to establish (47) we first multiply the equation through by v−1 to derive an equation for v−1ψ

of the type discussed above. Then (47) follows immediately by integrating along the integral curves of
∂s + q. Finally, (48) and (49) are established in the same fashion mutatis mutandis as we established (45)
and (46).

3.2 A Nonlinear Degenerate Transport Equation

In this section we will study a nonlinear degenerate transport equation that will arise in our discussion of
canonical gauges in Section 4 where we will need to construct suitable self-similar solutions to the eikonal
equation.

Proposition 3.2. Let ĉ > 0, N be a sufficiently large integer, and H
(
v̂, θA

)
: [0, ĉ) × S2 → R be a given

function with H
(
0, θA

)
= 0, hA(v̂) be an S2 vector field for each v̂ ∈ [0, ĉ), and /gAB

(v̂) be an S2 Riemannian
metric for each v̂ ∈ [0, ĉ) such that

1∑

i=0

N−1∑

j=0

sup
v

∣∣∣
∣∣∣|v̂|di+jL∂i+j

v̂

(
h, /g − (v̂ + 1)2̊/g

)∣∣∣
∣∣∣
CN−i−j(S2)

(54)

+

1∑

i=0

1∑

k=0

N−2∑

j=0

sup
v

∣∣∣
∣∣∣|v̂|dk+jL∂i+j+k

v̂
H
∣∣∣
∣∣∣
CN−i−j−k(S2)

.
= A ≪ min

(
d,N−1

)
,

7Namely, if u(t) ≤ α(t) +
∫B

t
β(s)u(s) ds for t ∈ [A,B], u ≥ 0, α ≥ 0, and β ≥ 0, then

u(t) ≤ α(t) + exp

(
∫ B

t

β(τ) dτ

)
∫ B

t

[

α(τ)β(τ) exp

(

−

∫ B

τ

β(s) ds

)]

dτ, ∀t ∈ [A,B].
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where we use the metric /̊gAB
to compute the norm of tensors along S2 and d > 0 satisfies d≪ 1.

Let a ∈ R satisfy |a| . 1. Then there exists a function v
(
v̂, θA

)
: R → (0,∞), for some open R ⊂

(0, ĉ)× S2 with (0, c̃)× S2 ⊂ R for some c̃ > 0 such that the map
(
v̂, θA

)
7→
(
v, θA

)
is a C1-diffeomorphism

onto its range which is equal to (0, c)×S2 for some constant c > 0, limv̂→0 v = 0, and so that, if we consider
v̂ as a function of v, then

(−v)L∂v
v̂ + v̂ − hA /∇Av̂ + a

∣∣ /∇v̂
∣∣2
/g
= H, (55)

where h, /g, and H are all evaluated at
(
v̂
(
v, θA

)
, θA

)
.

Let q > 0 satisfy A ≪ q ≪ min
(
d,N−1

)
. Then, considered as a function of v, v̂ will satisfy the following

estimates:
sup
v

∣∣∣∣v1−q (v − v̂)
∣∣∣∣
CN−1(S2)

.q A , (56)

Ñ−1∑

j=0

sup
v

∣∣∣
∣∣∣vd̃+jLj

∂v
(logL∂v

v̂)
∣∣∣
∣∣∣
CN−2−j(S2)

+ sup
(v,θA)

∣∣∣∣
logL∂v

v̂

log (v)

∣∣∣∣ . A (57)

for a constant d̃ which satisfies |d̃| . d+ A .

Proof. Let c > 0 be a fixed constant with A ≪ c. An application of the method of characteristics shows
that there exists a solution v̂

(
v, θA

)
: (0, c)× S2 → (0,∞) to (55) which satisfies

lim
v→c−

v̂ = c, sup(v,θA)∈(0,c)×S2

v1+q

v̂
. 1, sup

v∈(0,c)

v−1+q ||v̂ − v||H̊N−1(S2v)
.q A , (58)

if we can establish suitable a priori estimates for solutions to (55). More specifically it suffices to establish
the following for a suitable constant Cboot > 0: Let a ∈ (0, c) and suppose that v̂ : (a, c) × S2 → (0,∞)
solves (55) and satisfies

lim
v→c−

v̂ = c, sup
v∈(0,c)

v−1+q ||v̂ − v||CN−1(S2v)
≤ 2CbootA . (59)

Then we in fact have

sup(v,θA)∈(a,c)×S2

v1+q

v̂
. 1, sup

v∈(a,c)

v−1+q ||v̂ − v||CN−1(S2v)
≤ CbootA . (60)

We now will show that this is the case. We start with the first estimate in (60). Note that as a consequence
of (54), we have ∣∣H

(
v̂, θA

)∣∣ . A v̂. (61)

Dividing (55) by v−1−q leads to the following equation for for p
.
= v̂v−1−q:

(−v)L∂v
p− qp− hA /∇Ap+ a /∇v̂ · /∇p = v−1−qH. (62)

Now we claim that p must attain its minimum on c. To see this, suppose for the sake of contradiction
that p attains its minimum at a point

(
vmin, θ

A
min

)
with vmin < c. By the first derivative test, we have that

/∇p|(vmin,θA
min)

= 0 and that (−v)L∂v
p|(vmin,θA

min)
≤ 0. This implies that at the point

(
vmin, θ

A
min

)

qp+ v−1−qH ≤ 0.

In view of (61) and the assumption that v̂ > 0, we reach a contradiction.
We now turn to establishing the second estimates of (60). The function v̂

(
v, θA

)
= v lies in the kernel

of the operator on the left hand side of (55). We will linearize around this solution by setting ṽ
.
= v̂− v and

studying the equation

(−v)L∂v
ṽ + ṽ − hA /∇Aṽ + a

∣∣ /∇ṽ
∣∣2
/g
= H. (63)
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For a multi-index α, we let Z(α) denote a product of angular momentum operators on S2. We may
differentiate the equation (63) with LZ(α) to produce an equation of the following form:

(−v)L∂v
ṽ(α) + ṽ(α) − hA /∇Aṽ

(α) + 2a/g
AB /∇Aṽ /∇B ṽ

(α) = H(α) + E (α) , (64)

where ṽ(α)
.
= LZ(α) ṽ and H(α) .= LZ(α)H . In view of the assumed bound (54), the first estimate of (60), and

the bootstrap assumption (59), we have the following estimates for E (α) and H(α) for |α| ≤ N − 1:

||E (α)||L∞(S2v)
. A ||ṽ||C|α| ,

∣∣∣
∣∣∣H(α)

∣∣∣
∣∣∣
L∞(S2v)

. A ||v̂||C|α| , (65)

where we recall that H is evaluated at
(
v̂
(
v, θA

)
, θA

)
. We then apply the estimate (47) and Grönwall’s

inequality to obtain that
sup

v∈(a,c)

v−2+2q ||ṽ||
2
CN−1(S2v)

. A
2. (66)

where the implied constant does not depend on Cboot. This thus finishes establishing (60), and we obtain
the existence of a solution v̂

(
v, θA

)
: (0, c) × S2 → (0,∞) to (55) which satisfies (58). We then note that

using the equation directly to estimate the L∂v
derivatives of ṽ from angular derivatives of ṽ then yields the

bound

sup
v∈(0,c)

v−2+2q
N∑

j=0

v2j
∣∣∣
∣∣∣Lj

∂v
ṽ
∣∣∣
∣∣∣
2

CN−1−j(S2v)
. A

2. (67)

We now turn to improving our estimate for L∂v
v̂. Whenever L∂v

v̂ 6= 0, differentiating (63) yields the
following equation for L∂v

v̂:

(−v)L∂v
(L∂v

v̂)− hA /∇AL∂v
v̂ + 2a/g

AB /∇Av̂ /∇BL∂v
v̂ (68)

= L∂v
v̂
(
L∂v̂

H − 2aL∂v̂

(
/g
AB
)
/∇Av̂ /∇B v̂ − L∂v̂

hA /∇Av̂
)
.

In view of the bound (67), we in particular have that L∂v
v̂ > 0 holds for v sufficiently near c. Whenever

L∂v
v̂ > 0 we may then derive that

(−v)L∂v
(logL∂v

v̂)− hA /∇A logL∂v
v̂ + 2a/g

AB /∇Av̂ /∇B logL∂v
v̂ (69)

=
(
L∂v̂

H − 2aL∂v̂

(
/g
AB
)
/∇Av̂ /∇B v̂ − L∂v̂

hA /∇Av̂
)
.

This is a linear transport equation for logL∂v
v̂, and, in particular, we conclude that logL∂v

v̂ must in fact
be finite for all v ∈ (0, c]. This then implies that L∂v

v̂ > 0 holds for all v ∈ (0, c]. Applying Lemma 3.1 we
then obtain that

sup
v∈(0,c]

N∑

j=0

v2d̃+2j
∣∣∣
∣∣∣Lj

∂v
L∂v

log ṽ
∣∣∣
∣∣∣
2

CN−1−j(S2v)
. A

2,

sup
v∈(0,c]

∣∣∣∣
log (L∂v

v̂)

log (v)

∣∣∣∣ . A .

The lemma then follows from an application of the implicit function theorem.

4 Twisted Self-Similar Spacetimes: Definitions and Canonical Gauges

Throughout this section we will use ǫ to denote a small constant. Our convention is that, unless said
otherwise, ǫ may always be assumed sufficiently small depending on any implied constants or other fixed
constants.
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4.1 Precise Definition of Twisted Self-Similarity and our Canonical Gauges

The following defines the class of spacetimes which will ultimately be covered by our expansions.

Definition 4.1. Let ǫ > 0 be a positive constant which is sufficiently small. Then we say that a 3 + 1
dimensional Lorentzian manifold (M, g) is an ǫ-twisted self-similar spacetime if

1. There exists some c > 0 so that M is diffeomorphic to (−c, c)× (−∞, 0)×S2. We will use coordinates(
q, s, θA

)
∈ (−c, c)× (−∞, 0)× S2 to refer to this decomposition and denote the copy of (−∞, 0)× S2

at a value of q by Hq.

2. There exists a smooth vector field K which satisfies LKg = 2g and so that the orbits associated to the
flow of K are complete and are given by a curves of constant q and θA.

3. The metric g lies in C0
qC

2
s,θA and the restriction of g to M\ {q = 0} is C2. Moreover, we have that

whenever s is restricted to lie in a compact set of (−∞, 0),

|q|C̃L∂q
g

extends as a C0
qC

1
s,θA tensor to {q = 0} where it vanishes. Here C̃ > 0 is a suitably small constant

independent of ǫ.

4. There exists a choice of one of the copies of S2 ⊂ H0 such that if we call this hypersurface S, then
the induced metric /g on S satisfies

∣∣/g − /̊g
∣∣
CN (S)

. ǫ and ||ΠTSK||CN (S) . ǫ for some positive integer

N ≫ 1. Here /̊g refers to a choice of a round metric on S2, ΠTS : TH0 → TS denotes the orthogonal

projection to the tangent bundle of S, CN is defined with respect to the round metric /̊g.

Sometimes it will be useful to replace the interval (−c, c) in item 1 with half-open intervals (−c, 0] or
[0, c). In this case we will refer to (M, g) as a 1-sided ǫ-twisted self-similar spacetime.

In order to undertake a detailed study of ǫ-twisted self-similar spacetimes, we will need to fix a gauge. It
will in fact be convenient to work with two separate gauges. Below we define the homothetic gauge, which,
mutatis mutandis amounts to the requirement that (M, g) is in normal form in the sense of Definition 2.7
from [FG12]. The primary advantage of this gauge is that it will turn out to be regular across the null
hypersurface H0, and it is thus natural to state our global regularity assumptions in the homothetic gauge.
(In the case of 1-sided ǫ-twisted self-similarity, it will be regular up to and including the null hypersurface
H0.)

Definition 4.2. We say that an ǫ-twisted self-similar spacetime (M, g) is in the homothetic gauge if M is
covered by a coordinate system

(
ρ, t, θA

)
∈ (−c̃, c̃) × (−∞, 0) × S2 where c̃ > 0, the self-similar vector field

K takes the form
K = t∂t,

the metric g takes the form

g = Pdt2 + 2t (dt⊗ dρ+ dρ⊗ dt)− hA
(
dt⊗ dθA + dθA ⊗ dt

)
+ /gAB

dθA ⊗ dθB , (70)

where P is a suitable function, hA is a suitable 1-form which takes values in the cotangent bundle of the
S2 at a given value of (ρ, t), /gAB

is a suitable Riemannian metric on the S2 at any given value of (ρ, t),
the null hypersurface H0 (see Definition 4.1) corresponds to the hypersurface {ρ = 0}, and we require that

P |{ρ=0} = |h|
2

/g
|{ρ=0}.

We say that an ǫ-twisted self-similar spacetime is an (ǫ,N)-regular twisted self-similar spacetime if it may
be put into a homothetic gauge where the metric components have the following regularity:

P, /gAB
∈ C0

ρC
N
t,θA , P − |h|

2

/g
, h♯ ∈ ∪1

j=0C
j
ρC

N−j
t,θA ,

where
(
h♯
)A .

= /g
ABhB.
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We further assume that there exists a small constant d > 0 (which is sufficiently small depending on N)
such that

N−1∑

j=0

|ρ|d+jL∂1+j
ρ

(
/g, P, h

)
∈ C0

ρC
N−1−j
t,θA

and takes the value 0 at {ρ = 0}. Finally, we assume the following global smallness conditions:

sup
t=−1

1∑

i=0

N−i∑

j=0

∑

|α|≤N−i−j

∣∣∣|ρ|id+jLi+j
∂ρ

L
(α)

t,θA

(
/g − t2 (1− ρ)

2
/̊g, P − 4ρ

)∣∣∣̊
/g
. ǫ, (71)

sup
t=−1

1∑

i=0

1∑

k=0

N−i−k∑

j=0

∑

|α|≤N−i−j−k

∣∣∣|ρ|j+dkLi+j+k
∂ρ

L
(α)

t,θA

(
P − 4ρ− |h|

2

/g
, h♯
)∣∣∣̊

/g
. ǫ. (72)

In the above we use some specification of a round metric /̊gAB
on each sphere along {t = −1} so that

Lρ̊/gAB
= 0, and α denotes a suitable multi-index.

We make the obvious modifications for 1-sided ǫ-regular twisted self-similarity.

Remark 4.1. Even though the smallness conditions (71) and (72) are only stated along {t = −1}, in view of
the self-similarity of the spacetime (see (3)) we may obtain suitable estimates at any point in the spacetime.

Remark 4.2. The assumption (72) shows that the quantities P −|h|
2

/g
and h♯ (with the index upstairs!) have

improved regularity in ρ relative to the quantities P or /gAB
.

Remark 4.3. The smallness assumptions imply that K = t∂t is spacelike for ρ > 0; however, no analogous
conclusion may be drawn for ρ < 0.

Remark 4.4. When comparing explicitly our Definition 4.2 with Definition 2.7 from [FG12], the reader
should keep in mind that there are a few different normalizations. First of all, our t-coordinate runs over
the negative real numbers, while in [FG12] the t-coordinate runs over the positive reals. Furthermore, the
normalizations for ∂ρ along H are slightly different. We have that g (∂ρ, ∂t) = 2t while in [FG12] they
have that g (∂ρ, ∂t) = t. We have chosen these alternative normalizations so that our later formulas in the
double-null gauge take a standard form for Minkowski space.

Most of our analysis will take place in a suitable double-null gauge where the self-similar vector field K
takes the simple form u∂u + v∂v. The key advantages of this gauge are its flexibility from the analytic point
of view and also the relative simplicity/familiarity (compared to other gauges) of the algebraic relations
induced by self-similarity. The key disadvantage of this gauge is that it will not extend in a regular fashion
to the null hypersurface H0; this loss of regularity is why we have also introduced the homothethic gauge in
Definition 4.2.

Definition 4.3. We say that an (ǫ,N)-regular twisted self-similar spacetime (M, g) is in the self-similar
double-null gauge with the shift in the u-direction if M\H0 is covered by a coordinate chart

(
u, v, θA

)
∈ U×S2

where, for some c̃ > 0,

U =

{
(u, v) ∈ (−∞, 0)× R :

v

−u
∈ (−c̃, c̃) \ {0}

}
, (73)

the self-similar vector field K takes the form

K = u∂u + v∂v,

and the metric g takes the form

g = −2Ω2 (du ⊗ dv + dv ⊗ du) + /gAB

(
dθA − bAdu

)
⊗
(
dθB − bBdu

)
, (74)

where Ω is a suitable function, bA is a suitable vector field which takes values in tangent bundle of the S2 at
a given value of (u, v), and /gAB

is a suitable Riemannian metric on the S2 at any given value of (u, v). We
make the obvious modifications for 1-sided (ǫ,N)-regular twisted self-similarity.
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We will also refer to a metric
(
U × S2, g

)
where U is given by (73), g takes the form (74), and K

.
=

u∂u + v∂v satisfies LKg = 2g, as a self-similar double-null metric.
We may also consider self-similar double-null gauges with the shift in the v-direction if we replace (74)

with (41). If we just write “self-similar double-null gauge” then it should be assumed that we mean for the
shift to be in the u-direction.

4.2 Equipping a Twisted Self-Similar Spacetime with the Homothethic Gauge

Our first goal will be to prove that any ǫ-twisted self-similar spacetime, after restriction to a suitable open
set containing H0, may be put into the homothetic gauge. The following lemma will be useful for this.

Lemma 4.1. Let (M, g) be an ǫ-twisted self-similar spacetime. Let V be any smooth vector field along H0

such V q = α never vanishes. Then there exists a unique extension of vector field V defined in an open set
containing H0 such that

DV V = 0

holds weakly and the integral curves of V lie in an appropriate function space (defined in the proof), where
D denotes the Levi-Civita connection of (M, g).

Proof. Let us fix a point p0 ∈ H0. We then desire to find a curve x (τ) =
(
q (τ) , s (τ) , θA (τ)

)
: [0, c) → M

for some c > 0 such that x (τ) is the unique solution to the weak geodesic equation:

xλ (τ) =

∫ τ

0

yλ (w) dw + pλ0 , (75)

yλ (τ) = −

∫ τ

0

[
Γλ
µν (x (w)) y

µ (w) yν (w)
]
dw + V λ|p0 , (76)

where the indices range over q, s, and θA, and Γλ
µν denotes the Christoffel symbols of g. The main potential

problem in solving these equations is that the Christoffel symbols Γλ
µν may blow up as q → 0 due to the

limited regularity that we assume for L∂q
g. The resolution to this is that the allowed blow-up rate is quite

slow (see item 3 of Definition 4.1) and thus will turn out not to pose a problem in the integral on the right
hand side of (76).

We then define new variables
(
x̃λ, ỹλ

)
by ỹq = yq − α, ỹs = ys, ỹθ

A

= yθ
A

, x̃q = xq − τα, x̃s = xs,

x̃θ
A

= xθ
A

. We then may equivalently think of (75) and (76) as equations for the unknowns x̃λ and ỹλ. Now
we may define a Banach space B consisting of curves zλ(τ), dλ(τ) : [0, c) → M by defining the norm

∣∣∣∣(zλ, dλ
)∣∣∣∣

B

.
= sup

τ∈[0,c)

[
|zs(τ)| +

∣∣∣zθA

(τ)
∣∣∣ + τ−3/2 |zq(τ)| + |ds(τ)| +

∣∣∣dθA

(τ)
∣∣∣ + τ−1/2 |dq|

]
.

Now define x̂λ(τ) so that x̂q = τα and all other components of x̂ vanish, and define ŷλ(τ) so that ŷq = α
and so that all other components of ŷ vanish.

Then, in view of item 3 of Definition 4.1 and the fact that pq0 = 0, it is straightforward to see that the
following defines a Lipschitz continuous map K : B → B:

(
zλ, dλ

)
7→

(∫ τ

0

dλ (w) dw + pλ0 ,−

∫ τ

0

[
Γλ
µν

((
zλ + x̂λ

)
(w)
)
(d+ ŷ)

µ
(w) (d+ ŷ)

ν
(w)
]
dw + V λ|p0 − ŷλ

)
.

Moreover, if c is sufficiently small, then the Lipschitz constant will be less than 1. Since we can re-write (75)
and (76) as (

x̃λ, ỹλ
)
= K

(
x̃λ, ỹλ

)
,

the existence and uniqueness of the curve xλ(τ) then follows from the contraction mapping principle.
Since V q|H0 never vanishes, it is straightforward to see that the curves xλ(τ) foliate an open set of H0.

Setting V = dx
dτ thus defines (uniquely) the desired vector field in an open set around H0.

In this next proposition we show that any ǫ-twisted self-similar spacetime (M, g) possesses an open set
around H0 which may be put into the homothetic gauge. We, moreover, provide an explicit procedure for
the construction of these coordinates.
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Proposition 4.1. Let (M, g) be an ǫ-twisted self-similar spacetime. Then there exists an open set M̃ ⊂ M

which contains H0 and which is invariant under the flow of K such that
(
M̃, g

)
may be put in the homothetic

gauge via the following procedure:

1. Let S be the sphere from item 4 of Definition 4.1. Then we define coordinates
(
t, θA

)
∈ (−∞, 0)× S2

covering H0 as follows. We define the function t : H0 → (−∞, 0) by setting t|S = −1 and then setting
K log (−t) = 1. For any choice of local coordinates {θA} on S, we thus obtain a coordinate system(
t, θA

)
on H0 by requiring that K

(
θA
)
= 0. Let St denote the copy of S2 at t, and let /g denote the

induced metric on these St’s. Then the induced metric on H0 takes the form

− bA
(
dt⊗ dθA + dθA ⊗ dt

)
+ |b|

2

/g
dt⊗ dt+ /gAB

dθA ⊗ dθB , (77)

where, for each t, bA denotes a suitable 1-form along St.

2. We then define a vector field V along H0 by requiring that

g (V, V ) = 0, g (V,K) |t=−1 = 2, LKV = 0,

and then extend V off of H0 by using Lemma 4.1 and requiring that

DV V = 0

holds weakly where D denotes the Levi–Civita connection of g. This extension is well defined in some
open set M̃ ⊂ M which contains H0 and which is invariant under the flow of the self-similar vector
field K.

3. We then define a function ρ : M̃ → R by setting ρ|H0 = 0 and V ρ = 1. Finally, we extend t and

the St-local coordinates {θA} to M̃ by requiring that V t = V θA = 0. Then
(
M̃, g

)
will be in the

homothetic gauge in the coordinates
(
ρ, t, θA

)
.

The form of the metric in this gauge is unique once the form of the induced metric (77) along H0 is fixed.
(The form of the induced metric along H0 however depends on the particular choice of the hypersurface S.)

Finally, we note that it is straightforward to modify the construction to establish an analogous result in
the case of 1-sided self-similarity.

Proof. We note that the proof of this proposition will be a minor adaption of the proof of Proposition 2.8
from [FG12].

We start by verifying the form (77) on the induced metric along H0. It is an immediate consequences of
the definition of an ǫ-twisted self-similar vacuum spacetime that

(
t, θA

)
forms a set of coordinates along H0.

Moreover, since H0 is a null hypersurface by assumption and St is spacelike, there must exist a vector field
bA, which is everywhere tangent to St, such that

g (∂t + b, ∂t + b) = 0, g (∂t + b, ∂θA) = 0. (78)

The equations (78) then leads to (77).
We now turn to the definition of the vector field V . Along H0, by elementary linear algebra, the vector

field V is uniquely determined by the specification at the point {t = −1} by requiring that

g (V, V ) = g (V, ∂θA) = 0, g (V, ∂t + b) = −2.

We then extend V to all of H0 by requiring that LKV = 0. We claim that we will then have

g (V, V ) = g (V, ∂θA) = 0, g (V, ∂t + b) = 2t.

To see this, it suffices to observe that, in view of LKg = 2g, the above quantities all satisfy the following
equations:

Kg (V, V ) = 2g (V, V ) , Kg (V, ∂θA) = 2g (V, ∂θA) , Kg (V,K) = 2g (V,K) .
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Moreover, it is immediate that V q is nowhere vanishing on H0.
We may then apply Lemma 4.1 to uniquely locally extend V to some open set of H0 such that DV V = 0.

We claim now that LKV = 0 everywhere where we have extended V . To see this, we define a new vector
field Ṽ by setting Ṽ to be equal to V along the integral curve of V starting at S−1 and then extending Ṽ
off of this curve by LK Ṽ = 0. This defines Ṽ in a dilation invariant neighborhood of H0. Now we recall the
formula (see Lemma 7.1.3 from [CK93])

[LX , Dα]Yβ = −
1

2
(Dαπβγ +Dβπαγ −Dγπαβ)Y

γ ,

which holds for for any vector field X and 1-form Y , where π denotes the deformation tensor of X . Since
the deformation tensor of K is parallel (as it is a multiple of the metric tensor g) we thus have

LKDṼ Ṽ
α = LK

(
/g
αγ Ṽ βDβṼγ

)
= −2/g

αγ Ṽ βDβṼγ = −2DṼ Ṽ
α. (79)

Thus,
(
DṼ Ṽ

)α
satisfies a linear system of first order ordinary differential equations along the integral

curves of K. Since it vanishes along the integral curve of V starting at St, we conclude that DṼ Ṽ vanishes

everywhere. In turn, since we also have Ṽ = V along H0, it is straightforward to use the uniqueness part
of Lemma 4.1 to see that we have that Ṽ equals to V wherever V is defined, and we may thus assume now
that V is defined in an open set M̃ which contains H0 and Lie commutes with K.

We have that K is tangent to H0 and, along H0 we have that

K log(−t)− 1 = KθA = 0 ⇒ K|H0 = t∂t.

To obtain the form of K off of H0 we then observe that in view of the fact that LVK = 0, V t = V θA = 0,
and V ρ = 1, we have that the following holds everywhere

V (K log (−t)− 1) = V (Kρ) = V
(
KθA

)
= 0 ⇒ K = t∂t.

As a consequence of V t = V θA = 0 and V ρ = 1, we have that

V = ∂ρ. (80)

Next we claim that g (K,V ) is constant along the integral curves of V . Indeed, we have

V g (K,V ) = g (DVK,V ) =
1

2
Kg (V, V ) = 0.

Similarly, since LV L∂
θA

= 0,
V g (V, ∂θA) = 0.

With all of these various facts established, the rest of the lemma now follows in a straightforward fashion.

4.3 From the Homothetic Gauge to the Self-Similar Double-Null Gauge

In the next few propositions we will establish certain equivalences between the homothetic gauge and the
double-null gauge. We start with a useful definition.

Definition 4.4. Let ǫ > 0 be sufficiently small and N ∈ Z>0 be sufficiently large. We say that a self-similar
double-null metric is “(ǫ,N)-regular up to {v = 0}” if the metric coefficients and Ricci coefficients satisfy
the following bounds along {u = −1}:

sup
v

∣∣∣
∣∣∣
(
b, /g − (v + 1)

2
/̊g, |v|

d logΩ
)
|u=−1

∣∣∣
∣∣∣
CN(S2−1,v)

(81)

+ sup
v

∣∣∣∣|v|d (Ω− 1) |u=−1

∣∣∣∣
C0(S2−1,v)

. ǫ,
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1∑

j=0

N−1∑

i=0

sup
v

∣∣∣
∣∣∣|v|jd+iLj+i

∂v
(η,Ωω) |u=−1

∣∣∣
∣∣∣
CN−1−i−j(S2−1,v)

. ǫ, (82)

N−1∑

i=0

sup
v

∣∣∣∣|v|d+iLi
∂v

(
Ωχ− (v + 1) /̊g

)
|u=−1

∣∣∣∣
CN−1−i−j(S2−1,v)

. ǫ, (83)

where d is a constant satisfying 0 < d ≪ 1 where the smallness may depend on N , /̊gAB
is some fixed

choice of a round metric, and we assume that the quantities
(
/g, b, η,Ωω

)
all have uniquely defined continuous

extensions to {v = 0}.
It will also be convenient to have a version of this definition with the roles of u and v swapped in the

sense of Remark 2.1. We say that a self-similar double-null metric is “(ǫ,N)-regular up to {u = 0}” if the
metric is in the self-similar double-null gauge with the shift in the v-direction, the spacetime exists in a region
c < v

−u < ∞ for some c > 0, and coefficients and the estimates (81), (82), and (83) all hold with each u

replaced by v, each v replaced by u, and (χ, ω, η) 7→
(
χ, ω, η

)
.

If we do not explicitly say, then our convention is that (ǫ,N) regularity is understood to be up to {v = 0}.

In the next proposition we will show that any (ǫ,N)-regular twisted self-similar vaccum spacetime may
be put into the self-similar double-null gauge which is furthermore (ǫ,N − 2)-regular up to {v = 0}.

Proposition 4.2. Let (M, g) be an (ǫ,N)-regular twisted self-similar spacetime which is in the homothetic
gauge. Then (M, g) may be put into the self-similar double-null gauge by the following procedure:

1. We define a new coordinate system
(
u, v̂, θA

)
by setting

u
.
= t, v̂

.
= −tρ.

In these new coordinates, the metric takes the form

g =

(
P − 4

v̂

−u

)
du2 − 2 (du ⊗ dv̂ + dv̂ ⊗ du)− hA

(
du⊗ dθA + dθA ⊗ du

)
+ /gAB

dθA ⊗ dθB , (84)

and K takes the form
K = u∂u + v̂∂v̂. (85)

The coordinates (u, v̂) must lie in the set U
.
=
{
(u, v̂) : u ∈ (−∞, 0) : v̂

−u ∈ (−c̃, c̃) \ {0}
}
, where c̃ is

such that ρ ∈ (−c̃, c̃) where ρ is the coordinate from the homothetic gauge (see Definition 4.2).

2. We then define another coordinate system
(
v, u, θA

)
by defining v = v

(
v̂, u, θA

)
= uṽ

(
v̂
u , θ

A
)
for a

suitable function ṽ defined in some dilation invariant neighborhood of H0. Wherever this coordinate
change is non-singular, the metric will take the form:

g = −2
∂v̂

∂v
(du⊗ dv + dv ⊗ du) +

(
P − 4

v̂

−u
− 4

∂v̂

∂u

)
du2 (86)

−

(
hA + 2

∂v̂

∂θA

)(
du ⊗ dθA + dθA ⊗ du

)
+ /gAB

dθA ⊗ dθB,

and, moreover, we will have that
K = u∂u + v∂v. (87)

3. In order to obtain a double-null coordinate system we pick the function v so that, in the
(
u, v, θA

)

coordinate system, we have

P − 4
v̂

−u
− 4

∂v̂

∂u
=
∣∣h+ 2 /∇v̂

∣∣2
/g
. (88)

4. The resulting double-null metric will be (ǫ,N − 2)-regular up to {v = 0}.

Finally, we note that it is straightforward to modify the construction to establish an analogous result in
the case of 1-sided self-similarity.
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Proof. The equations (84)-(87) are all straightforward calculations. However, we have to justify that one
may pick v so that (88) holds. We first observe that by self-similarity, wherever the coordinate change is
well-defined, we have that

∂v̂

∂u
=

1

u
v̂ −

v

u

∂v̂

∂v
.

In particular, we can re-write (88) as

v

u

∂v̂

∂v
−

1

u
v̂ − hA /∇Av̂ −

∣∣ /∇v̂
∣∣2
/g
=

1

4

(
|h|2

/g
−

(
P − 4

v̂

−u

))
. (89)

Furthermore, in view of the self-similarity of both the v̂ and v coordinates, it suffices to define v along {u =
−1}, then extend v by self-similarity off of {u = −1}, and guarantee that (89) holds when {u = −1}. Now
we simply observe that in view of the assumption (72) from Definition 4.2, an application of Proposition 3.2
(and an additional application after the coordinate change v̂ 7→ −v̂) exactly implies that it is possible to
pick such a function v such that the corresponding coordinate system is valid for

{(
u, v, θA

)
∈ (−∞, 0)× R× S2 :

v

−u
∈ (−c, c) \ {0}

}
,

for a suitably small c > 0, and that this chart covers the complement of H0 in a dilation invariant neighbor-
hood of H0.

It remains to check that the double-null metric is
(
ǫ, Ñ

)
-regular up to {v = 0} for some Ñ & N .

The estimates (81) and (83) are straightforward consequences of our application of Proposition 3.2 and the
original bounds for the metric from (71) and (72). For (82) we need to establish improved estimates for Ωω
and η. We start with Ωω. We have

Ω2 =
∂v̂

∂v
, bA = hA + 2 /∇

A
v̂,

and thus a short calculation using the underlying self-similarity yields that

Ωω = −
1

2
(∂u + Lb) logΩ = −

1

4

(
−
v

u
∂v +

(
hA + 2 /∇

A
v̂
)
/∇A

)
log

(
∂v̂

∂v

)
. (90)

On the other hand, we may differentiate (89) and obtain

v

u
∂v

(
log

(
∂v̂

∂v

))
− hA /∇A log

(
∂v̂

∂v

)
− 2

(
/∇
A
v̂
)
/∇A log

(
∂v̂

∂v

)
=

(L∂v̂
h)

A /∇Av̂ +
(
L∂v̂/g

−1
)AB

/∇Av̂ /∇B v̂ + L∂v̂

(
1

4

(
|h|

2

/g
−

(
P − 4

v̂

−u

)))
.

The desired estimates for Ωω then follow from the original metric bounds (71) and (72) as well as the
estimates for v̂ which we obtained after the application of Proposition 3.2. Finally, we turn to the improved
estimates for η. We have

ηA = −
1

4
Ω−2L∂v

bA + /∇
A
log Ω

= −
1

4

∂v

∂v̂
L∂v

(
hA + 2 /∇

A
v̂
)
+

1

2
/∇
A
log

(
∂v̂

∂v

)

= −
1

4
L∂v̂

hA −
1

2

(
L∂v̂/g

−1
)AB

/∇B v̂.

Then, yet again, the desired estimates for η follow now from the original metric bounds (71) and (72) as well
as the estimates for v̂ which we obtained after the application of Proposition 3.2.
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In this next proposition we show that given a self-similar double-null metric which is (ǫ,N)-regular up
to {v = 0}, then the metric in fact arises from a (ǫ,N)-regular twisted self-similar vacuum spacetime in
the homothetic gauge which has been put into the self-similar double-null gauge. As in Proposition 4.1, we
moreover provide an explicit procedure for the construction of the corresponding homothetic gauge.

Proposition 4.3. Let ǫ > 0 be sufficiently small, N ∈ Z>0 be sufficiently large, and let
(
U × S2, g

)
be a

self-similar double-null metric which is (ǫ,N)-regular up to {v = 0}.
Then we may define a new coordinate system

(
v̂, u, θA

)
by setting

v̂
(
v, u, θA

) .
=

∫ v

0

Ω2
(
ṽ, u, θA

)
dṽ.

In the new
(
v̂, u, θA

)
coordinates, the metric takes the form

g = −2 (du ⊗ dv̂ + dv̂ ⊗ du)−

(
bA − 4

∫ v

0

(
Ω2L∂

θA
logΩ

)
dṽ

) (
du⊗ dθA + dθA ⊗ du

)
(91)

+

(
|b|2 + 8

∫ v

0

(
Ω2L∂u

logΩ
)
dṽ

)
du2 + /gAB

dθA ⊗ dθB,

and the self-similar vector field K takes the form

K = u∂u + v̂∂v̂. (92)

Finally, we define
(
t, ρ, θA

)
coordinates by setting

t
.
= u, ρ

.
=

v̂

−u
.

In these coordinates, the metric takes the form

g = 2t (dt⊗ dρ+ dρ⊗ dt) +

(
|b|2 + 8

∫ v

0

(
Ω2L∂u

logΩ
)
dṽ + 4ρ

)
dt2 (93)

−

(
bA − 4

∫ v

0

(
Ω2L∂

θA
logΩ

)
dṽ

)(
dt⊗ dθA + dθA ⊗ dt

)
+ /gAB

dθA ⊗ dθB ,

and the self-similar vector field K now takes the form

K = t∂t. (94)

Our assumptions on the metric and Ricci coefficients show that the metric defined by (91) in fact extends
continuously to {v̂ = 0}. In turn, after possibly shrinking the original neighborhood where the

(
v, u, θA

)
are

defined, we find that g expressed in the
(
t, ρ, θA

)
will be an (ǫ,N − 2)-regular twisted self-similar spacetime

which is in the homothetic gauge.
Finally, we note that it is straightforward to modify the construction to establish an analogous result in

the case of 1-sided self-similarity.

Proof. The formulas (91)-(94) are straightforward calculations.
It remains to check the regularity statements about g. The estimate (71) is an immediate consequence

of the fact that our original metric was (ǫ,N)-regular up to {v = 0}. In order to check (72) we need to show

that P − 4ρ− |h|
2

/g
and hA have improved regularity as ρ→ 0. We start with P − 4ρ− |h|

2

/g
:

L∂ρ

(
P − 4ρ− |h|

2

/g

)
=

(−u)L∂v̂

(
8

∫ v

0

(
Ω2L∂u

logΩ
)
dṽ + 8bA

∫ v

0

(
Ω2L∂

θA
logΩ

)
dṽ − 16

∣∣∣∣
∫ v

0

(
Ω2 /∇ logΩ

)
dṽ

∣∣∣∣
2
)

=

− 4(−u) (Ωω) + 8(−u)L∂v̂
bA
∫ v

0

(
Ω2L∂

θA
logΩ

)
dṽ − 32(−u) /∇

A
logΩ

(∫ v

0

(
Ω2 /∇A logΩ

)
dṽ

)

− 16(−u)L∂v̂

(
/g
−1
)AB

(∫ v

0

(
Ω2 /∇A logΩ

)
dṽ

)(∫ v

0

(
Ω2 /∇B logΩ

)
dṽ

)
.
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From this identity, the necessary improved regularity for P − 4ρ− |h|
2
follows immediately from the (ǫ,N)-

regularity assumptions. For hA we have

L∂ρ
hA = (−u)L∂v̂

(
bA − 4/g

AB

∫ v

0

(
Ω2L∂

θB
logΩ

)
dṽ

)
= uηA + 4uLv̂

(
/g
−1
)AB

∫ v

0

(
Ω2L∂

θB
logΩ

)
dṽ.

From this identity, the necessary improved regularity for hA follows immediately from the (ǫ,N)-regularity
assumptions.

We now turn to self-similar spacetimes whose homothetic vector filed is everywhere spacelike.

Definition 4.5. Let N ∈ Z>0 be sufficiently large. Then we say that a 3+1 dimensional Lorentzian manifold
(M, g) is in the spacelike N -regular self-similar regime if

1. There exists some 0 < a0 < a1 < ∞ so that M is diffeomorphic to (a1 − a0, a1 + a0)× (−∞, 0)× S2.
We will use coordinates

(
q, s, θA

)
∈ (a1− a0, a1+ a0)× (−∞, 0)×S2 to refer to this decomposition and

denote the copy of (−∞, 0)× S2 at a value of q by Hq.

2. There exists a vector field K which satisfies LKg = 2g, so that the orbits associated to the flow of K
are complete and given by a curves of constant q and θA, and K is everywhere spacelike.

3. The metric g ∈ CN .

We now introduce the analogue of the (ǫ,N)-regularity concept for spacelike self-similar metrics.

Definition 4.6. We say that a spacelike self-similar metric is in the spacelike homothethic gauge if the metric
g takes the form (70) for coordinates

(
ρ, t, θA

)
∈ (ρ0 − c, ρ0 + c)× (−∞, 0)× S2 and suitable 0 < c < ρ0 and

if the self-similar vector field K takes the form t∂t.
We then say that a metric g is in the (ǫ,N)-small spacelike self-similar regime if it is a spacelike self-

similar metric and, after being put into the homothetic gauge, it satisfies the following smallness assumption
relative to Minkowski space in the homothethic gauge along {t = −1} :

∣∣∣
∣∣∣
(
gtt − 4ρ, gtρ − 2t, gtA, /gAB

− t2 (ρ− 1)
2
/̊gAB

)
|t=−1

∣∣∣
∣∣∣
CN

. ǫ, (95)

where /̊gAB
denotes a fixed choice of a round metric and we use the metric dρ2 + /̊gAB

to define the CN norm
along {t = −1}. We require that N be a sufficiently large positive integer.

Remark 4.5. From a mild adaption of the proof of Proposition 4.1, it is clear that any self-similar spacelike
spacetime may be put into the spacelike homothetic gauge in some dilation invariant neighborhood of any
given point in the spacetime.

Remark 4.6. Even though the smallness assumption is only stated along {t = −1}, in view of the underlying
self-similarity, this should be considered a global smallness assumption.

4.4 The Spacelike Self-Similar Regime

In the next lemma, we show that any spacetime which is in the (ǫ,N)-small spacelike self-similar regime
may be put into a double-null gauge.

Lemma 4.2. Let (M, g) be in the (ǫ,N)-small spacelike self-similar regime. Then there exist coordinates

{(
u, v, θA

)
∈ (−∞, 0)× R× R2 :

v

−u
∈ (λ− c̃, λ+ c̃)

}
, (96)

for some 0 < c̃ < λ <∞, covering a dilation invariant neighborhood in M, such that g takes the double-null
form (74), the vector field K takes the form K = u∂u + v∂v, and the metric satisfies the following smallness
condition along {u = −1} : ∣∣∣

∣∣∣
(
logΩ, b, /g − (v − u)2 /̊g

)
|u=−1

∣∣∣
∣∣∣
CÑ

. ǫ, (97)
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for some Ñ & N and where we use the metric dv2 + /̊g to define the CN norm.
It will also be useful to note that the same proof allows us to equip the spacetime with the coordinate

system (41) instead of (74), and we will still have the estimate (97).

Proof. We may assume our metric is in the homothetic gauge. Then, along the sphere at {t = −1}∩{ρ = ρ0},
we set L′ = ∂ρ and define a null vector field L′ such that

g
(
L′, L′

)
= −2,

∣∣∣∣L′ −
(
∂t − t−1ρ∂ρ

)∣∣∣∣
CN . ǫ.

(We would be able to take L′ − t−1ρ∂ρ = 0 on exact Minkowski space in the homothetic gauge.) Then we
extend L′ and L′ to all of {ρ = ρ0} by requiring that

LKL
′ = −L′, LKL

′ = −L′. (98)

We then extend L′ and L′ to a neighborhood of {ρ = ρ0} by solving DL′L′ = DL′L′ = 0. Alternatively we

define vector field L̃′ and L̃
′
in a neighborhood of {ρ = ρ0} by seeting L̃′ = L and L̃

′
= L′ along the integral

curves of L′ and L′ which start at {t = −1} ∩ {ρ = ρ0} and then extend L̃
′
and L̃′ by requiring that (98)

holds everywhere with L′ and L′ replaced by L̃′ and L̃′. We then claim that L̃′ = L′ and L̃
′
= L′ on their

common domain. To see this, it suffices to check that DL̃′L̃′ = DL̃
′L̃

′
= 0. We first consider L̃′. Arguing as

in the derivation of (79), we have that

LK

(
DL̃′L̃

′
)
= −3

(
DL̃′L̃

′
)
. (99)

Thus DL̃′L̃′ satisfies a first order ordinary differential equation along the integral curves of K and vanishes

along the integral curve of L′ which starts at {t = −1} ∩ {ρ = ρ0}. Thus DL̃′L̃′ must vanish everywhere.

The same argument works for L′. Thus, without loss of generality we may assume that L′ = L̃′ and L′ = L̃′

and that L′ and L′ are defined in a dilation invariant neighborhood of {ρ = ρ0}. We then define the u and
v coordinates by

L′ (u) = L′ (v) = 0, u|ρ=ρ0 = t, v|ρ=ρ0 = (−t)ρ0.

The functions u and v are eikonal functions, and, in a suitable dilation invariant neighborhood of {ρ = ρ0},
we have that their level sets Hu and Hv form regular hypersurfaces which intersect traversally in topological
spheres S2u,v. Finally we define the angular coordinates {θA} in the usual fashion: We start with local

coordinates {θA} defined along a suitable coordinate chart on each S2 on {ρ = ρ0} so that L∂t
θA = 0. Then

we define {θA} on a suitable coordinate chart at the sphere S2u,v by requiring that L
(
θA
)
= 0. It is then

straightforward to see that
(
u, v, θA

)
yields a double-null coordinate system.

Next we need to check that K = u∂u + v∂v. To see this, it suffices to observe that

K (u) |ρ=ρ0 = u, K (v) |ρ=ρ0 = v, K
(
θA
)
|ρ=ρ0 = 0,

L′ (K (u)− u) = 0, L′ (K (v)− v) = 0, L′
(
K
(
θA
))

= 0.

Finally, the estimate (97) is a straightforward consequence of the initial closeness to Minkowski space
and ODE estimates. We omit the details.

In this final lemma of the section, we state a converse of Lemma 4.2.

Lemma 4.3. Suppose that (M, g) is covered by a double-null coordinate system in the region (96), has a
self-similar vector field K = u∂u+v∂v, and moreover satisfies the smallness condition (97) for some suitably
large positive integer Ñ . Then (M, g) is in the (ǫ,N)-small spacelike self-similar regime for a positive integer
N & Ñ .

Proof. This follows by repeating the proof of Proposition 4.1 mutatis mutandis and using straightforward
ODE estimates. We omit the details.
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5 Algebraic Consequences of Self-Similarity and Seed Data

In this section we first discuss various algebraic consequences of self-similarity. (Many of these identities
have already been derived in our work [SR22].) Then, motivated by some of these formulas, we will define
a notion of seed data. Later we will see that a choice of seed data will parametrize our formal expansions.

5.1 Self-Similar Identities

The following lemma translates the self-similar assumption into a direct statement about the metric coeffi-
cients.

Lemma 5.1. The following hold for any self-similar double-null spacetime in a coordinate frame:

Ω
(
u, v, θA

)
= Ω̃

(v
u
, θ
)
, bA

(
u, v, θA

)
= ub̃A

( v
u
, θA

)
, /gAB

(
u, v, θA

)
= u2/̃gAB

( v
u
, θ
)
, (100)

for some functions Ω̃, b̃A, and /̃gAB
.

Proof. This is an immediate consequence of writing out LKg = 2g in the doubl-null coordinates and using
that K = u∂u + v∂v.

Remark 5.1. By differentiation of the relations in (100) one may easily derive the self-similar form for
the various Ricci coefficients. In particular, it is straightforward to see that for any Ricci coefficient ψ in
an orthonormal frame must satisfy ψ = u−1H

(
v
u , θ

C
)
for a suitable function H. Using this fact and the

expression for /g in (100), one can then easily derive the corresponding expression in a coordinate frame by
modifying the power of u depending on how many indices the Ricci coefficient ψ has. For example, we must
have that in the coordinate frame

ηA = HA

( v
u
, θB

)
,

for a suitable function HA.

In the following proposition, we collect various consequences of self-similarity which have been established
in [RSR18, SR22].

Proposition 5.1. On any self-similar double-null spacetime, the following hold:

Ωtrχ+Ω
v

u
trχ =

2

u
+ /divb, Ωχ̂+Ω

v

u
χ̂ =

1

2
/∇⊗̂b, (101)

Ωω +
v

u
Ωω +

1

2
Lb logΩ = 0, (102)

−
v

u
L∂v

/divb+ Lb /divb+
1

u
/divb+

1

2

(
/divb
)2

+ 8 (Ωω)u−1 + 4 (Ωω) /divb+
∣∣Ωχ̂

∣∣2 = (103)

2v

u2
Ωtrχ+

(
L∂u

+ b · /∇
) (v

u
Ωtrχ

)
+ 2

v

u
/divbΩtrχ−

v2

2u2
(Ωtrχ)

2
+ 4 (Ωω)

v

u
Ωtrχ− Ω2Ric33,

v

u
L∂v

ηA − LbηA − ηA
(
Ωtrχ

)
− 4 /∇A (Ωω) = /∇

B (
Ωχ̂
)
AB

−
1

2
/∇A

(
Ωtrχ

)
− ΩRic3A, (104)

− u−1
(
Ω−1trχ

)
−
v

u
L∂v

(
Ω−1trχ

)
+ Lb

(
Ω−1trχ

)
+
(
Ω−1trχ

) (
Ωtrχ

)
= (105)

− 2K + 2 /divη + 2 |η|
2
+ (R+Ric34) ,

−
v

u
Ω∇4

(
Ω−1χ̂

)
AB

+ L
(
Ω−1χ̂

)
AB

−
v

u
Ω−1trχ (Ωχ̂)AB − 4 (Ωω)Ω−1χ̂AB = (106)

((
/∇⊗̂η

)
AB

+
(
η⊗̂η

)
AB

)
−

1

4

(
Ω−1trχ

) (
/∇⊗̂b

)
+ R̂icAB ,

L fAB
.
= LbfAB −

(
/∇⊗̂b

)C
(A
fB)C −

1

2
/divbfAB, (107)
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Proof. These follow from Lemma B.1 of [RSR18], Lemmas 8.3 and 8.6 of [SR22], the proof of Lemma 8.11
from [SR22], and Lemma 8.2 from [SR22].

This next equation will be used to compute the expansions for Ωω.

Lemma 5.2. On any self-similar double-null spacetime, the following hold:

Ω∇4 (Ωω) = −Ω2 v

u
L∂v

(
Ω−1trχ

)
+Ω2Lb

(
Ω−1trχ

)
− u−1Ωtrχ+

1

2
(Ωtrχ)

(
Ωtrχ

)
+

1

2
Ω2 |η|

2
(108)

− Ω2η · η − 4 (Ωω) (Ωtrχ)− 2Ω2 /divη − 2Ω2 |η|
2
+ (Ωχ̂) ·

(
Ωχ̂
)
+

1

4
Ω2Ric34.

Proof. From (31) and (24), we obtain, after multiplying through by Ω2:

Ω∇4 (Ωω) = Ω3∇3

(
Ω−1trχ

)
+Ω2 1

2

(
Ω−1trχ

) (
Ωtrχ

)
+

1

2
Ω2 |η|

2
(109)

− Ω2η · η − 4Ω2 (Ωω)
(
Ω−1trχ

)
− 2Ω2 /divη − 2Ω2 |η|2 +Ω2

(
Ω−1χ̂

)
·
(
Ωχ̂
)
+

1

4
Ω2Ric34.

Due to self-similarity, we have that Ω−1trχ = u−1H
(
v
u , θ

A
)
for a suitable function H . Thus

Ω∇3

(
Ω−1trχ

)
= −

v

u
L∂v

(
Ω−1trχ

)
+ Lb

(
Ω−1trχ

)
− u−1Ω−1trχ.

Plugging this into (109) yields (108).

This next equation will be used when we compute the expansion for η.

Lemma 5.3. On any self-similar double-null spacetime, the following hold:

L∂v
ηA = (110)

Ω2

[(
Ω−1χ

)
AB

ηB + /∇
B (

Ω−1χ̂
)
AB

−
1

2
/∇A

(
Ω−1trχ

)
−

1

2

(
Ω−1trχ

)
ηA + ηB

(
Ω−1χ̂

)
AB

− ΩRicA4

]
.

Proof. From (27) and (39), we have

∇4ηA = −χAB ·
(
ηB − ηB

)
+ /∇

B
χ̂AB −

1

2
/∇Atrχ−

1

2
trχζA + ζB χ̂AB − RicA4.

To obtain (110) we simply multiply though by the lapse and write Ω∇4η = L∂v
η − (Ωχ) · η.

5.2 Seed Data

We will close the section with a definition of “seed data” for our expansions.

Definition 5.1. Let N be a sufficiently large positive integer and ǫ > 0 be sufficiently small. We say that a
7-tuple (

/g
(seed), b(seed), (Ωω)(seed) ,

(
Ω−1χ̂

)(seed,+)
,
(
Ω−1χ̂

)(seed,−)
, logΩ(seed,+), logΩ(seed,−)

)

of a Riemannian metric /g
(seed) on S2, a vectorfield b(seed) on S2, a function (Ωω)

(seed)
on S2, symmet-

ric S2v valued (0, 2)-tensors (Ωχ̂)(seed,±) defined for v ∈ (0, 1] and v ∈ [−1, 0) respectively, and functions
logΩ(seed,±)

(
v, θA

)
: I × S2 → R for I = (0, 1] and [−1, 0) respectively, form “(ǫ,N)-seed data” if the fol-

lowing equations hold (where we have dropped the “seed” superscript from the various quantities and we may
extend /g, b, and Ωω to v ∈ (−1, 1) \ {0} by declaring them to be independent of v):

Lb /divb− /divb +
1

2

(
/divb
)2

− 8 (Ωω) + 4 (Ωω) /divb+
1

4

∣∣ /∇⊗̂b
∣∣2 = 0, (111)
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−
v

u
L∂v

(
Ω−1χ̂

)±
AB

+ Lb

(
Ω−1χ̂

)±
AB

−
(
/∇⊗̂b

)C
(A

(
Ω−1χ̂

)±
B)C

(112)

−
1

2
/divb
(
Ω−1χ̂

)±
AB

− 4 (Ωω)
(
Ω−1χ̂

)
AB

=
((

/∇⊗̂η(0)
)
AB

+
(
η(0)⊗̂η(0)

)
AB

)
−

1

4

(
Ω−1trχ

) (
/∇⊗̂b

)
AB

,

/g
AB
(
Ω−1χ̂

)±
AB

|v=±1 = 0,

(vL∂v
+ Lb) logΩ

± = Ωω, (113)

and if we have that
∣∣∣
∣∣∣
(
/g
(seed) − /̊g, b

(seed), (Ωω)
(seed)

,
(
Ω−1χ̂

)(seed,±)
|v=±1, logΩ

(seed,±)|v=±1

)∣∣∣
∣∣∣
CN (S2)

. ǫ.

Here η(0) is defined along S2 by applying Proposition 3.1 to solve the equation

− Lbη
(0)
A − η

(0)
A

(
−2 + /divb

)
− 4 /∇A (Ωω) =

1

2
/∇
B ( /∇⊗̂b

)
AB

−
1

2
/∇A /divb, (114)

and is then extended to v ∈ (−1, 1) by declaring η to be independent of v.

If we drop
(
Ω−1χ̂

)(seed,−)
and logΩ(seed,−) then we call the corresponding 5-tuple “1-sided (ǫ,N)-seed

data.”

Remark 5.2. The equation (111) may be formally derived from (103) by taking (u, v) = (−1, 0), taking
Ω2Ric33|v=0 = 0, and assuming that all terms multiplied by v

u vanish when v = 0.

The following proposition provides one way to parametrize choices of solutions to (111).

Proposition 5.2. Let M be a sufficiently large positive integer, /g be any Riemannian metric on S2 sat-

isfying
∣∣∣∣/g − /̊g

∣∣∣∣
H̊M

. ǫ and let (O,W ) be functions on S2 which satisfy
∫
S2
O /dVol =

∫
S2
W /dVol = 0 and∣∣∣

∣∣∣
(
O, ∇̊W

)∣∣∣
∣∣∣
H̊M−1

. ǫ.

Then there exists
(
/g
(seed), b(seed), (Ωω)(seed)

)
solving (111) with /g

(seed) = /g, /curlb(seed) = O, and (Ωω)
(seed)

=
W + a, where a is a constant satisfying |a| . ǫ.

Proof. The proof is essentially a minor adapter of the proof of Proposition A.1 of [RSR19], so we will just

provide a sketch: Let P
.
= /∆

−1
O. Then, if we set

bA
.
= /∇Af − /ǫ

B
A

/∇BP , (Ωω)
.
=W + a,

for a function f and a constant a to be determined, we find that the equation (111) becomes

Lb /∆f − /∆f +
1

2

(
/∆f
)2

− 8 (W + a) + 4 (W + a) /∆f +
1

4

∣∣ /∇⊗̂
(
/∇f − ∗ /∇P

)∣∣2 = 0,

We then solve this by running an iteration scheme indexed by non-negative integers i where each function
b(i), f(i), and constant a(i) are required to satisfy, when i > 0,

Lb(i−1) /∆f(i)− /∆f(i) +
1

2

(
/∆f(i− 1)

)2
− 8 (W + a(i)) (115)

+ 4 (W + a(i)) /∆f(i− 1) +
1

4

∣∣ /∇⊗̂
(
/∇f(i− 1)− ∗ /∇P

)∣∣2 = 0,

where bA(i) = /∇Af(i)− /ǫ
B

A
/∇BP . For i = 0, we simply set f(0) = 0 and a(0) = 0. Via Proposition 3.1, we

see that (115) can be expected to determine /∆f(i) from the previous terms in the iteration and a choice of
the constant a(i). We fix the choice of a(i) by the requirement that

∫

S2

/∆f(i) /dVol = 0.

We omit the rest of the argument as the iterates may now be shown to converge exactly as in the proof of
Proposition A.1 of [RSR19].
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Remark 5.3. As discussed in the introduction, Fefferman–Graham type geometries correspond to self-similar
metrics where the homothetic vector field K is null along H0. For seed data associated to these solutions,
we must thus take b(seed) = 0 (as b(seed) will end up corresponding to the limit of b as v → 0). In turn (111)

then implies that (Ωω)
(seed)

= 0. Furthermore, since b(seed) = 0, choices of logΩ(seed,±) and
(
Ω−1χ̂

)(seed,±)

are then determined just by a choice of a function(s), or trace-free symmetric (0, 2)-tensor(s) respectively,
along the sphere S2 which is then extended to have a trivial dependence in v. Thus, if one is only interested
in Fefferman–Graham type geometries, then it is natural to define the seed data to just consist of a choice
of a Riemannnian metric /g on S2, positive function(s) Ω on S2, and symmetric trace-free (0, 2)-tensor(s)
Ω−1χ̂ along S2. It then in fact turns out that, without loss of generality, one can take /g to be the round
metric and Ω to be identically 1, and thus that, up to self-similar change of double-null coordinates, the
formal expansions corresponding to Fefferman–Graham geometries are parametrized by choices of symmetric
trace-free (0, 2)-tensors along S2. See Appendix A for the detailed statement.

6 Statement of Main Results

In this section we state explicitly our main results. Let us introduce the convention that, in this section,
when we compute the norm of an S2u,v tensor along a sphere S2u,v, we use the metric (v − u)

2
/̊gAB

, where

/̊gAB
is a choice of (u, v) independent round metric at each S2u,v.

Our first theorem concerns the existence and uniqueness of formal expansions for twisted self-similar
metrics.

Theorem 6.1. Let
(
/g
(seed), b(seed), (Ωω)

(seed)
,
(
Ω−1χ̂

)(seed,±)
, logΩ(seed,±)

)
be (ǫ,N)-seed data for N ∈ Z>0

sufficiently large and ǫ > 0 sufficiently small (where the smallness of ǫ may depend on N). Then there exists
an Ñ & N (where the implied constant is independent of N and ǫ), a constant Ĉ > 0 (independent of ǫ), and
a self-similar double null metric g such that the following hold with all implicit constants possibly depending
on N :

1. The metric g is
(
ǫ, Ñ

)
-regular up to {v = 0}. In particular, g is a CÑ metric in the double-null coor-

dinates (in both of the regions {v > 0} and {v < 0}) and may moreover, by an application of Propo-

sition 4.3, be put into the homothetic gauge where it will be a
(
ǫ, Ñ − 2

)
-regular twisted self-similar

spacetime. We emphasize that we do not need any compatibility of Ω−1χ̂(seed,+) and Ω−1χ̂(seed,−) or

logΩ(seed,+) and logΩ(seed,−) in order to be an
(
ǫ, Ñ − 2

)
-regular twisted self-similar spacetime.

2. The seed data determines the behavior of g in the self-similar double-null gauge near {v = 0} in the
following sense:

Ñ∑

j=0

∣∣∣
∣∣∣(vL∂v

)j
(
uΩω − uΩω(seed), uη − uη(0), /g − /g

(seed), b− b(seed)
)∣∣∣
∣∣∣
CÑ−j(S2u,v)

. ǫ
∣∣∣v
u

∣∣∣
1−Ĉǫ

, (116)

Ñ∑

j=0

∣∣∣
∣∣∣(vL∂v

)
j
(
uΩ−1χ̂− u

(
Ω−1χ̂

)(seed,±)
, logΩ− logΩ(seed,±)

)∣∣∣
∣∣∣
CÑ−j(S2u,v)

. ǫ
∣∣∣v
u

∣∣∣
1−Ĉǫ

, (117)

where (116) holds for all (u, v), (117) with the “+” holds for v > 0, (117) with the “−” folds for v < 0,
and η(0) is the quantity defined in Definition 5.1.

3. The Ricci tensor Ric (g) satisfies the following bounds in the double null coordinates:

Ñ∑

j=0

∣∣∣
∣∣∣(vL∂v

)
j
Ric (X,Y )

∣∣∣
∣∣∣
CÑ−j(S2u,v)

. ǫu−2
∣∣∣ v
u

∣∣∣
Ñ−1−Ĉǫ

, (118)

where X,Y ∈ {L∂v
,L∂u

, u−1∂θA}.

30



4. The Ricci tensor Ric (g) satisfies the following bounds in the homothetic gauge when ρ 6= 0:

Ñ∑

j=0

∣∣∣
∣∣∣
(
ρL∂ρ

)j
Ric (X,Y )

∣∣∣
∣∣∣
CÑ−j(S2t,ρ)

. ǫt−2 |ρ|
Ñ−1−Ĉǫ

, (119)

where X,Y ∈ {∂t, t
−1∂ρ, t

−1∂θA}. The metric g will, in general, only be Hölder continuous ρ = 0.

However, the Ricci tensor (and up to Ñ applications of ρLρ or angular derivatives) will be defined as
an L1 function in a weak sense and (119) will then continue to hold.

5. The metric components gαβ in the double-null coordinate system may be written as a sum

gαβ =

Ñ∑

j=0

g
(j)
αβ ,

where each g
(j)
αβ satisfies

Ñ∑

i=0

∣∣∣
∣∣∣(vL∂v

)i g
(j)
αβ

∣∣∣
∣∣∣
CÑ−i(S2−1,v)

. ǫ |v|j−Ĉǫ , (120)

and is defined inductively by either solving explicit transport equations of the type discussed in Lemma 3.1,
or solving equations of the type discussed in Proposition 3.1, or by integration in v. In all three cases
the right hand sides depend on previously computed terms in the expansions, and the base case of the
inductive procedure is determined by the choice of seed data. (See the proof of Theorem 7.1 for the
explicit procedure.) We note that even though the bound (120) is only stated along {u = −1}, for any
given metric component one may use the underlying self-similarity to obtain an estimate in the entire
spacetime. In view of (the proof of) Proposition 4.3 one may obtain corresponding expansions for the
metric components in the homothetic gauge in an algorithmic fashion.

6. Let g be a metric arising from an (ǫ,N)-regular twisted self-similar spacetime and which weakly solves
Ric(g) = 0. We may then put g into a double-null gauge via Proposition 4.2. There then exists a
unique choice of seed data and a corresponding metric g̃ produced by the formal expansion procedure
described above so that in the double-null coordinate system

Ñ∑

j=0

∣∣∣
∣∣∣(vL∂v

)
j
(gαβ − g̃αβ)

∣∣∣
∣∣∣
CÑ−j(S2−1,v)

. ǫ |v|
Ñ−Ĉǫ

, (121)

for some Ñ & N . As with the bound (120), even though (121) is only stated along {u = −1}, for any
given metric component one may use the underlying self-similarity to obtain an estimate in the entire
spacetime. (Analogous statements hold for 1-sided (ǫ,N)-regular spacetimes which solve the Einstein
vacuum equations.)

Finally, we observe that if we are instead given 1-sided (ǫ,N)-regular seed data, then the analogues of
the above results hold for 1-sided self-similar solutions. (By a change of variables v 7→ −v we may consider(
Ω−1χ̂

)seed,+
and logΩseed,+ as being defined for either v ∈ (0, 1] or v ∈ [−1, 0) depending on which “side”

of {v = 0} we want to define our expansions.)

The proof of Theorem 6.1 will be given in Section 7.

Remark 6.1. In the case when b(seed) = 0 then the resulting formal expansions correspond to a Fefferman–
Graham type geometry where the homothetic vector field K is null along H0. In this case, one may show
that the metric in the corresponding self-similar double-null foliation exhibits greatly improved regularity as
v → 0 compared to the case of generic seed data. See Appendix A for the detailed statements.

Remark 6.2. In the case of a metric g which is (ǫ,N)-regular up to {u = 0} (see the second part of
Definition 4.4), we may swap the roles of u and v in the sense of Remark 2.1, and then apply part 6 of
Theorem 6.1 to the resulting metric. Finally, we can then un-swap u and v to deduce a result for the original
metric. Thus, Theorem 6.1 may be used to understand the asymptotic behavior as u→ 0 for metrics g which
are (ǫ,N)-regular up to {u = 0}.
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The next theorem concerns the existence of 1-sided (ǫ,N)-regular self-similar spacetimes corresponding
to our expansions. In order to keep the exposition in the paper as streamlined as possible, we will not
provide the proof of this result. However, given the expansions established by Theorem 6.1, one may prove
Theorem 6.2 below by an amalgamation of the techniques from [RSR18, RSR19].

Theorem 6.2. Let
(
/g
(seed), b(seed), (Ωω)

(seed)
,
(
Ω−1χ̂

)(seed,+)
, logΩ(seed,+)

)
be 1-sided (ǫ,N)-seed data for

N ∈ Z>0 sufficiently large and ǫ > 0 sufficiently small. Let g̃ be the 1-sided self-similar metric produced by
the expansions of Theorem 6.1 which is defined for {v > 0} and is associated to the 1-sided (ǫ,N)-seed data.

Then, for some Ñ & N (for a constant which is independent of N and ǫ) there exists a 1-sided
(
ǫ, Ñ

)
-regular

self-similar spacetime which futhermore solves the Einstein vacuum equations weakly so that when the metric
g is put into the self-similar gauge, we have that (121) holds for {v > 0}.

Our final theorem concerns spacetimes in the (ǫ,N)-small spacelike self-similar regime.

Theorem 6.3. Let (M, g) be a spacetime in the (ǫ,N)-small spacelike self-similar regime. Then we may
apply Lemma 4.2 to equip (M, g) with a double-null coordinate system valid in the region (96). Then, the
maximal development of (M, g) to the past of the hypersurface { v

−u = b̃} includes the region

{(
u, v, θA

)
∈ (−∞, 0)× R× S2 : 0 <

v

−u
≤ b̃

}
,

and is moreoever
(
ǫ, Ñ

)
-regular up to {v = 0} for some Ñ & N (where the implied constant is independent

of N and ǫ). We may thus use Theorem 6.1 to describe the asymptotic behavior of the metric as v → 0.
Similarly, we may apply Lemma 4.2 to equip (M, g) with the double-null coordinate system (41) valid in

the region (96). We may also consider the maximal development of (M, g) to the future of the hypersurface
{ v
−u = b̃}. This development includes the region

{(
u, v, θA

)
∈ (−∞, 0)× R× S2 : b̃ ≤

v

−u
<∞

}
,

and is
(
ǫ, Ñ

)
-regular up to {u = 0} for some Ñ & N (where the implied constant is independent of N and

ǫ). We may thus use Theorem 6.1 (see Remark 6.2) to describe the asymptotic behavior of the metric as
u→ 0.

Proof. This is an immediate consequence of applying the a priori estimates from Sections 7, 8, and 9
of [RSR19] mutatis mutandis (possibly after swapping the roles of u and v as in Remark 6.2), the equa-
tions (110) and (108) (for the estimates of L∂v

derivatives of η and ω as v → 0 and, after swapping u and
v as in Remark 6.2, for the estimates for L∂v

derivatives of η and ω as u → 0), the local existence theory
for self-similar metrics from [RSR18] mutatis mutandis, and the fact that our assumptions on (M, g) will
exactly imply that all of the relevant norms from Section 7 of [RSR19] are finite and sufficiently small along
v
−u = b̃ when applied to (M, g).

We now state two corollaries of Theorem 6.3. These corollaries will refer to and assume familiarity with
our previous works [RSR18] and [RSR19]. The first corollary concerns the global behavior of Fefferman–
Graham spacetimes (in the spacetime region {v > 0}).

Corollary 6.1. Let N ∈ Z>0 be sufficiently large, and let
(
/g0

)
AB

be a Riemannian metric on S2 and hAB

be a /g0-trace free symmetric (0, 2)-tensor on S2 so that
∣∣∣
∣∣∣/g0 − /̊g

∣∣∣
∣∣∣
H̊N

+ ||h||H̊N is sufficiently small, where,

as usual, /̊g denotes a choice of a round metric on S2. Then, applying Theorem 1.3 of [RSR18], let (M, g)
denote the corresponding Fefferman–Graham spacetime given in double-null coordinates

{(
u, v, θA

)
∈ (−∞, 0)× [0,∞)× S2 : 0 ≤

v

−u
< δ

}
,
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for some δ & 1, where
lim

(u,v)→(−1,0)
/g = /g0, lim

(u,v)→(−1,0)
χ̂AB = hAB.

Then, in a dilation invariant neighborhood of v
−u = δ/2, (M, g) is in the

(
ǫ, Ñ

)
-small spacelike self-

similar regime for suitable Ñ , and Theorem 6.3 may be applied to describe the asymptotic behavior of the
maximal development of (M, g).

Proof. In view of Lemma 4.3, it suffices to check that the smallness condition of (97) holds along the
hypersurface v

−u = δ
2 . This smallness is however an immediate consequence of the proof of Theorem 1.3

in [RSR18].

Our second corollary concerns the asymptotic behavior of the naked singularity exterior constructed
in [RSR19] and also the notion of self-similar extraction from [RSR18].

Corollary 6.2. Let (M, g) denote the naked singularity exterior solution constructed in Theorem 1 of [RSR19].
For every λ > 0, we let Φλ be the map

(
u, v, θA

)
7→
(
λu, λv, θA

)
. Then, by applying the proof of Theorem

1.2 from [RSR18] mutatis mutandis to the rescaled metrics gλ
.
= λ−2Φ∗

λg, we will have that gλ converges as
λ → ∞ to a self-similar double-null metric (M∞, g∞). Furthermore, (M∞, g∞) will be in the (ǫ,N)-small
spacelike self-similar regime for suitable ǫ and N , and thus Theorem 6.3 may be applied to describe the
asymptotic behavior of the maximal development of (M∞, g∞).

Proof. The needed estimates for (M, g) follow from Theorem 6.1 from [RSR19].

7 The Expansion: Proof of Theorem 6.1

In this section we now explain how to generate our formal expansions and prove Theorem 6.1. Our starting
point is a choice of, possibly 1-sided, (ǫ,N)-regular seed data in the sense of Definition 5.1.

7.1 Conventions and Notation

We will work with double-null coordinate systems defined in regions W×S2, W+ ×S2, and W−×S2, where

W+ .
=

{
(u, v) ∈ (−∞, 0)× (0,∞) : 0 <

v

−u
< 1

}
, W− .

=

{
(u, v) ∈ (−∞, 0)× (−∞, 0) : −1 <

v

−u
< 0

}
,

W = W− ∪W+.

We will also denote by W , W−, and W+ the union of the various regions with the ray {u ∈ (−∞, 0) and v =
0}.

The quantities
(
/g
(seed), b(seed), (Ωω)

(seed)
)
are initially defined along a sphere S2. We will now define these

as suitable S2u,v tensors in W × S2 as follows. We first identify the original sphere where they are defined

with S2−1,0 in W × S2. Then we extend
(
/g
(seed), b(seed), (Ωω)

(seed)
)
to the region {u = −1} ∩

(
W × S2

)
by

declaring them to be independent of v. Finally, they may be extended to the entire region W × S2 in the

unique fashion dictated by the self-similar formulas (100). We next extend
((

Ω−1χ̂
)(seed,±)

, logΩ(seed,±)
)

to W±×S2 by identifying their domain with {u = −1} and then using the self-similar formulas (100). More
generally, throughout this section we will often define metric coefficients or Ricci coefficients only along the
hypersurface {u = −1} and then consider them automatically extended in the unique way determined by
self-similarity. We will often not say so explicitly.

We next note that for each new term that we define in our expansions, we will generally be able to
estimate strictly less angular derivatives of the term than we did for the previous terms. Furthermore, the
further out in the expansion one desires to compute, the more angular derivatives one must control of the
seed data and the smaller one must potentially take ǫ. We will not attempt to track precisely the derivative
loss; it will instead be clear that at each step of the expansion, we can, in principle, control as many angular
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derivatives as we would like if we suitable increase the regularity of the seed data and take ǫ smaller. Of
course, any finite number of terms in the expansion will only require finitely many angular derivatives of
the seed data to be regular. Given these considerations, throughout this section we will write bounds for
||·||Cj norms with the understanding that j may be changing line to line, but that, conditional on increasing
the regularity of the initial data and possibly taking ǫ smaller, we could take j as high as we would like for
any given term in the expansion. We will also have constants D(j) that appear in many of our estimates.
Our convention will be that each D(j) may be distinct from the other D(j)’s that appear; instead it merely
denotes some non-negative j dependent constant relevant only for the specific estimate that is being written.
For any fixed value of N , there will only be finitely many appearances of these D(j) constants.

The general strategy will be as follows: For each metric component and a subset of the Ricci coefficients,
we will multiply by a suitable power of the lapse to define a quantity φ. Then we will define a sequence of
terms {φ(j)}J0

j=0 for some 1 ≪ J0 ≪ N . Restricted to {u = −1}, each φ(j) will decay uniformly as v → 0

at least as fast as vj−Oj(ǫ). We emphasize that the constant in the Oj may grow as j → ∞. (This is why
if we want to compute P terms in our expansion, for some P ≫ 1, then we need for the smallness of ǫ to
depend on P .) We then will set φ[j]

.
= φ(0) + · · ·+ φ(j). We will refer to φ[j] as the jth expansion for φ. If

φ[j − 1] has already been defined, then a definition of either φ(j) or φ[j] will determine the other. Lastly, we
note that our estimates on the φ[j] will be so that given an expansion for φ, we may immediately obtain a
corresponding expansion for any (finite number of) angular derivative applied to φ by simply applying the
(finite number of) angular derivative to each term in the expansion.

Once we have computed φ[j] for each metric component φ, we may then associate a corresponding
spacetime metric g[j] defined via (15) by replacing the metric components with the corresponding φ[j].
Associated to each g[j] are the various set of Ricci coefficients ψ. When we want to refer to the ψ associated
to g[j], we will write ψ (g[j]). We note that it will generally not be the case that ψ[j] = ψ (g[j]). However,
we will have (ψ[j]− ψ (g[j])) |u=−1 = O

(
vj−O(ǫ))

)
.

In order to track the underlying smallness of our expansions, it will be convenient to work with the
quantities:

/̃g
.
= /g − (v + 1)

2
/̊g, Ω̃−1trχ

.
= Ω−1trχ− 2 (v + 1)

−1
,

instead of /g and Ω−1trχ. Our convention will be that given a known jth expansion for /̃g or Ω̃−1trχ, we then
define

/g[j]
.
= /̃g[j] + (v + 1)

2
/̊g,

(
Ω−1trχ

)
[j]

.
= Ω̃−1trχ[j] + 2(v + 1)−1.

In view of the relations (101), (102), and (17) we will be able to remove the Ricci coefficients η,
ζ, Ωtrχ, Ωχ̂, and ω from the null-structure equations and instead we will compute expansions only for(
Ω, b, /g, η,Ω−1trχ,Ω−1χ̂

)
(and any finite number of angular derivatives thereof). After all of our expansions

are defined, one may, of course, revisit (101), (102), and (17) to define expansions for the omitted quantities.
Finally, it is convenient to introduce the notation

||f ||C̃j(S2)

.
=

∑

j1+j2≤j

∣∣∣
∣∣∣(vL∂v

)j1 f
∣∣∣
∣∣∣
Cj2(S2)

.

7.2 Computing the Expansion

We now provide the details for our expansions.

Theorem 7.1. Let k ∈ Z≥1, J ∈ Z>0 be any sufficiently large integer depending on k, and assume that N
is sufficiently large and ǫ is sufficiently small depending on both k and J . Let

(
/g
(seed), b(seed), (Ωω)(seed) ,

(
Ω−1χ̂

)(seed,+)
, logΩ(seed,+)

)

be 1-sided (ǫ,N)-seed data. Then, for every integer i ∈ [0, k− 1] there exists Ricci coefficient expansions η[i],

Ω̃−1trχ[i],
(
Ω−1χ̂

)
[i] and (Ωω) [i] defined as suitable S2u,v tensors on W+ × S2, for every integer i ∈ [0, k]

there exists metric component expansions logΩ[i], b[i], and /̃g[i] defined as suitable S2u,v tensors on W+ × S2,
and for every integer i ∈ [0, k] there is a metric g[i] on W+ × S2 defined via (15) by replacing the metric
components with the corresponding metric component expansions so that g[i] is a self-similar double-null
metric which is (ǫ,N)-regular up to {v = 0} and so that the following hold along {u = −1}:

34



1. For every i where the corresponding Ricci or metric coefficient is defined:
∣∣∣
∣∣∣
(
Ωω[i]− Ωω(seed), η[i]− η(0), /g[i]− /g

(seed), b[i]− b(seed)
)∣∣∣
∣∣∣
C̃J(S2−1,v)

. ǫ |v|1−Ĉǫ , (122)

∣∣∣
∣∣∣
(
Ω−1χ̂[i]−

(
Ω−1χ̂

)(seed,+)
, logΩ[i]− log Ω(seed,+)

)∣∣∣
∣∣∣
C̃J(S2−1,v)

. ǫ |v|
1−Ĉǫ

, (123)

where η(0) is defined as in Definition 5.1.

2. For every 0 ≤ i ≤ k − 1:
∣∣∣∣
∣∣∣∣
(
η(i), Ω̃−1trχ

(i)

,
(
Ω−1χ̂

)(i)
)∣∣∣∣
∣∣∣∣
C̃J(S2−1,v)

. ǫvi−D(i)ǫ.

3. For every 0 ≤ i ≤ k:
∣∣∣
∣∣∣
(
(Ωω)

(i)
, (logΩ)

(i)
, b(i), /̃g

(i)
)∣∣∣
∣∣∣
C̃J(S2−1,v)

. ǫvi−D(i)ǫ.

4. We have
∣∣∣
∣∣∣
(
η[k − 1]− η (g[k]) , Ω̃−1trχ[k − 1]− Ω̃−1trχ (g[k]) ,

(
Ω−1χ̂

)
[k − 1]−

(
Ω−1χ̂

)
(g[k])

)∣∣∣
∣∣∣
C̃J(S2−1,v)

. ǫvk−1−D(k−1)ǫ,

||((Ωω) [k]− (Ωω) (g[k]))||C̃J(S2−1,v)
. ǫvk−D(k)ǫ.

5. We have
||(Ric33 (g[k]) ,Ric3A (g[k]) , (R+Ric34) (g[k]))||C̃J(S2−1,v)

. ǫv1−D(1)ǫ,

||(Ric44 (g[k]) ,Ric4A (g[k]))||C̃J(S2−1,v)
. ǫv(k−1)−D(k−1)ǫ,

∣∣∣
∣∣∣
(
Ric34 (g[k]) , R̂icAB (g[k])

)∣∣∣
∣∣∣
C̃J(S2−1,v)

. ǫvk−D(k−1)ǫ.

Furthermore, if g is any 1-sided self-similar double-null metric which is (ǫ,N)-regular up to {v = 0} and
which solves the Einstein vacuum equations for {v = 0}, then there exists 1-sided seed data and corresponding
metric ĝ[N̂ ] produced by the formal expansion procedure described above so that in the self-similar double-null
coordinate system

||(gαβ − ĝαβ)||C̃J(S2−1,v)
.N̂ ǫ |v|

N̂−Ĉǫ
, (124)

for some N̂ & N , where the implied constant is independent of N and ǫ.
Finally, we note that the modifications needed are straightforward to prove a version of this theorem for

(non-1 sided) (ǫ,N)-regular seed data or for 1-sided solutions defined on W− × S2 instead of W+ × S2.

Proof. We start by defining logΩ(0) .
= logΩ(seed,+). In view of Lemma 3.1, this will satisfy the following

estimate: ∣∣∣
∣∣∣logΩ(0)

∣∣∣
∣∣∣
C̃0(S2−1,v)

. ǫ (1 + |log(v)|) ,
∣∣∣
∣∣∣logΩ(0)

∣∣∣
∣∣∣
C̃j(S2−1,v)

.j ǫv
−D(j)ǫ (125)

We next set b(0)
.
= b(seed) and /g

(0) .= /g
(seed).

We may now define a metric g[0] on W+×S2 in the double-null form (15) by substituting
(
Ω(0), b(0), /g(0)

)

for
(
Ω, b, /g

)
. We note that we do not expect that the metric g[0] extends continuously to v = 0 due to the

degeneration of the estimate (125) as v → 0. Finally, we observe that since χ (g[0]) clearly vanishes, it follows
from (103) of Proposition 5.1 and (111) that

Ric33 (g[0]) = 0.
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We now turn to the next order in the expansion. We define η(0) as in Definition 5.1. In view of
Proposition 3.1 and Sobolev inequalities we will have

∣∣∣
∣∣∣η(0)

∣∣∣
∣∣∣
C̃j(S2)

. ǫ.

We next define a function Ω̃−1trχ
(0)

along S2 by uniquely solving the equation

LbΩ̃−1trχ
(0)

+ Ω̃−1trχ
(0) (

−1 + /divb
)
= −2 (K − 1)− 2 /divb+ 2 /divη + 2 |η|

2
, (126)

where we substitute /g = /g
(seed), Ωω = (Ωω)

(seed)
, b = b(seed), and η = η(0). We have obtained this equation

by formally taking (u, v) = (−1, 0) in (105) from Proposition 5.1, using (101) from Proposition 5.1, and then

dropping the term R+Ric34. We can use Proposition 3.1 to solve for Ω̃−1trχ
(0)

which will then satisfy
∣∣∣∣
∣∣∣∣Ω̃−1trχ

(0)
∣∣∣∣
∣∣∣∣
C̃j(S2)

. ǫ.

We then extend Ω̃−1trχ to {u = −1} by declaring it to be independent of v.

We set
(
Ω−1χ̂

)(0) .
=
(
Ω−1χ̂

)(seed,+)
, and have then the estimate
∣∣∣
∣∣∣
(
Ω−1χ̂

)(0)∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv−ǫD(j), (127)

for suitable non-negative constants D(j). (Note that D(0) may be positive here.)

Now we turn to next term in the expansion of (Ωω). We define, along {u = −1} a function (Ωω)
(1)

by

(Ωω)
(1)

=

∫ v

0

Ω2

[
Lb

(
Ω−1trχ

)
+

1

2

(
Ω−1trχ

)
/divb+

1

2
|η|

2
(128)

− η ·
(
−η + 2 /∇ logΩ

)
− 4 (Ωω)

(
Ω−1trχ

)
− 2 /divη − 2 |η|

2
+
(
Ω−1χ̂

)
·

(
vΩ2

(
Ω−1χ̂

)
+

1

2
/∇⊗̂b

)]
dv,

where we substitute Ω = Ω(0), /g = /g(0), Ωω = (Ωω)(0), b = b(0), η = η(0),
(
Ω−1trχ

)
=
(
Ω−1trχ

)(0)
,

and Ω−1χ̂ =
(
Ω−1χ̂

)(0)
. We have obtained this equation by formally integrating along {u = −1} the

equation (108) from Lemma 5.2, using (101) from Proposition 5.1, and then dropping the term Ω2Ric34. It
is immediate that we have the estimate

∣∣∣
∣∣∣(Ωω)(1)

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.

We are now ready to update the components of our metric with their next leading order term. We define,
along {u = −1}, a 1-parameter family of vectorfields b(1) on S2 in the coordinate frame by

(
b(1)
)A

= −4

∫ v

0

Ω2
(
ηA − /∇

A
logΩ

)
dv, (129)

where we substitute Ω = Ω(0), η = η(0), and /g = /g
(0). We then have the estimate

∣∣∣
∣∣∣b(1)

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.

We next define, along {u = −1}, a 1-parameter family of symmetric (0, 2)-tensors /̃g
(1)

on S2 in the
coordinate frame by

(
/̃g
(1)
)
AB

=

∫ v

0

Ω2
((

Ω̃−1trχ
)
/gAB

+
(
Ω−1trχ

)
/̃gAB

+
(
Ω−1χ̂

)
AB

)
dv + 2

∫ v

0

(
Ω2 − 1

)
(v + 1) /̊gAB

dv,

(130)
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where we substitute all quantities on the right hand side with their 0th expansion. We then have the estimate

∣∣∣
∣∣∣/̃g

(1)
∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.

Finally we use Lemma 3.1 to define logΩ(1) to be the determined solution to

(vL∂v
+ Lb(0)) logΩ

(1) = −Lb(1) logΩ
(0) + (Ωω)

(1)
, (131)

which decays to 0 as v → 0. We will then have the estimate

∣∣∣
∣∣∣logΩ(1)

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.

We then define logΩ[1]
.
= logΩ(0) + log Ω(1), b[1]

.
= b(0) + b(1), /g[1]

.
= /g(0) + /g(1), and then obtain a

corresponding double-null metric g[1]. One may easily then check that the following estimates are satisfied
along {u = −1}:

∣∣∣∣
∣∣∣∣
[(
η (g[1])− η(0)

)
,
(
Ω−1χ̂ (g[1])−

(
Ω−1χ̂

)(0))
,

(
Ω̃−1trχ (g[1])− Ω̃−1trχ

(0)
)]∣∣∣∣

∣∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.

With these estimates in mind, we then also easily see from the way the expansions have been computed that

∣∣∣
∣∣∣
(
Ric33,Ric3A, (R+Ric34) , R̂icAB,Ric34

)
(g[1])

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ. (132)

Now we come to the computation of the metric to second order. This will be the final case which requires
a specific analysis, as the computation of the third order and higher expansions will be the same mutatis

mutandis. We start by defining η
(1)
A in the coordinate frame along {u = −1} via the formula

η
(1)
A =

∫ v

0

Ω2
[
−
(
Ω−1χ̂

)
AB

·
(
ηB − 2 /∇

B
logΩ

)
−

1

2

(
Ω−1trχ

)
·
(
ηA − 2 /∇A logΩ

)
+ /∇

B (
Ω−1χ̂

)
AB

(133)

−
1

2
/∇A

(
Ω−1trχ

)
−

1

2

(
Ω−1trχ

)
ηA + ηB

(
Ω−1χ̂

)
AB

]
dv,

where on the right hand side we use the 0th expansion of each quantity on the right hand side. We have
obtained this equation by formally integrating along {u = −1} the equation (110) from Lemma 5.3 and
dropping the term ΩRic4A. We immediately obtain the estimate

∣∣∣
∣∣∣η(1)

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.

Next we turn to Ω̃−1trχ
(1)

. We define the function
(
Ω−1trχ

)(1)
along {u = −1} by the formula

Ω̃−1trχ
(1) .

= −

∫ v

0

Ω2

[
2(v + 1)−1Ω̃−1trχ+

1

2

(
Ω̃−1trχ

)2
+
∣∣Ω−1χ̂

∣∣2
]
dv (134)

− 2

∫ v

0

(
Ω2 − 1

)
(v + 1)−2 dv,

where on the right hand side we use the 0th order expansions for the various quantities. We have obtained
this equation by formally integrating along {u = −1} the equation (19) (after conjugation of the equation

with Ω−1), dropping the term Ric44, and then writing the resulting equation in terms of Ω̃−1trχ. This will
satisfy the estimate ∣∣∣∣

∣∣∣∣Ω̃−1trχ
(1)
∣∣∣∣
∣∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.
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Now we come to
(
Ω−1χ̂

)(1)
. We define L (0) to be the operator from (107) computed with respect to b(0)

and /g
(0). We will define

(
Ω−1χ̂

)(1)
along {u = −1} so that the following equation is satisfied

vL∂v

(
Ω−1χ̂

)(1)
AB

+ L
(0)
(
Ω−1χ̂

)(1)
AB

− 4 (Ωω)
(0) (

Ω−1χ̂
)(1)
AB

= (135)

− vL∂v

(
Ω−1χ̂

)(0)
AB

− L
(
Ω−1χ̂

)(0)
AB

+ 4 (Ωω)
(
Ω−1χ̂

)(0)
AB

+
((
/∇⊗̂η

)
AB

+
(
η⊗̂η

)
AB

)
−

1

4

(
Ω−1trχ

) (
/∇⊗̂b

)
AB

,

where, unless otherwise indicated, the quantities on the right hand side are all computed with respect to

their first order expansion, that is, we set /g = /g[1], b = b[1], etc. It follows from the definition of
(
Ω−1χ̂

)(0)

that the right hand side of (135) is then O
(
v1−D(j)ǫ

)
in the C̃j

(
S2−1,v

)
norm. In particular, we may use

Lemma 3.1 to define
(
Ω−1χ̂

)(1)
to be the solution to (135) obtained by integrating from {v = 0} and which

satisfies ∣∣∣
∣∣∣
(
Ω−1χ̂

)(1)∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv1−D(j)ǫ.

We are now ready for (Ωω)
(2)

. It is, of course, equivalent to define (Ωω) [2] = (Ωω)
(2)

+(Ωω)
(1)

+(Ωω)
seed

.
In analogy with (128), we define (Ωω) [2] along {u = −1} by

(Ωω) [2]− (Ωω)
(seed)

=

∫ v

0

Ω2

[
Lb

(
Ω−1trχ

)
+

1

2

(
Ω−1trχ

)
/divb+

1

2
|η|

2
(136)

− η ·
(
−η + 2 /∇ logΩ

)
− 4 (Ωω)

(
Ω−1trχ

)
− 2 /divη − 2 |η|2 +

(
Ω−1χ̂

)
·

(
vΩ2

(
Ω−1χ̂

)
+

1

2
/∇⊗̂b

)]
dv,

where on the right hand side we use the 1st expansion of each quantity. It is then immediate from the

definition of (Ωω)(1) that ∣∣∣
∣∣∣(Ωω)(2)

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv2−D(j)ǫ.

We are now ready to update the metric components. We start by defining a 1-parameter family of
vectorfields (b[2])

A
on S2 in the coordinate frame by, in analogy with (129),

(b[2])A − (b[0])A = −4

∫ v

0

Ω2
(
ηA − /∇

A
logΩ

)
dv, (137)

where we substitute Ω = Ω[1], η = η[1], and /g = /g[1]. We then have the estimate

∣∣∣
∣∣∣b(2)

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv2−D(j)ǫ.

We next define, along {u = −1}, a 1-parameter family of symmetric (0, 2)-tensors
(
/g[2]
)
AB

on S2 in the
coordinate frame by, in analogy with (130),

(
/̃g[2]
)
AB

−
(
/̃g[0]
)
AB

= (138)
∫ v

0

Ω2
((

Ω̃−1trχ
)
/gAB

+
(
Ω−1trχ

)
/̃gAB

+
(
Ω−1χ̂

)
AB

)
dv + 2

∫ v

0

(
Ω2 − 1

)
(v + 1) /̊gAB

dv,

where we now use the 1st expansion for each of the quantities on the right hand side. It is then immediate
that we have ∣∣∣

∣∣∣/̃g
(2)
∣∣∣
∣∣∣
C̃j(S2−1.v)

. ǫv2−D(j)ǫ.

Finally we come to logΩ(2). In analogy to (131) we use Lemma 3.1 to define logΩ(2) to be the unique
solution to

(vL∂v
+ Lb(0)) logΩ

(2) = −
(
vL∂v

+ Lb[2]

)
logΩ[1] + (Ωω)

(2)
, (139)
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which decays to 0 as v → 0. We will then have the estimate
∣∣∣
∣∣∣logΩ(2)

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv2−D(j)ǫ.

We then obtain from logΩ[2], b[2], and /g[2] a corresponding double-null metric g[2]. One may easily then
check that the following estimates are satisfied along {u = −1}:
∣∣∣
∣∣∣
[
(η (g[2])− η[1]) ,

(
Ω−1χ̂ (g[2])−

(
Ω−1χ̂

)
[1]
)
,
(
Ω̃−1trχ (g[2])−

(
Ω−1trχ

)
[1]
)]∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv2−D(j)ǫ.

With these in mind, we then also obtain that

||(Ric33,Ric44,Ric4A,Ric3A, (R+Ric34)) (g[2])||C̃j(S2−1,v)
. ǫv1−D(j)ǫ, (140)

∣∣∣
∣∣∣
(
R̂icAB,Ric34

)
(g[2])

∣∣∣
∣∣∣
C̃j(S2−1,v)

. ǫv2−D(j)ǫ, (141)

We are now ready to define the rest of the expansion by an inductive procedure. Let k ≥ 3 and assume

that the k− 2 expansions of the Ricci coefficients η, Ω̃−1trχ, Ω−1χ̂ have been defined and that the the k− 1
expansions of Ωω, logΩ, b, and /̃g have been defined.

We then define η[k − 1] in the coordinate frame along {u = −1} via the formula

η[k − 1]− η(0) =

∫ v

0

Ω2
[
−
(
Ω−1χ̂

)
·
(
η − 2 /∇ logΩ

)
−

1

2

(
Ω−1trχ

)
·
(
η − 2 /∇ logΩ

)
+ /div

(
Ω−1χ̂

)
(142)

−
1

2
/∇
(
Ω−1trχ

)
−

1

2

(
Ω−1trχ

)
η + η ·

(
Ω−1χ̂

) ]
dv,

where we use the k − 2 expansions of the various quantities on the right hand side. We define the function

Ω̃−1trχ[k − 1] along {u = −1} by the formula

Ω̃−1trχ[k − 1]− Ω̃−1trχ
(0) .

= −

∫ v

0

Ω2

[
2(v + 1)−1Ω̃−1trχ+

1

2

(
Ω̃−1trχ

)2
+
∣∣Ω−1χ̂

∣∣2
]
dv (143)

− 2

∫ v

0

(
Ω2 − 1

)
(v + 1)

−2
dv,

where we use the k−2 expansions of the various quantities on the right hand side. We then define
(
Ω−1χ̂

)(k−1)

along {u = −1} so that the following equation is satisfied

vL∂v

(
Ω−1χ̂

)(k−1)

AB
+ L

(0)
(
Ω−1χ̂

)(k−1)

AB
− 4 (Ωω)

(0) (
Ω−1χ̂

)(k−1)

AB
= (144)

− vL∂v

(
Ω−1χ̂

)
[k − 2]AB − L

(
Ω−1χ̂

)
[k − 2]AB + 4 (Ωω)

(
Ω−1χ̂

)
[k − 2]AB

+
((
/∇⊗̂η

)
AB

+
(
η⊗̂η

)
AB

)
−

1

4

(
Ω−1trχ

) (
/∇⊗̂b

)
AB

,

where, unless otherwise indicated, the quantities on the right hand side are all computed with respect to
their k − 1st expansion. We then define (Ωω) [k] along {u = −1} by

(Ωω) [k]− (Ωω)
(0)

=

∫ v

0

Ω2

[
Lb

(
Ω−1trχ

)
+

1

2

(
Ω−1trχ

)
/divb+

1

2
|η|

2
(145)

− η ·
(
−η + 2 /∇ logΩ

)
− 4 (Ωω)

(
Ω−1trχ

)
− 2 /divη − 2 |η|

2
+
(
Ω−1χ̂

)
·

(
vΩ2

(
Ω−1χ̂

)
+

1

2
/∇⊗̂b

)]
dv,

where on the right hand side we use the k − 1st expansion of each quantity. Next we define (b[k])
A
on S2 in

the coordinate frame by

(b[k])
A
− (b[0])

A
= −4

∫ v

0

Ω2
(
ηA − /∇

A
logΩ

)
dv, (146)
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where we use the k− 1st expansion on the right hand side. We next define, along {u = −1},
(
/g[k]

)
AB

on S2

in the coordinate frame by

(
/̃g[k]

)
AB

−
(
/̃g[0]
)
AB

= (147)
∫ v

0

Ω2
((

Ω̃−1trχ
)
/gAB

+
(
Ω−1trχ

)
/̃gAB

+
(
Ω−1χ̂

)
AB

)
dv + 2

∫ v

0

(
Ω2 − 1

)
(v + 1) /̊g dv,

where we now use the k − 1st expansion for each of the quantities on the right hand side. Finally we use
Lemma 3.1 to define logΩ(k) to be the unique solution to

(vL∂v
+ Lb(0)) logΩ

(k) = −
(
vL∂v

+ Lb[k]

)
logΩ[k − 1] + (Ωω) [k]. (148)

It is now straightforward to see that this definition of the expansions finishes the proof of the proposition
with the exception of the final estimate (124). To prove this final statement, we observe the following facts
about the metric g:

1. The quantities /g, b, Ωω, and η must all have limits as v → 0, and, in view of (103) and (104),
these limits at (u, v) = (−1, 0) must satisfy (111) and (114). These limiting values then define(
/g
(seed), b(seed),Ωω(seed)

)
.

2. By integrating (19), we see that Ω−1trχ has a limiting value as v → 0. Moreover, in view of (105), this
limiting value of Ω−1trχ must satisfy the equation (126). Then, in view of (16) and (106), there must

exist log Ω(seed,+) and
(
Ω−1χ̂

)(seed,+)
so that logΩ − logΩ(seed,+) and Ω−1χ̂ −

(
Ω−1χ̂

)(seed,+)
are the

solutions given by Lemma 3.1 to their respective equations which have the maximal possible decay to
{v = 0}.

3. Having determined the seed data which corresponds to g, we now observe that b, /g, Ω
−1trχ, η, and Ωω

all satisfy equations which relate a L∂v
derivative to (angular derivatives of) the other Ricci coefficients.

4. Now we observe that our formal expansions are computed above exactly by inductively using these L∂v

equations to compute further terms in the expansion for b, /g, Ω−1trχ, η, and Ωω and then updating

logΩ − logΩ(seed,+) and Ω−1χ̂ −
(
Ω−1χ̂

)(seed,+)
by integrating their equations from {v = 0} with an

application of Lemma 3.1.

It thus follows that (124) must hold.

7.3 Constraint Propagation

Since the desired regularity statements for the expansions g[k] in the homothetic gauge follow from Proposi-
tion 4.3, in order to finish the proof of Theorem 6.1, it only remains to show that the full Ricci tensor of the
metrics g[k] produced by Theorem 7.1 vanish to a sufficiently higher order so as to satisfy (118) and (119).
We note that, in view of the underlying self-similarity, it suffices to establish that (118) and (119) hold along
{u = −1}.

In order to do this we will exploit the well known fact that the Einstein tensor is always divergence
free. This will impose certain differential relations between the Ricci curvature components, and allow us
to improve on the vanishing established in Theorem 7.1. In the following lemma (which is Lemma 16.3
from [SR22]) we write out in a double-null formalism the results of the fact that the Einstein tensor is
divergence free.

Lemma 7.1. Every 3 + 1 dimensional Lorentzian spacetime satisfies the following:

−
1

2
∇3Ric44 + 2ωRic44 + 2ηARic4A −

1

2
∇4 (Ric34 +R) + ηARicA4 (149)

+ /∇
A
RicA4 −

1

2
trχRic44 −

1

2
trχ (Ric34 +R) + ζARicA4 −

1

2
trχRic34 − χ̂ABR̂icAB = 0,
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−
1

2
∇4Ric33 + 2ωRic33 + 2ηARic3A −

1

2
∇3 (Ric34 +R) + ηARicA3 (150)

+ /∇
A
RicA3 −

1

2
trχRic33 −

1

2
trχ (Ric34 +R)− ζARicA3 −

1

2
trχRic34 − χ̂ABR̂icAB = 0,

−
1

2
∇3Ric4A + ωRic4A + ηBRicBA +

1

2
ηARic34 −

1

2
∇4Ric3A + ωRic3A + ηBRicBA +

1

2
η
A
Ric34 (151)

/∇
B
R̂icBA +

1

2
/∇ARic34 −

1

2
trχRic4A −

1

2
trχRic3A −

1

2
χ B
A

RicB4 −
1

2
χ B
A RicB3 = 0.

We can now prove that the Ricci tensors vanishes quickly as v → 0 in the double-null coordinate system.

Proposition 7.1. Let g[k] be a metric produced by Theorem 7.1. Then, along {u = −1}, we have

||Ric (g[k])||C̃J−2(S2−1,v)
. vk−1−ǫD(k−1). (152)

Proof. From (149) and the already established estimates for the Ricci tensor from Theorem 7.1, we obtain

L∂v
(R +Ric34) + 2Ω2

(
Ω−1trχ

)
(R+Ric34) = H1, (153)

where H1 satisfies
||H1||C̃J−1(S2−1,v)

. ǫvk−1−ǫD(k−1).

Since R+Ric34 vanishes when v = 0. We immediately obtain from (153) that

||(R+Ric34)||C̃J−1(S2−1,v)
. ǫvk−ǫD(k−1). (154)

Next, from (149), the already established estimates for the Ricci tensor from Theorem 7.1, the esti-

mate (154), and the fact that RicAB = 1
2 (R +Ric34) /gAB

+ R̂icAB, we obtain that

∇∂v
(ΩRic3A) + Ω2

(
3

2
Ω−1trχ+Ω−1χ̂

)
(ΩRic3A) = H2, (155)

where
||H2||C̃J−1(S2−1,v)

. ǫvk−1−ǫD(k−1).

Since ΩRic3A vanishes when v = 0, we may integrate this from v = 0 to obtain

||Ric3A||CJ−1(S2−1,v)
. ǫvk−ǫD(k−1). (156)

Finally, from (150), the already established estimates for the Ricci tensor from Theorem 7.1, the esti-
mate (154), and the estimate (156), we obtain that

L∂v

(
Ω2Ric33

)
+Ω2

(
Ω−1trχ

) (
Ω2Ric33

)
= H3, (157)

where
||H3||C̃J−2(S2−1,v)

. ǫvk−1−ǫD(k−1).

Since Ω2Ric33 vanishes when v = 0, we may integrate (157) to obtain that

||Ric33||C̃J−2(S2−1,v)
. ǫvk−ǫD(k−1). (158)

This completes the proof since all components of the Ricci curvature tensor have now been estimated.

It remains to check that in the homothetic gauge, (119) holds (in a weak sense).
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Proposition 7.2. Let g[k] be a metric produced by Theorem 7.1. Then, we may apply Proposition 4.3 to
put g[k] into the homothetic gauge. In the homothetic gague we then have that (119) holds in a weak sense.

Proof. This proof is very similar to the proof of Theorem 18.1 in [SR22], and we will thus be brief in our
arguments. Let

(
v̂, u, θA

)
denote the coordinates defined in Proposition 4.3. A computation shows that it

suffices to check that (152) holds weakly in
(
v̂, u, θA

)
coordinates (with v replaced by v̂).

Let us refer to ∂u and ∂θA in
(
v̂, u, θA

)
coordinates as ∂û and ∂θ̂A . The symbols ∂u, ∂θA , and eA will always

be defined with respect to the
(
v, u, θA

)
coordinates. Under the change of coordinates

(
v, u, θA

)
7→
(
v̂, u, θA

)

we have

∂v 7→ Ω2∂v̂, ∂u 7→

(∫ v

0

∂u
(
Ω2
)
dv

)
∂v̂ + ∂û, ∂θA 7→

(∫ v

0

∂θA

(
Ω2
)
dv

)
∂v̂ + ∂θ̂A . (159)

In particular, it is clear that (152) continues to hold in the
(
v̂, u, θA

)
coordinates for v̂ 6= 0.

We now study the behavior of the Ricci tensor at {v̂ = 0}. We let X,Y denote vector fields and introduce
the convention that all Ricci tensors refer to the Ricci tensor of g[k]. We will say that (152) holds (weakly)
for Ric (X,Y ) if (152) holds (weakly) with Ric (g[k]) replaced by Ric (X,Y ). Similarly, for any function
h(v), we will say that (152) holds (weakly) for Ric (X,Y ) after multiplying both sides by h(v) if (152) holds
(weakly) with Ric (g[k]) replaced by h(v)Ric (X,Y ) and the right hand side of (152) multiplied by h(v). The
following two principles will be useful:

• If every term in the distribution Ric(X,Y ) is in fact a locally integrable function, then (152) holds for
Ric (X,Y ) weakly everywhere in

(
v̂, u, θA

)
coordinates.

• If Ric(X,Y ) = P + ∂v̂f where P is locally integrable and f is continuous at v̂ = 0, then the weak
derivative ∂v̂f is an L1

loc function and (152) also continues to hold weakly everywhere in
(
v̂, u, θA

)

coordinates.

In view of these observations and Proposition 2.1, one may then check that for X,Y ∈ {Ω−1e4,Ωe3, eA},
we will have that (152) holds weakly for Ric (X,Y ) and continues to hold weakly for Ric (X,Y ) after mul-
tiplication by any function h(v) which satisfies, say, |h(v)| . |v|1/2 (see the formulas for the Ricci tensor in
the proof of Theorem 18.1 of [SR22]; note that the powers of the lapse Ω multiplying the frame vector fields
result in the cancellation of all terms in Ric (X,Y ) which would potentially contain ω). For the reader’s
convenience we reproduce the formulas for the Ricci coefficients in the frame

{
Ω−1e4,Ωe3, eA

}
from [SR22]:

Ric
(
Ω−1e4,Ω

−1e4
)
= −Ω−1e4

(
Ω−1trχ

)
−

1

2
(trχ)

2
− |χ̂|

2
,

Ric
(
Ω−1e4, eA

)
= −Ω−1e4η − Ω−1χ̂ ·

(
η − η

)
+Ω−1 /∇

B
χ̂AB −

1

2
Ω−1 /∇Atrχ

−
1

2
Ω−1trχζA +Ω−1ζB χ̂AB,

Ric
(
Ω−1e4,Ωe3

)
= 4Ω−1e4 (Ωω)− 2 |η|

2
+ 4η · η + (Ωe3)

(
Ω−1trχ

)
+

1

2
Ω−1trχ

(
Ωtrχ

)
− 2 (Ωω)Ω−1trχ

− 2 /divη + 2 |η|
2
+
(
Ω−1χ̂

)
· Ωχ̂,

R +Ric
(
Ω−1e4,Ωe3

)
= Ωe3

(
Ω−1trχ

)
+

1

4
Ω−1trχ

(
Ωtrχ

)
− 4Ωω

(
Ω−1trχ

)
− 2 /divη − 2 |η|

2
+K,

R̂ic (eA, eB) = Ωe3
(
Ω−1χ̂

)
AB

+
1

2

(
Ωtrχ

)
Ω−1χ̂AB − 2 (Ωω)Ω−1χ̂AB −

(
/∇⊗̂η

)
AB

−
(
η⊗̂η

)
AB

+
1

2

(
Ω−1trχ

)
Ωχ̂

AB
,

Ric (Ωe3, eA) = −
v

u
L∂v

ηA + LbηA + ηA
(
Ωtrχ

)
+ 4 /∇A (Ωω) + /∇

B (
Ωχ̂
)
AB

−
1

2
/∇A

(
Ωtrχ

)
,

Ric (Ωe3,Ωe3) = − (Ωe3)
(
Ωtrχ

)
−

1

2

(
Ωtrχ

)2
− 4 (Ωω)Ωtrχ−

∣∣Ωχ̂
∣∣2 .
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The proof is then concluded by using (159) to write Ric
(
X̂, Ŷ

)
for X̂, Ŷ ∈

{
∂v̂, ∂û, ∂θ̂A

}
in terms of

Ric (X,Y ) for X,Y ∈ {Ω−1e4,Ωe3, eA}, keeping in mind that

Ω−1e4 = Ω−2∂v, Ωe3 = ∂u + ∂θA ,

and using the fact proved in Theorem 7.1 that

∣∣∣∣
∣∣∣∣
(∫ v

0

∂u
(
Ω2
)
dv,

∫ v

0

∂θA

(
Ω2
)
dc

)∣∣∣∣
∣∣∣∣
C̃j(S2−1,v)

. |v|1−d,

for some |d| ≪ 1.

A Fefferman–Graham Geometries: Regularity and Gauges

In this appendix, we briefly discuss the specialization of our formal expansions to Fefferman–Graham type
geometries.

Theorem A.1. Let g[k] be a metric produced by Theorem 7.1 and assume that b(seed) = 0. Then the
following all hold:

1. We have limv→0 b = 0, limv→0 (Ωω) = 0, and limv→0 η = 0. The metric corresponds to a Fefferman–
Graham geometry in that K is a null vector field along H0.

2. The double-null self-similar coordinate system defined for {v > 0}, respectively {v < 0}, in fact extends

to {v ≥ 0}, respectively {v ≤ 0}, where the metric is CÑ for Ñ & N .

3. The spacetime corresponding to the region {v ≥ 0} (or {v ≤ 0}) may be covered by an alternative
self-similar double-null system where Ω|v=0 = 1 and /gAB

|v=0 = u2̊/gAB
, where /̊gAB

denotes a round

metric on S2.

4. As noted in Remark 5.3, when b(seed) = 0, then the choice of logΩ(seed,±) and
(
Ω−1χ̂

)(seed,±)
are deter-

mined by the choice of functions and symmetric trace-free (0, 2)-tensors corresponding to limv→0± logΩ
and limv→0±

(
Ω−1χ̂

)
AB

. The compatibility of these choices determine the regularity over {v = 0} of
the metric g which is obtained by gluing together the two separate double-null metrics defined in {v ≤ 0}
and {v ≥ 0}. We have the following possibilities:

(a) If limv→0+ logΩ(seed,+) = limv→0− logΩ(seed,−) and limv→0+
(
Ω−1χ̂

)(seed,+)
= limv→0−

(
Ω−1χ̂

)(seed,−)
,

then the metric will be CÑ across {v = 0}. The estimate (118) for the Ricci tensor will holds
everywhere in the spacetime.

(b) If limv→0+ logΩ(seed,+) = limv→0− logΩ(seed,−) and limv→0+
(
Ω−1χ̂

)(seed,+)
6= limv→0−

(
Ω−1χ̂

)(seed,−)
,

then the metric will be C0,1 across {v = 0}. The Einstein tensor expressed in
(
u, v, θA

)
and un-

derstood weakly will correspond to a locally integrable function for which (118) holds.

(c) If limv→0+ logΩ(seed,+) 6= limv→0− logΩ(seed,−), then it is not possible to glue the metrics in the
{v ≥ 0} and {v ≤ 0} regions and produce a continuous metric across {v = 0}. However, in
view of item 3 above, one can pick new self-similar double-null coordinate systems in the regions
{v < 0} and {v > 0} so that limv→0+ logΩ(seed,+) = limv→0− logΩ(seed,−) = 1. Then, one will be
in the situation of item 4a or 4b above.

Proof. (sketch) We briefly indicate how to show that these various assertions are true:

1. Since we have b|v=0 = b(seed), we have b|v=0 = 0. Then (111) implies that (Ωω)(seed), and hence Ωω|v=0

vanishes, and (114) implies that η|v=0 = 0. The fact that K is null along H0 then follows from (91).
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2. In view of the fact that (b,Ωω, η) |v=0 = 0, the equations which we use in the proof of Theorem 7.1 to
inductively solve for the expansions of logΩ and Ω−1χ̂ now take the form

vL∂v

(
logΩ,Ω−1χ̂

)
= (H1, H2) ,

where H1 and H2 vanish at {v = 0}. Thus the equations for logΩ and Ω−1χ̂ do not introduce any

singular behavior and each term in the expansion will extend to {v = 0} in a CÑ fashion.

3. We find the new double-null coordinate system in a three-step process:

(a) We first observe that in the homothetic gauge constructed by Proposition 4.3 we will have that
h|v=0 = 0 and (1,L∂v̂

) (P − 4ρ) |v̂=0 = 0.

(b) We next observe that the particular homothetic gauge produced by Proposition 4.1 depends on the
choice of the sphere S in item 1 of Proposition 4.1 which will eventually correspond to S−1. Given
any choice of St, as a consequence of self-similarity and the uniformization theorem, the metric

/gAB
|v=0 takes the form t2e2ϕ̊/gAB

for some round metric /̊gAB
and ϕ : S2 → R. Now we replace

the original choice of the sphere S with the sphere corresponding t = −e−ϕ; the induced metric
on this new sphere will then exactly be the round metric. The corresponding new homothetic
gauge will still satisfy that h|v=0 = 0 and that (1,L∂v̂

) (P − 4ρ) |v̂=0 = 0.

(c) With this new homothetic gauge in hand, we then turn to Proposition 4.2 to define a new double-
null coordinate system. The key freedom in the construction of the coordinate system from the
proof of Proposition 4.2 is the choice of the solution v to the equation (88). In turn, this solution
is constructed by an application of Proposition 3.2. We first observe that if we add the hypothesis
to Proposition 3.2 that H is a CN function of

(
v̂, θA

)
and that L∂v̂

H |v̂=0 = 0, then one may

take the solution v produced by Proposition 3.2 to satisfy the properties that v̂
(
v, θA

)
is a CN−2

function in the region {v ≥ 0} and that ∂v̂
∂v |v=0 = 1. In view of the facts that h|v=0 = 0 and that

(1,L∂v̂
) (P − 4ρ) |v̂=0 = 0, we will exactly have the necessary hypothesis to apply the new version

of Proposition 3.2. The resulting double-null coordinate system will be regular up to {v = 0} and
will satisfy that Ω|v=0 = 1 and /g|v=0 = u2̊/g.

(d) The various possibilities for the metric’s regularity across {v = 0} are straightforward to establish,
and the fact that when logΩ(seed,+) = logΩ(seed,−) we have a suitable weak solution is established
by reasoning as in the proof of Proposition 7.2 (this situation is in fact simpler than the setting
of Proposition 7.2).
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44



[CK93] D. Christodoulou and S. Klainerman. The global nonlinear stability of the Minkowski space, volume 41
of Princeton Mathematical Series. Princeton University Press, Princeton, NJ, 1993.

[CT71] M. E. Cahill and A. H. Taub. Spherically symmetric similarity solutions of the Einstein field equations
for a perfect fluid. Comm. Math. Phys., 21:1–40, 1971.

[Ear74] D. M. Eardley. Self-similar spacetimes: geometry and dynamics. Comm. Math. Phys., 37:287–309,
1974.

[FG85] C. Fefferman and C. R. Graham. Conformal invariants. Astérisque, (Numéro Hors Série):95–116,
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