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LIOUVILLE-TYPE THEOREMS FOR STEADY SOLUTIONS TO THE

NAVIER-STOKES SYSTEM IN A SLAB

JEAHEANG BANG, CHANGFENG GUI, YUN WANG, AND CHUNJING XIE

Abstract. Liouville-type theorems for the steady incompressible Navier-Stokes system are

investigated for solutions in a three-dimensional slab with either no-slip boundary conditions

or periodic boundary conditions. When the no-slip boundary conditions are prescribed, we

prove that any bounded solution is trivial if it is axisymmetric or rur is bounded, and that

general three-dimensional solutions must be Poiseuille flows when the velocity is not big in

L
∞ space. When the periodic boundary conditions are imposed on the slab boundaries,

we prove that the bounded solutions must be constant vectors if either the swirl or radial

velocity is independent of the angular variable, or rur decays to zero as r tends to infinity.

The proofs are based on the fundamental structure of the equations and energy estimates.

The key technique is to establish a Saint-Venant type estimate that characterizes the growth

of Dirichlet integral of nontrivial solutions.

1. Introduction and Main Results

It is well known that every bounded harmonic function on R
n is constant. This is the

classical Liouville theorem for Laplace equation. Such a kind of results was later generalized

to many other partial differential equations. It has played an important role in analyzing

singularity and classification of solutions for PDEs, etc. In this paper, we are interested in

the Liouville-type theorem for solutions of steady incompressible Navier-Stokes system,

(1)

{

−∆u+ (u · ∇)u+∇P = 0, in Ω,

∇ · u = 0, in Ω,

where u = (u1, u2, u3) is the velocity field, and Ω is the slab R
2× [0, 1] with no-slip boundary

conditions

(2) u = 0 at x3 = 0 and 1,

or with the periodic boundary condition in x3. In the latter case, we may denote the domain

by R
2 × T and regard the flows as periodic flows in one direction.
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Note that the solutions of (1) in R
2×T can also be regarded as solutions in the whole R3.

The existence of solutions for (1) in an exterior domain Ω satisfying

(3)

∫

Ω

|∇u|2dx < ∞

was studied by Leray in the pioneering work [18]. A solution to (1) in an exterior domain or

the whole space is called aD-solution if it satisfies (3). With the aid of the maximum principle

for the vorticity, a Liouville theorem forD-solutions of two-dimensional steady Navier-Stokes

system in the whole plane was established in [10]. A longstanding open problem is whether a

three-dimensional D-solution in an exterior domain with homogeneous boundary conditions

or in the whole space must equal to 0 when it tends to zero at far field (cf. [9]). When

Ω = R
3, there are a lot of studies for this problem. It was proved in [9, Theorem X.9.5] that

the D-solution must be zero provided u ∈ L
9

2 (R3). There are quite a lot of progress along

this direction in recent years, one may refere to [4, 6, 15, 21] and references therein.

The cylindrical coordinates are convenient to study the Navier-Stokes system. Here we

first introduce the cylindrical coordinates (r, θ, z) defined as follows

(4) x1 = r cos θ, x2 = r sin θ, and x3 = z;

And we write the components of the velocity u as follows: u = urer + uθeθ + uzez where

ur, uθ, and uz are called radial, swirl, and axial velocity, respectively, with

er = (cos θ, sin θ, 0), eθ = (− sin θ, cos θ, 0), and ez = (0, 0, 1).

We sometimes use Cartesian coordinates (x1, x2, x3) with (u1, u2, u3) and, other times,

use cylindrical coordinates (r, θ, z) with (ur, uθ, uz). If no confusion arises, we may write

x3 and z interchangeably to indicate the third coordinate. Likewise, we may use u3 and uz

interchangeably to represent the third component of the velocity u.

A solution u is called an axisymmetric solution if all the components ur, uθ, uz are inde-

pendent of θ. In the cylindrical coordinates, the Navier-Stokes system (1) can be written

as

(5)























































(

ur∂r +
uθ

r
∂θ + uz∂z

)

ur − (uθ)2

r
+

2

r2
∂θu

θ + ∂rP =

(

∆r,θ,z −
1

r2

)

ur,

(

ur∂r +
uθ

r
∂θ + uz∂z

)

uθ +
uθur

r
− 2

r2
∂θu

r +
1

r
∂θP =

(

∆r,θ,z −
1

r2

)

uθ,

(

ur∂r +
uθ

r
∂θ + uz∂z

)

uz + ∂zP = ∆r,θ,zu
z,

∂ru
r +

1

r
∂θu

θ + ∂zu
z +

ur

r
= 0,
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where

∆r,θ,z = ∂2
r +

1

r
∂r +

1

r2
∂2
θ + ∂2

z .

The Liouville-type theorems for axisymmetric D-solutions were established when the point-

wise behavior for the velocity field or vorticity is prescribed at far field, see [3, 15, 26] and

references therein.

As pointed out in [23], a strong version of Liouville-type theorems for the steady Navier-

Stokes system in the whole space was conjectured by Seregin and Sverak: whether the

solutions u ∈ H1
loc(R

3) ∩ L∞(R3) must be constant vectors. A significant result in [7, 8, 14]

asserts that every bounded axisymmetric steady solution with type I singularity for Navier-

Stokes system is trivial. This Liouville-type theorem also holds for bounded two-dimensional

solutions for steady Navier-Stokes system in the whole plane. Furthermore, the analysis on

ancient solutions of Navier-Stokes system in [17] asserts that the bounded axisymmetric

steady solution in R
2 × T must be zero if the swirl velocity also decays as r−1 at far field.

Very recently, the flows in a slab were studied in [2, 3]. It was proved that the smooth

solution u of equation (1) must be 0 if u satisfies either the no-slip boundary conditions (2)

together with (3) or that u is axisymmtric, periodic in the axial direction, and satisfies (3).

The results for the bounded periodic solutions were improved in [20] where both condition

(3) and independence of θ for the swirl velocity uθ are needed. The Liouville-type theorem for

flows in a slab with both no-slip boundary conditions and periodic conditions was obtained

under refined conditions in [23].

In this paper, we focus on the Liouville-type theorem for flows in a slab. Our first result is

on the axisymmetric solutions of steady Navier-Stokes system in a slab with no-slip boundary

conditions.

Theorem 1.1. Let Ω = R
2 × (0, 1) and u be a smooth axisymmetric solution of the Navier-

Stokes system (1) with no-slip boundary conditions (2). Then u ≡ 0 if

either (a)

(6) lim
R→+∞

R−4E(R) = 0

where

(7) E(R) =

∫ 1

0

∫

{x2
1
+x2

2
<R2}

|∇u|2dx1dx2dx3,

or (b)

(8) lim
R→+∞

R−1 sup
z∈[0,1]

|u(R, z)| = 0.

There are a few remarks in order.
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Remark 1.1. Theorem 1.1 implies that any nontrivial axisymmetric solution (if it exists)

to the homogeneous Navier-Stokes equations in a slab should grow at least linearly.

Remark 1.2. The proof of Theorem 1.1 also shows that if u is a nontrivial solution to the

homogeneous Stokes equations in R
2 × (0, 1) with no-slip boundary conditions, then E(R)

must grow exponentially. This phenomenon is quite similar to that for Laplace equation in

a slab.

Next, we state our results on general three-dimensional flows in a slab with certain as-

ymptotic constraints.

Theorem 1.2. Let u be a smooth solution to the Navier-Stokes system (1) in Ω = R
2×(0, 1)

with no-slip boundary conditions (2). Then there exists an absolute number α ∈ (0, 1) such

that u ≡ 0 if one of the following conditions holds:

(a)

(9) lim
R→+∞

R−αE(R) = 0

where E(R) is defined in (7);

(b) u satisfies for some β ∈ [0, α
2
],

(10) lim
r→∞

r−β sup
θ∈[0,2π)
z∈[0,1]

|u(r, θ, z)| = 0 and sup
(r,θ,z)∈Ω

r1+β−α
2 |ur(r, θ, z)| < ∞.

Remark 1.3. A direct consequence of Theorem 1.2 is as follows. Let u be a smooth solution

to the Navier-Stokes system (1) such that

∫ 1

0

∫

R2

|∇u|2dx < ∞.

Then u ≡ 0. This is exactly [3, Theorem 1.1], which asserts that a homogeneous D-Solution

to the steady incompressible Navier-Stokes system in a slab with no-slip boundary conditions

must be 0. Hence Theorem 1.2 improves the results obtained in [3, Theorem 1.1].

Remark 1.4. As long as there is a number β ∈ [0, α
2
] such that the conditions (10) are

satisfied, u must be 0. In particular, we have u ≡ 0 when both u and rur are uniformly

bounded, where the conditions (10) are guaranteed by β = α
2
.

Remark 1.5. The conditions in Case (b) of Theorem 1.2 also include another special case

that limr→∞ supθ,z |u(r, θ, z)| = 0 and r1−
α
2 ur is uniformly bounded, where the conditions

(10) are satisfied with β = 0.
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Remark 1.6. It should be interesting to get the optimal exponent α in (9). From the proof

for Theorem 1.2, this optimal exponent should be related to the best constant for the Bogovskii

map in Lemma 2.1.

Remark 1.7. If u is only bounded, then the trivial solution u = 0 may not be the only

solution for Navier-Stokes system in a slab with no-slip boundary conditions. For example,

u = (c1x3(1 − x3), c2x3(1 − x3), 0) is also a bounded solution of (1) in a slab with no-slip

boundary conditions. These solutions are called Poiseuille flow in a layer. It is a conjecture

whether the bounded solution to the Navier-Stokes system must be a Poiseuille flow.

In fact, if u is not too big, we have the following Liouville-type theorem for general three-

dimensional flows in a slab.

Theorem 1.3. Let u be a smooth solution to the Navier-Stokes system (1) in a slab R2×(0, 1)

with no-slip boundary conditions (2). Then u must be a Poiseuille flow of form (c1x3(1 −
x3), c2x3(1− x3), 0) if

(11) ‖u‖L∞(Ω) < π.

Remark 1.8. The assumption on the upper bound of u in Theorem 1.3 may not be opti-

mal. The current bound comes from the estimate (112). It is still an open problem whether

Poiseuille flow is the unique bounded solution when ‖u‖L∞(Ω) is not small. When the domain

is a strip in R
2, it relates to the resolution of the famous Leray problem for flows in infinitely

long nozzles, which is still a longstanding open problem. One may refer to [9,16,25] for more

discussion about this problem.

Remark 1.9. The proof of Theorem 1.3 shows that u must be a Poiseuille flow, i.e., u =

(c1x3(1 − x3), c2x3(1− x3), 0), provided u is a bounded smooth solution to the homogeneous

Stokes equations in R
2 × [0, 1]. Hence the Liouville-type theorem for the Stokes system in a

slab can be established even when the assumption (11) is removed.

Finally, we state our results on Liouville-type theorems for the steady Navier-Stokes system

in a slab with periodic boundary conditions.

Theorem 1.4. Let u be a bounded smooth solution to the Navier-Stokes system (1) in R
2×T.

Then u must be a constant vector provided that one of the following conditions holds:

(a) uθ is axisymmetric, i.e., uθ is independent of θ;

(b) ur is axisymmetric, i.e., ur is independent of θ;

(c) rur converges to 0, as r → +∞.

(d) ‖u‖L∞(Ω) < 2π.
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Furthermore, in all cases (a), (b), and (c), the only nonzero component of the velocity field

must be uz, i.e., the constant vector u must be of the form (0, 0, c).

Remark 1.10. It is clear that axisymmetric solutions satisfy the condition in case (a) of

Theorem 1.4. Therefore, any bounded axisymmetric solution periodic in the axial direction

must be of the form (0, 0, c).

Here we illustrate the major methods of the paper. The key idea of this paper is to

establish various differential inequalities for the Dirichlet integral of u over a finite part ΩR.

The idea dates back to the proof of Saint-Venant’s principle for solutions to equations of

elasticity in [13, 22]. This idea was also generalized to deal with linear elliptic equations

in [19] where the growth of Dirichlet integral for solutions was established. When adapting

the same idea to Stokes or Navier-Stokes system in a pipe, the presence of pressure term

causes serious difficulties. Inspired by the work [16], we develop a new form of the Bogovskii

map in Lemma 2.1 to estimate the pressure term in a careful and efficient way, utilizing

the structure of the Navier-Stokes equations. In particular, we make frequent use of the

improved estimates in (17). We would like to mention that the stream function can be used

to deal with axisymmetric flows, see [12]. However, it does not seem to work well with

general three-dimensional flows.

The organization for the rest of the paper is as follows. Some preliminary results on

Bogovskii map and differential inequalities are presented in Section 2. The proof of axisym-

metric solution in a slab with no-slip boundary conditions is given in Section 3. In Section

4, we give the proof for Liouville-type theorem for general three-dimensional solutions in a

slab with no-slip boundary conditions. Finally, the Liouville-type theorem for the steady

Navier-Stokes system in a periodic slab is established in Section 5.

2. Preliminaries

In this section, we give some preliminaries. First, we introduce the following notations.

Define

L
p
0(Ω) =

{

f : f ∈ Lp(Ω),

∫

Ω

fdx = 0

}

.

For any R ≥ 2, denote DR = (R − 1, R) × (0, 1), DR = (R − 1, R) × (0, 2π) × (0, 1),

ΩR = BR×(0, 1), and OR = (BR\BR−1)×(0, 1), where BR = {(x1, x2) ∈ R
2 : x2

1+x2
2 < R2}.

For any x ∈ R
3, define Br(x) = {y ∈ R

3 : |y − x| < r}. In the rest of the paper, ϕR(r)
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denotes the smooth cut-off function satisfying

(12) ϕR(r) =















1, r < R− 1,

R− r, R− 1 ≤ r ≤ R,

0, r > R.

Here we introduce the Bogovskii map, which gives a solution to the divergence equations.

The general form is due to Bogovskii [1], see also [9, Section III.3] and [24, Section 2.8].

Lemma 2.1. Let Ω be a bounded Lipschitz domain in R
n with n ≥ 2. For any q ∈ (1,∞),

there is a linear map Φ that maps a scalar function f ∈ L
q
0(Ω) to a vector field V = Φf ∈

W
1,q
0 (Ω;Rn) satisfying

div V = f and ‖V ‖W 1,q
0

(Ω) ≤ C(Ω, q)‖f‖Lq(Ω).

In particular, we have the following results.

(1) For any f ∈ L2
0(DR), the vector valued function V = Φf ∈ H1

0 (DR;R
2) satisfies

∂rV
r + ∂zV

z = f in DR and ‖∇̃V ‖L2(DR) ≤ C‖f‖L2(DR),

where ∇̃ = (∂r, ∂z) and C is some constant independent of R.

(2) For any f ∈ L2(DR), the vector valued function V = Φf ∈ H1
0 (DR;R

3) satisfies

∂rV
r + ∂θV

θ + ∂zV
z = f in DR and ‖∇̄V ‖L2(DR) ≤ C‖f‖L2(DR),

where ∇̄ = (∂r, ∂θ, ∂z) and C is some constant independent of R.

The constants in the estimates of parts (1) and (2) do not depend on R; indeed, for Φ

given in DR = D2, we can define ΦR in DR for general R as follows. For f ∈ L2
0(DR), it

holds that (τ−R+2 ◦f)(r, z) := f(r−R+2, z) ∈ L2
0(D2) and V = Φ(τ−R+2 ◦f) ∈ H1

0 (D2;R
2).

Then (τR−2◦)V (r, z) = V (r +R − 2, z) ∈ H1
0 (DR;R

2) and we can define ΦRf = τR−2V .

We will apply the Bogovskii map Φ in a non-standard way. In a domain OR, one can solve

the equation

(13) divV = f in OR

by utilizing the Bogovskii map Φ in a standard way, which yields the estimate

(14) ‖∇V ‖L2(OR) ≤ CR‖f‖L2(OR).

On the other hand, one can solve the same equation (13) with different estimates as follows.

Define a function g by g = rf(r, θ, z) in DR and a vector field W = (W r,W θ,W z) by

(15) W r = rV r, W θ = V θ, W z = rV z in DR.
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Then using cylindrical coordinates, one can see that equation (13) is equivalent to the equa-

tion

(16)
∂W r

∂r
+

∂W θ

∂θ
+

∂W z

∂z
= g in DR.

Note equation (13) holds in OR whereas equation (16) holds in DR. Applying the Bogovskii

map to solve the equation (16) now yields an estimate of the gradient (∂r, ∂θ, ∂z)W in terms

of g, which, in turn, gives the following estimates:

(17)

∥

∥

∥

∥

1

r
∂θV

z

∥

∥

∥

∥

L2(OR)

+

∥

∥

∥

∥

1

r
∂θV

r

∥

∥

∥

∥

L2(OR)

≤CR−1‖f‖L2(OR),

‖(∂r, ∂z)V r‖L2(OR) + ‖(∂r, ∂z)V z‖L2(OR) +

∥

∥

∥

∥

1

r
∂θV

θ

∥

∥

∥

∥

L2(OR)

≤C‖f‖L2(OR),

‖(∂r, ∂z)V θ‖L2(OR) ≤CR‖f‖L2(OR).

One can compare estimates (17) to (14). All estimates in (17) have constants with better

behavior with respect to R than (14) except the third one in (17). We will use the Bogovskii

map Φ in this way rather than the standard way.

The second lemma is used to characterize the growth of functions which satisfy various

differential inequalities.

Lemma 2.2. Let φ(t) be a nondecreasing nonnegative function and t0 > 1 be a fixed constant.

Suppose that φ(t) is not identically zero.

(a) If φ(t) satisfies

(18) φ(t) ≤ C1φ
′(t) + C2 [φ

′(t)]
3

2 for any t ≥ t0,

then

(19) lim
t→+∞

t−3φ(t) > 0.

(b) If φ(t) satisfies

(20) φ(t) ≤ C3φ
′(t) + C4t

− 1

2 [φ′(t)]
3

2 for any t ≥ t0,

then

(21) lim
t→+∞

t−4φ(t) > 0.

(c) If φ(t0) > 0 and there exist constants C1 > 1 and C2 > 0 such that φ(t) satisfies

(22) φ(t) ≤ C1tφ
′(t) + C2t [φ

′(t)]
3

2 for any t ≥ t0,
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then for any fixed 0 < α < 1
C1
, one has

(23) φ(t) ≥ Ctα for any t ≥ t0,

where C = min

{

φ(t0)
2

t−α
0 , 1

4α

(

1
αC1

− 1
)2

C2
1

C2
2

}

.

The proof for Case (a) of Lemma 2.2 can be found in [16]. For readers’ convenience, we

give a short proof.

Proof. We prove the lemma case by case.

Step 1. Proof for Case (a). Assume that φ(t1) > 0 for some t1 ≥ t0. According to (18), it

holds that

(24) C1φ
′(t) + C2 [φ

′(t)]
3

2 ≥ φ(t) ≥ φ(t1) > 0 for any t ≥ t1.

Hence there exists a positive constant α1 such that

(25) φ′(t) > α1 for any t ≥ t1.

Taking (25) into (18) yields

(26) φ(t) ≤ (C1α
− 1

2

1 + C2) [φ
′(t)]

3

2 for any t ≥ t1,

which implies (19) finishes the proof for Case (a).

Step 2. Proof for Case (b). If φ(t) satisfies (20), as proved above, φ(t) grows at least in

cubic order. Hence there exist a t2 > t0 and a constant α2, such that

(27) C3φ
′(t) + C4t

− 1

2 [φ′(t)]
3

2 ≥ α2t
3 for t ≥ t2.

Hence for t ≥ t2, either C3φ
′(t) ≥ α2

2
t3 or C4t

− 1

2 (φ′(t))
3

2 ≥ α2

2
t3. Therefore, there exists a

positive constant α3 > 0 such that

(28) φ′(t) ≥ α3t
7

3 for t ≥ t2.

Hence one has

(29) φ(t) ≤ C3α
− 1

2

3 t−
7

6 [φ′(t)]
3

2 + C4t
− 1

2 [φ′(t)]
3

2 ≤ C5t
− 1

2 [φ′(t)]
3

2 ,

which implies (21) and completes the proof for Case (b).

Step 3. Proof for Case (c). Note that Ctα0 ≤ 1
2
φ(t0). Hence there exists a δ > 0 such that

φ(t) ≥ Ctα for any t ∈ [t0, t0 + δ).

Define

t̄ = sup{s : φ(τ) ≥ Cτα for any τ ∈ (t0, s)}.
Clearly, t̄ ≥ t0 + δ > 1. Suppose that t̄ < ∞. Then one has φ(t̄) = Ct̄α.
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If φ′(t̄) > 1
4

(

1
αC1

− 1
)2 (

C1

C2

)2

, then there exists a δ̃ > 0 such that

φ′(t) >
1

4

(

1

αC1
− 1

)2(
C1

C2

)2

for any t ∈ [t̄, t̄+ δ̃).

Hence for any t ∈ (t̄, t̄+ δ̃), one has

φ(t) =φ(t̄) +

∫ t

t̄

φ′(s)ds > φ(t̄) +

∫ t

t̄

1

4

(

1

αC1
− 1

)2(
C1

C2

)2

ds ≥ φ(t̄) +

∫ t

t̄

αCds

=Ct̄α +

∫ t

t̄

Cαds ≥ Ct̄α +

∫ t

t̄

Cαsα−1ds = Ctα.

This contradicts with the definition of t̄.

If φ′(t̄) ≤ 1
4

(

1
αC1

− 1
)2 (

C1

C2

)2

, then there exists a δ̂ > 0 such that

φ′(t) <

(

1

αC1
− 1

)2(
C1

C2

)2

for any t ∈ [t̄, t̄+ δ̂).

Thus for any t ∈ (t̄, t̄+ δ̂), one has

φ(t) ≤C1tφ
′(t) + C2t

(

φ′(t)
)

3

2

< C1tφ
′(t) + C2tφ

′(t)

(

1

αC1
− 1

)

C1

C2
≤ 1

α
tφ′(t).

This implies

ln
φ(t)

φ(t̄)
≥ α ln

t

t̄
.

Hence for any t ∈ (t̄, t̄+ δ̂), it holds that

φ(t) ≥ φ(t̄)

(

t

t̄

)α

= Ct̄αt̄−αtα = Ctα.

This also leads to a contradiction with the definition of t̄. Therefore, t̄ = +∞ and the proof

for Case (c) is completed. �

The following lemma shows that the bounded solutions of Navier-Stokes system in a slab

with no-slip boundary conditions or periodic boundary conditions have bounded gradient.

Lemma 2.3. Let u be a bounded smooth solution to the Navier-Stokes system (1) in R
2 ×

(0, 1) supplemented with no-slip boundary conditions or in R
2×T. Then ∇u, ∇2u, and ∇P

are also uniformly bounded.

Proof. The proof is divided into two steps.
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Step 1. interior regularity. According to [9, Theorem IV.4.1, Theorem IV.4.4, and Remark

IV.4.2], it holds that for any x ∈ R
2 × [1

8
, 7
8
],

(30) ‖∇u‖L4(B 5
64

(x)) ≤ C‖u‖2L8(B 3
32

(x)) + C‖u‖L4(B 3
32

(x)) ≤ C.

Moreover, one has

(31) ‖∇u‖W 1,4(B 1
16

(x)) ≤ C‖∇u‖L4(B 5
64

(x))‖u‖L∞(B 5
64

(x)) + C‖u‖W 1,4(B 5
64

(x)) ≤ C.

(32) ‖∇2u‖W 1,4(B 1
32

(x)) ≤ C‖u · ∇u‖W 1,4(B 1
16

(x)) + C‖u‖W 2,4(B 1
16

(x)) ≤ C.

Step 2. boundary regularity. According to [9, Theorem IV.5.1, Theorem IV.5.3, and

Remark IV.5.2], it holds that

(33) ‖∇u‖L4(B 5
6

(x)∩Ω) ≤ C‖u‖2L8(B 7
8

(x)∩Ω) + C‖u‖L4(B 7
8

(x)∩Ω) ≤ C, for anyx ∈ ∂Ω.

Moreover, one has

(34) ‖∇u‖W 1,4(B 3
4

(x)∩Ω) ≤ C‖∇u‖L4(B 5
6

(x)∩Ω)‖u‖L∞(B 5
6

(x)∩Ω) + C‖u‖W 1,4(B 5
6

(x)∩Ω) ≤ C.

(35) ‖∇2u‖W 1,4(B 1
2

(x)∩Ω) ≤ C‖u · ∇u‖W 1,4(B 3
4

(x)∩Ω) + C‖u‖W 2,4(B 3
4

(x)∩Ω) ≤ C.

Combining (30)-(34) with Sobolev embedding inequality gives the uniform bound of ∇u,

∇2u, and hence the uniform bound of ∇P . The proof for Lemma 2.3 is completed. �

3. Axisymmetric solutions with no-slip boundary conditions

In this section, we deal with the axisymmtric solutions of the Navier-Stokes system in a

slab with no-slip boundary conditions. The benefit of the no-slip boundary conditions is

that Poincaré inequality

(36) ‖u‖L2(OR) ≤ C‖∂zu‖L2(OR)

holds, where C is a universal constant. We will make use of this fact frequently. Furthermore,

the axisymmetry of u also plays an important role, since it leads t improved estimates for

the pressure term as indicated in (17).

Proof of Theorem 1.1 . The proof is divided into three steps.

Step 1. Set up. Assume that u is a smooth solution to (1) in Ω = R
2 × (0, 1) with no-slip

boundary conditions. Multiplying the first equation in (1) by ϕR(r)u and integrating by

parts one obtains

(37)

∫

Ω

|∇u|2ϕR = −
∫

Ω

∇ϕR · ∇u · u+

∫

Ω

1

2
|u|2u · ∇ϕR +

∫

Ω

Pu · ∇ϕR.
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Note that

(38)

∫

Ω

Pu · ∇ϕR = 2π

∫ 1

0

∫ R

R−1

Purr drdz.

Clearly, the last equation in (5) for axisymmetric solutions can be reduced to

∂r(ru
r) + ∂z(ru

z) = 0.

Hence for every fixed r ≥ 0, one has

(39) ∂r

∫ 1

0

rur dz = −
∫ 1

0

∂z(ru
z) dz = 0.

Thus it holds that

(40)

∫ 1

0

rur dz = 0 and

∫ 1

0

∫ R

R−1

rur drdz = 0.

By virtue of Lemma 2.1, there exists a vector valued function ΨR(r, z) ∈ H1
0 (DR;R

2) satis-

fying

(41) ∂rΨ
r
R + ∂zΨ

z
R = rur

and

(42) ‖∂rΨR‖L2(DR) + ‖∂zΨR‖L2(DR) ≤ C‖rur‖L2(DR) ≤ CR
1

2‖ur‖L2(OR).

Therefore, combining (38) and (41) one derives

(43)

∫

Ω

P∇ϕR ·u =

∫ 1

0

∫ R

R−1

P (∂rΨ
r
R + ∂zΨ

z
R) drdz = −

∫ 1

0

∫ R

R−1

(∂rPΨr
R+∂zPΨz

R) drdz.

Since u is an axisymmetric solution of (5), the gradient (∂rP, ∂zP ) of the pressure satisfies

(44)



















(ur∂r + uz∂z)u
r − (uθ)2

r
+ ∂rP =

(

∂2
r +

1

r
∂r + ∂2

z −
1

r2

)

ur,

(ur∂r + uz∂z)u
z + ∂zP =

(

∂2
r +

1

r
∂r + ∂2

z

)

uz.
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Using (44) and integration by parts one obtains

(45)

∫ 1

0

∫ R

R−1

∂rPΨr
R drdz

=

∫ 1

0

∫ R

R−1

(

∂2
r +

1

r
∂r + ∂2

z −
1

r2

)

urΨr
R drdz

−
∫ 1

0

∫ R

R−1

[

(ur∂r + uz∂z)u
r − (uθ)2

r

]

Ψr
R drdz

=−
∫ 1

0

∫ R

R−1

(∂ru
r∂rΨ

r
R + ∂zu

r∂zΨ
r
R) drdz +

∫ 1

0

∫ R

R−1

(

1

r
∂r −

1

r2

)

urΨr
R drdz

−
∫ 1

0

∫ R

R−1

[

(ur∂r + uz∂z)u
r − (uθ)2

r

]

Ψr
R drdz

and

(46)

∫ 1

0

∫ R

R−1

∂zPΨz
R drdz

=−
∫ 1

0

∫ R

R−1

(∂ru
z∂rΨ

z
R + ∂zu

z∂zΨ
z
R) drdz +

∫ 1

0

∫ R

R−1

1

r
∂ru

rΨr
R drdz

−
∫ 1

0

∫ R

R−1

(ur∂r + uz∂z)u
zΨz

R drdz

Step 2. Proof for Case (a) of Theorem 1.1. Now we start to estimate the first two terms

on the right hand side of (37) and the terms on the right hand sides of (45) and (46). By

Poincaré inequality (36) and Sobolev embedding inequality, one derives

(47)

∣

∣

∣

∣

∫

Ω

∇ϕR · ∇u · u
∣

∣

∣

∣

≤ C‖∇u‖L2(OR)‖u‖L2(OR) ≤ C‖∇u‖2L2(OR)

and

(48)

∣

∣

∣

∣

∫

Ω

1

2
|u|2u · ∇ϕR

∣

∣

∣

∣

≤ CR

∫ 1

0

∫ R

R−1

|u|3 drdz ≤CR‖(∂r, ∂z)u‖3L2(DR)

≤CR− 1

2‖∇u‖3L2(OR).

By (42) and Poincaré inequality, one has

(49)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

(∂ru
r∂rΨ

r
R + ∂zu

r∂zΨ
r
R) drdz

∣

∣

∣

∣

≤CR− 1

2‖∇u‖L2(OR)‖∇̃ΨR‖L2(DR)

≤C‖∇u‖2L2(OR)
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and

(50)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

(

1

r
∂r −

1

r2

)

urΨr
R drdz

∣

∣

∣

∣

≤CR−1‖∇̃u‖L2(DR)‖ΨR‖L2(DR)

≤CR−1‖∇u‖2L2(OR).

Furthermore, it holds that

(51)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

[

(ur∂r + uz∂z)u
r − (uθ)2

r

]

Ψr
R drdz

∣

∣

∣

∣

≤C‖(ur, uz, uθ)‖L4(DR)

(

‖∇̃ur‖L2(DR) +R−1‖uθ‖L2(DR)

)

‖ΨR‖L4(DR)

≤C‖(ur, uθ, uz)‖
1

2

L2(DR)‖(ur, uθ, uz)‖
1

2

H1(DR) · R− 1

2‖∇u‖L2(OR) · ‖∇̃ΨR‖L2(DR)

≤C‖∇̃(ur, uθ, uz)‖L2(DR) · R− 1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR)

≤CR− 1

2‖∇u‖3L2(OR).

Combining the estimates (49)-(51) one arrives at

(52)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

∂rPΨr
R drdz

∣

∣

∣

∣

≤ C‖∇u‖2L2(OR) + CR− 1

2‖∇u‖3L2(OR).

Similarly, one has

(53)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

∂zPΨz
R drdz

∣

∣

∣

∣

≤ C‖∇u‖2L2(OR) + CR− 1

2‖∇u‖3L2(OR).

Now it can be shown that

(54)

∫

Ω

|∇u|2ϕR ≤ C‖∇u‖2L2(OR) + CR− 1

2‖∇u‖3L2(OR).

Let

(55) Y (R) =

∫ 1

0

∫

R2

|∇u(x)|2ϕR

(

√

x2
1 + x2

2

)

dx1dx2dx3.

Note that for any three-dimensional function u, straightforward computations give

(56) Y (R) =

∫ 1

0

∫ 2π

0

(
∫ R−1

0

|∇u|2r dr +
∫ R

R−1

|∇u|2(R − r)r dr

)

dθdz

and

(57) Y ′(R) =

∫

OR

|∇u|2dx,
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where the explicit form of ϕR in (12) has been used. For the axisymmetric solutions, Y (R)

in (56) can be reduced to

Y (R) = 2π

∫ 1

0

(
∫ R−1

0

|∇u|2r dr +
∫ R

R−1

|∇u|2(R− r)r dr

)

dz.

Hence the estimate (54) can be written as

Y (R) ≤ CY ′(R) + CR− 1

2 (Y ′(R))
3

2 .

Then Case (a) of Theorem 1.1 follows from Lemma 2.2.

Step 3. Proof for Case (b) of Theorem 1.1. We start from (37) and need to estimate the

first two terms on the right hand side of (37) and the terms on the right hand sides of (45)

and (46) in a different way. Using Poincaré inequality yields

(58)

∣

∣

∣

∣

∫

Ω

∇ϕR · ∇u · u
∣

∣

∣

∣

≤ C‖u‖L2(OR)‖∇u‖L2(OR) ≤ CR
1

2‖u‖L∞(OR)‖∇u‖L2(OR)

and

(59)

∣

∣

∣

∣

∫

Ω

1

2
|u|2u · ∇ϕR

∣

∣

∣

∣

≤ CR‖u‖2L∞(OR)

∫ 1

0

∫ R

R−1

|(ur, uθ, uz)| drdz

≤ CR‖u‖2L∞(OR)

(
∫ 1

0

∫ R

R−1

|(ur, uθ, uz)|2 drdz
)

1

2

≤ CR‖u‖2L∞(OR)‖∂zu‖L2(DR) ≤ CR
1

2‖u‖2L∞(OR)‖∇u‖L2(OR).

According to (42), instead of (49) and (50), one has

(60)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

(∂ru
r∂rΨ

r
R + ∂zu

r∂zΨ
r
R) drdz

∣

∣

∣

∣

≤ C‖(∂r, ∂z)ur‖L2(DR)‖(∂r, ∂z)Ψr
R‖L2(DR)

≤CR− 1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR) ≤ CR
1

2‖u‖L∞(OR)‖∇u‖L2(OR)

and

(61)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

(

1

r
∂r −

1

r2

)

urΨr
R drdz

∣

∣

∣

∣

≤CR−1‖∂rur‖L2(DR)‖Ψr
R‖L2(DR) + CR−2‖ur‖L2(DR)‖Ψr

R‖L2(DR)

≤CR− 3

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR) + CR− 5

2‖∂zur‖L2(OR) · R
1

2‖ur‖L2(OR)

≤CR− 1

2‖u‖L∞(OR)‖∇u‖L2(OR).
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Similarly, it holds that

(62)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

[

(ur∂r + uz∂z)u
r − (uθ)2

r

]

Ψr
R drdz

∣

∣

∣

∣

≤C‖u‖L∞(OR)‖∇̃ur‖L2(DR)‖Ψr
R‖L2(DR) + CR−1‖u‖L∞(OR)‖uθ‖L2(DR)‖Ψr

R‖L2(DR)

≤CR
1

2‖u‖2L∞(OR)‖∇u‖L2(OR).

Combining (60)-(62) one arrives at

(63)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

∂rPΨr
R drdz

∣

∣

∣

∣

≤ CR
1

2

(

‖u‖L∞(OR) + ‖u‖2L∞(OR)

)

‖∇u‖L2(OR).

The similar computations show that

(64)

∣

∣

∣

∣

∫ 1

0

∫ R

R−1

∂zPΨz
R drdz

∣

∣

∣

∣

≤ CR
1

2

(

‖u‖L∞(OR) + ‖u‖2L∞(OR)

)

‖∇u‖L2(OR).

Therefore, one has

(65) Y (R) ≤ CR
1

2

(

‖u‖L∞(OR) + ‖u‖2L∞(OR)

)

[Y ′(R)]
1

2 ,

where Y (R) is defined in (55).

Suppose u is not identically equal to zero and u satisfies (8). For any small ǫ > 0, there

exists a R0(ǫ) > 2 such that

‖u‖L∞(OR) ≤ ǫR for any R ≥ R0(ǫ).

Hence the inequality (65) implies that

(66)
Y ′(R)

[Y (R)]2
≥ (Cǫ)−2R−5.

If u is not equal to zero, according to Case (a) of Theorem 1.1, Y (R) must be unbounded

as R → +∞. For every R sufficiently large, integrating (66) over [R,+∞) one arrives at

(67)
1

Y (R)
≥ 1

4
(Cǫ)−2R−4.

Since ǫ can be arbitrarily small, this implies (6) and leads to a contradiction with the

assumption that u is not identically zero. Hence the proof of Theorem 1.1 is completed. �

4. General 3D solutions in a slab with no-slip boundary conditions

This section is devoted to the study for general solutions of the Navier-Stokes system (1)

in a slab with no-slip boundary conditions. Since ∂θP does not have the same scaling as ∂rP

and ∂zP , this makes ∂θP a troublesome term for the estimate, whereas it does not appear in

the axisymmetric setting. The key ideas to deal with other terms in general case are almost

the same as that for the axisymmetric case.
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Proof of Theorem 1.2. The proof contains three steps.

Step 1. Set up. Assume that u is a smooth solution to the Navier-Stokes system (1). The

equality (37) still holds. Instead of (38), one has

(68)

∫

Ω

Pu · ∇ϕR =

∫ 1

0

∫ 2π

0

∫ R

R−1

Purr drdθdz.

It follows from the last equation in (5) (divergence free equation) that for every fixed r ≥ 0,

one has

(69) ∂r

∫ 1

0

∫ 2π

0

rur dθdz = −
∫ 1

0

∫ 2π

0

∂θu
θ dθdz −

∫ 1

0

∫ 2π

0

∂z(ru
z) dθdz = 0.

And then it holds that

(70)

∫ 1

0

∫ 2π

0

rur dθdz = 0 and

∫ 1

0

∫ 2π

0

∫ R

R−1

rur drdθdz = 0.

By virtue of Lemma 2.1, there exists a vector valued function ΨR(r, θ, z) ∈ H1
0(DR;R

3)

satisfying

(71) ∂rΨ
r
R + ∂θΨ

θ
R + ∂zΨ

z
R = rur in DR

and

(72) ‖∂rΨR‖L2(DR) + ‖∂θΨR‖L2(DR) + ‖∂zΨR‖L2(DR) ≤ C‖rur‖L2(DR) ≤ CR
1

2‖ur‖L2(OR).

Combining (68) and (71) one obtains

(73)

∫

Ω

Pu · ∇ϕR =

∫ 1

0

∫ 2π

0

∫ R

R−1

P
(

∂rΨ
r
R + ∂θΨ

θ
R + ∂zΨ

z
R

)

drdθdz

= −
∫ 1

0

∫ 2π

0

∫ R

R−1

(∂rPΨr
R + ∂θPΨθ

R + ∂zPΨz
R) drdθdz.

Furthermore, it follows from the momentum equations in (5) that one has

(74)

∫ 1

0

∫ 2π

0

∫ R

R−1

∂rPΨr
R drdθdz

=−
∫ 1

0

∫ 2π

0

∫ R

R−1

(

∂ru
r∂rΨ

r
R + ∂zu

r∂zΨ
r
R +

1

r2
∂θu

r∂θΨ
r
R

)

drdθdz

+

∫ 1

0

∫ 2π

0

∫ R

R−1

[(

1

r
∂r −

1

r2

)

ur +
(uθ)2

r
− 2

r2
∂θu

θ

]

Ψr
R drdθdz

−
∫ 1

0

∫ 2π

0

∫ R

R−1

(

ur∂r +
uθ

r
∂θ + uz∂z

)

urΨr
R drdθdz,
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(75)

∫ 1

0

∫ 2π

0

∫ R

R−1

∂θPΨθ
R drdθdz

= −
∫ 1

0

∫ 2π

0

∫ R

R−1

[

r(∂ru
θ∂rΨ

θ
R + ∂zu

θ∂zΨ
θ
R) + r−1∂θu

θ∂θΨ
θ
R

]

drdθdz

+

∫ 1

0

∫ 2π

0

∫ R

R−1

[

−1

r
uθ − uθur +

2

r
∂θu

r

]

Ψθ
R drdθdz

−
∫ 1

0

∫ 2π

0

∫ R

R−1

r

(

ur∂r +
1

r
uθ∂θ + uz∂z

)

uθΨθ
R drdθdz,

and

(76)

∫ 1

0

∫ 2π

0

∫ R

R−1

∂zPΨz
R drdθdz

=−
∫ 1

0

∫ 2π

0

∫ R

R−1

(

∂ru
z∂rΨ

z
R + ∂zu

z∂zΨ
z
R +

1

r2
∂θu

z∂θΨ
z
R

)

drdθdz

−
∫ 1

0

∫ 2π

0

∫ R

R−1

(

ur∂r +
uθ

r
∂θ + uz∂z −

1

r
∂r

)

uzΨz
R drdθdz.

Step 2. Proof for Case (a) of Theorem 1.2. Now we estimate the first two terms on the

right hand side of (37) and the terms on the right hand sides of (74)–(76). First, Poincaré

inequality and Sobolev embedding inequality lead to

(77)

∣

∣

∣

∣

∫

Ω

∇ϕR · ∇u · u
∣

∣

∣

∣

≤ ‖u‖L2(OR)‖∇u‖L2(OR) ≤ ‖∇u‖2L2(OR)

and

(78)

∣

∣

∣

∣

∫

Ω

1

2
|u|2u · ∇ϕR

∣

∣

∣

∣

≤ CR

∫ 1

0

∫ 2π

0

∫ R

R−1

|u|3 drdθdz

≤ CR
∥

∥(ur, uθ, uz)
∥

∥

3

2

L2(DR)

∥

∥∇̄(ur, uθ, uz)
∥

∥

3

2

L2(DR)

≤ CR · R− 3

4‖u‖
3

2

L2(OR) · R
3

4‖∇u‖
3

2

L2(OR)

≤ CR‖∇u‖3L2(OR).

Using (72) one obtains

(79)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

∂ru
r∂rΨ

r
R + ∂zu

r∂zΨ
r
R +

1

r2
∂θu

r∂θΨ
r
R

)

drdθdz

∣

∣

∣

∣

≤C‖(∂r, r−1∂θ, ∂z)u
r‖L2(DR)‖(∂r, ∂θ, ∂z)Ψr

R‖L2(DR)

≤CR− 1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR)

≤C‖∇u‖2L2(OR)
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and

(80)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

[(

1

r
∂r −

1

r2

)

ur +
2

r2
∂θu

θ

]

Ψr
R drdθdz

∣

∣

∣

∣

≤C
(

R−1‖∂rur‖L2(DR) +R−2‖ur‖L2(DR) +R−1‖r−1∂θu
θ‖L2(DR)

)

‖Ψr
R‖L2(DR)

≤C(R− 3

2 +R− 5

2 )‖∇u‖L2(OR) · ‖∂zΨr
R‖L2(DR)

≤C(R− 3

2 +R− 5

2 )‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR)

≤CR−1‖∇u‖2L2(OR).

By Hölder inequality it can be shown that

(81)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

ur∂r +
1

r
uθ∂θ + uz∂z

)

urΨr
R drdθdz

∣

∣

∣

∣

≤C‖(ur, uθ, uz)‖L3(DR)‖(∂r, r−1∂θ, ∂z)u
r‖L2(DR)‖Ψr

R‖L6(DR).

It follows from Gagliardo-Nirenberg inequality and Poincaré inequality that

(82)

‖(ur, uθ, uz)‖L3(DR)

≤C‖(ur, uθ, uz)‖
1

2

L2(DR)‖(ur, uθ, uz)‖
1

2

H1(DR)

≤C‖∂z(ur, uθ, uz)‖
1

2

L2(DR)

(

‖∂z(ur, uθ, uz)‖L2(DR) + ‖∇̄(ur, uθ, uz)‖L2(DR)

)
1

2

≤CR− 1

4‖∇u‖
1

2

L2(OR)

(

R− 1

2‖∇u‖L2(OR) +R
1

2‖∇u‖L2(OR)

)
1

2

≤C‖∇u‖L2(OR)

and

(83) ‖ΨR‖L6(DR) ≤ C‖∇̄ΨR‖L2(DR) ≤ CR
1

2‖ur‖L2(OR) ≤ CR
1

2‖∇u‖L2(OR).

Putting (82)-(83) into (81) one derives

(84)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

ur∂r +
1

r
uθ∂θ + uz∂z

)

urΨr
R drdθdz

∣

∣

∣

∣

≤ C‖∇u‖3L2(OR).

Similarly, it follows from (82)-(83) that
∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(uθ)2

r
Ψr

R drdθdz

∣

∣

∣

∣

≤ CR−1‖uθ‖L3(DR)‖uθ‖L2(DR)‖Ψr
R‖L6(DR)

≤CR−1‖∇u‖L2(OR) · ‖∂zuθ‖L2(DR) · R
1

2‖∇u‖L2(OR)

≤CR−1‖∇u‖L2(OR) · R− 1

2‖∇u‖L2(OR) ·R
1

2‖∇u‖L2(OR)

≤R−1‖∇u‖3L2(OR).

(85)



20 JEAHEANG BANG, CHANGFENG GUI, YUN WANG, AND CHUNJING XIE

Combining the estimates (79)-(85) one obtains

(86)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂rPΨr
R drdθdz

∣

∣

∣

∣

≤ C‖∇u‖2L2(OR) + C‖∇u‖3L2(OR).

By making use of the estimates (72) and (82)-(83) it can be shown that

(87)

∫ 1

0

∫ 2π

0

∫ R

R−1

[

r(∂ru
θ∂rΨ

θ
R + ∂zu

θ∂zΨ
θ
R) + r−1∂θu

θ∂θΨ
θ
R

]

drdθdz

≤CR‖(∂ruθ, ∂zu
θ, r−2∂θu

θ)‖L2(DR)‖∇̄Ψθ
R‖L2(DR)

≤CR
1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR)

≤CR‖∇u‖2L2(OR)

and

(88)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

[

−1

r
uθ +

2

r
∂θu

r

]

Ψθ
R drdθdz

∣

∣

∣

∣

≤C
(

R−1‖uθ‖L2(DR) + ‖r−1∂θu
r‖L2(DR)

)

‖Ψθ
R‖L2(DR)

≤C
(

R− 3

2‖uθ‖L2(OR) +R− 1

2‖∇u‖L2(OR)

)

· R 1

2‖ur‖L2(OR)

≤C‖∇u‖2L2(OR).

Furthermore, one has

(89)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

uruθΨθ
R drdθdz

∣

∣

∣

∣

≤C‖ur‖L3(DR)‖uθ‖L2(DR)‖Ψθ
R‖L6(DR)

≤C‖∇u‖L2(OR) · R− 1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR)

≤C‖∇u‖3L2(OR)

and

(90)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

rur∂r + uθ∂θ + ruz∂z
)

uθΨθ
R drdθdz

∣

∣

∣

∣

≤CR‖(ur, uθ, uz)‖L3(DR)‖(∂r, r−1∂θ, ∂z)u
θ‖L2(DR)‖Ψθ

R‖L6(DR)

≤CR‖∇u‖3L2(OR).

Combining the estimates (87)-(90) one arrives at

(91)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂θPΨθ
R drdθdz

∣

∣

∣

∣

≤ CR‖∇u‖2L2(OR) + CR‖∇u‖3L2(OR).

Similarly, it can be proved that

(92)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂zPΨz
R drdθdz

∣

∣

∣

∣

≤ C‖∇u‖2L2(OR) + C‖∇u‖3L2(OR).
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The above computations imply

(93) Y (R) ≤ C1RY ′(R) + C2R [Y ′(R)]
3

2 .

It follows from Case (c) of Lemma 2.2 that if Y (R) is not identically zero, then for any

α ∈ (0, 1
C1
), there exists a constant C > 0 such that

Y (R) ≥ CRα.

Hence if limR→∞(Y (R)R−α) = 0, then Y (R) must be identically zero. This implies that

∇u ≡ 0 and thus u ≡ 0. Hence the proof for Case (a) of Theorem 1.2 is completed.

Step 3. Proof for Case (b) of Theorem 1.2. We estimate the first two terms on the right

hand side of (37) and the terms on the right hand sides of (74)–(76) in a different way. Using

Poincaré inequality and Sobolev embedding inequality we obtain

(94)

∣

∣

∣

∣

∫

Ω

∇ϕR · ∇u · u
∣

∣

∣

∣

≤ C‖∇u‖L2(OR)‖u‖L2(OR) ≤ CR
1

2‖u‖L∞(OR)‖∇u‖L2(OR)

and

(95)

∣

∣

∣

∣

∫

Ω

1

2
|u|2u · ∇ϕR

∣

∣

∣

∣

≤C‖ur‖L∞(OR)‖u‖2L2(OR)

≤CR
1

2‖ur‖L∞(OR)‖u‖L∞(OR)‖∇u‖L2(OR).

By virtue of (72), one has

(96)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

∂ru
r∂rΨ

r
R + ∂zu

r∂zΨ
r
R +

1

r2
∂θu

r∂θΨ
r
R

)

drdθdz

∣

∣

∣

∣

≤C‖(∂r, r−1∂θ, ∂z)u
r‖L2(DR)‖(∂r, ∂θ, ∂z)Ψr

R‖L2(DR)

≤C‖∇u‖L2(OR)‖ur‖L2(OR) ≤ CR
1

2‖ur‖L∞(OR)‖∇u‖L2(OR)

and

(97)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

[(

1

r
∂r −

1

r2

)

ur +
2

r2
∂θu

θ

]

Ψr
R drdθdz

∣

∣

∣

∣

≤C
(

R−1‖∂rur‖L2(DR) +R−2‖ur‖L2(DR) +R−1‖r−1∂θu
θ‖L2(DR)

)

‖Ψr
R‖L2(DR)

≤C(R− 3

2 +R− 5

2 )‖∇u‖L2(OR) · ‖∂zΨr
R‖L2(DR)

≤CR−1‖∇u‖L2(OR)‖ur‖L2(OR) ≤ CR− 1

2‖ur‖L∞(OR)‖∇u‖L2(OR).
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Furthermore, it holds that

(98)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

ur∂r +
1

r
uθ∂θ + uz∂z

)

urΨr
R drdθdz

∣

∣

∣

∣

≤C‖(ur, uθ, uz)‖L∞(DR)‖(∂r, r−1∂θ, ∂z)u
r‖L2(DR)‖Ψr

R‖L2(DR)

≤C‖u‖L∞(OR)‖∇u‖L2(OR)‖ur‖L2(OR) ≤ CR
1

2‖u‖L∞(OR)‖ur‖L∞(OR)‖∇u‖L2(OR)

and

(99)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(uθ)2

r
Ψr

R drdθdz

∣

∣

∣

∣

≤ CR−1‖u‖L∞(OR)‖uθ‖L2(DR)‖Ψr
R‖L2(DR)

≤ CR−1‖u‖L∞(OR)‖∇u‖L2(OR)‖ur‖L2(OR)

≤ CR− 1

2‖u‖L∞(OR)‖ur‖L∞(OR)‖∇u‖L2(OR).

Combining the estimates (96)-(99) one arrives at

(100)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂rPΨr
R drdθdz

∣

∣

∣

∣

≤ CR
1

2 (1 + ‖u‖L∞(OR))‖ur‖L∞(OR)‖∇u‖L2(OR).

Furthermore, straightforward computations lead to

(101)

∫ 1

0

∫ 2π

0

∫ R

R−1

[

r(∂ru
θ∂rΨ

θ
R + ∂zu

θ∂zΨ
θ
R) + r−1∂θu

θ∂θΨ
θ
R

]

drdθdz

≤CR‖(∂ruθ, ∂zu
θ, r−2∂θu

θ)‖L2(DR)‖∇̄Ψθ
R‖L2(DR)

≤CR‖∇u‖L2(OR)‖ur‖L2(OR) ≤ CR
3

2‖ur‖L∞(OR)‖∇u‖L2(OR)

and

(102)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

−1

r
uθ +

2

r
∂θu

r

)

Ψθ
R drdθdz

∣

∣

∣

∣

≤C
(

R−1‖uθ‖L2(DR) + ‖r−1∂θu
r‖L2(DR)

)

‖Ψθ
R‖L2(DR)

≤C‖∇u‖L2(OR)‖ur‖L2(OR) ≤ CR
3

2‖ur‖L∞(OR)‖∇u‖L2(OR).

By Hölder inequality and (72) one derives

(103)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

uruθΨθ
R drdθdz

∣

∣

∣

∣

≤C‖ur‖L∞(DR)‖uθ‖L2(DR)‖Ψθ
R‖L2(DR)

≤C‖ur‖L∞(OR)‖∇u‖L2(OR)‖ur‖L2(OR)

≤CR
1

2‖ur‖2L∞(OR)‖∇u‖L2(OR)
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and

(104)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

rur∂r + uθ∂θ + ruz∂z
)

uθΨθ
R drdθdz

∣

∣

∣

∣

≤CR‖u‖L∞(OR)‖(∂r, r−1∂θ, ∂z)u
θ‖L2(DR)‖Ψθ

R‖L2(DR)

≤CR‖u‖L∞(OR)‖∇u‖L2(OR)‖ur‖L2(OR)

≤CR
3

2‖u‖L∞(OR)‖ur‖L∞(OR)‖∇u‖L2(OR).

Combining the estimates (101)-(104) one obtains

(105)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂θPΨθ
R drdθdz

∣

∣

∣

∣

≤ CR
3

2 (1 + ‖u‖L∞(OR))‖ur‖L∞(OR)‖∇u‖L2(OR).

Similarly, it can be proved that

(106)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂zPΨz
R drdθdz

∣

∣

∣

∣

≤ CR
1

2 (1 + ‖u‖L∞(OR))‖ur‖L∞(OR)‖∇u‖L2(OR).

Collecting the above computations one has

(107) Y (R) ≤ C
(

R
1

2‖u‖L∞(OR) +R
3

2 (1 + ‖u‖L∞(OR))‖ur‖L∞(OR)

)

(Y ′(R))
1

2 ,

where Y (R) is defined in (55).

Suppose that there exist β ∈ [0, α
2
] and C > 0 such that the conditions in (10) hold. Then

for any ε > 0, there exists a R0(ε) > 2 such that

‖u‖L∞(OR) ≤ εRβ and ‖ur‖L∞(OR) ≤ CR−(1+β−α
2
) for all R ≥ R0(ε).

Therefore, inequality (107) implies

Y (R) ≤ CεR
1+α
2 (Y ′(R))

1

2 for all R ≥ R0(ε).

We assume u is not identically equal to zero. Then Y (R) > 0 for large R and it follows

that
1

Cε
R−(1+α) ≤ Y ′

Y 2
.

Integrating it over an interval (R1, R2) for large R1, we obtain

1

−αεC
(R−α

2 − R−α
1 ) ≤ − 1

Y (R2)
+

1

Y (R1)
.

According to Part (a) of Theorem 1.2, as R2 → ∞, it holds that Y (R2) → ∞. Hence

1

αεC
R−α

1 ≤ 1

Y (R1)
.

Therefore,

Y (R1) ≤ αεCRα
1 .
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As ε > 0 is chosen arbitrarily, by Part (a) of Theorem 1.2, it follows that u ≡ 0, which is a

contradiction. Therefore, u is a constant and thus u ≡ 0. This completes the proof of Case

(b) of Theorem 1.2. �

Now we are in position to prove Theorem 1.3, where Lemma 2.3 helps to guarantee the

uniform boundedness of gradient of velocity field.

Proof for Theorem 1.3. Assume that u is a smooth solution to the Navier-Stokes system (1).

Taking the xi-derivative(i = 1, 2) of the first equation in (1) one obtains

(108) −∆∂xi
u+ (∂xi

u · ∇)u+ (u · ∇)∂xi
u+∇∂xi

P = 0.

Multiplying the equation in (108) by ϕR(r)∂xi
u and integrating over Ω one derives

(109)

∫

Ω

|∇∂xi
u|2ϕR +

∫

Ω

(∇ϕR · ∇∂xi
u) · ∂xi

u+

∫

Ω

(∂xi
u · ∇)u · ∂xi

uϕR

=
1

2

∫

Ω

(u · ∇ϕR)|∂xi
u|2 +

∫

Ω

∂xi
P∂xi

u · ∇ϕR.

It follows from Poincaré inequality that

(110)

∣

∣

∣

∣

∫

Ω

(∇ϕR · ∇∂xi
u) · ∂xi

u

∣

∣

∣

∣

≤ ‖∇∂xi
u‖L2(OR)‖∂xi

u‖L2(OR) ≤ CR
1

2‖∇∂xi
u‖L2(OR).

Integration by parts yields

(111)

∫

Ω

(∂xi
u · ∇)u · ∂xi

uϕR = −
∫

Ω

(∂xi
u · ∇)∂xi

u · uϕR −
∫

Ω

(∂xi
u · ∇ϕR)(u · ∂xi

u).

In fact, one has

(112)

∣

∣

∣

∣

∫

Ω

(∂xi
u · ∇)∂xi

u · uϕR

∣

∣

∣

∣

≤ ‖∇∂xi
u
√
ϕR‖L2(Ω)‖∂xi

u
√
ϕR‖L2(Ω)‖u‖L∞(Ω)

≤ ‖∇∂xi
u
√
ϕR‖L2(Ω)

1

π
‖∂z∂xi

u
√
ϕR‖L2(Ω)‖u‖L∞(Ω)

≤ ‖∇∂xi
u
√
ϕR‖2L2(Ω)‖u‖L∞(Ω),

where the Poincar’e inequality

‖∂xi
u
√
ϕR‖L2(Ω) ≤

1

π
‖∂z(∂xi

u
√
ϕR)‖L2(Ω) =

1

π
‖∂z∂xi

u
√
ϕR‖L2(Ω)

has been used to get the second inequality. Furthermore, it holds that

(113)

∣

∣

∣

∣

∫

Ω

(∂xi
u · ∇ϕR)(u · ∂xi

u)

∣

∣

∣

∣

≤ ‖∂xi
u‖2L2(OR)‖u‖L∞(OR) ≤ CR

1

2‖∇∂xi
u‖L2(OR),

where Lemma 2.3 has been used to get the last inequality in (113). Similarly, one has

(114)

∣

∣

∣

∣

∫

Ω

u · ∇ϕR|∂xi
u|2

∣

∣

∣

∣

≤ ‖u‖L∞(OR)‖∂xi
u‖2L2(OR) ≤ CR

1

2‖∇∂xi
u‖L2(OR).



LIOUVILLE-TYPE THEOREMS 25

Using the moment equation (the first equation in (1)) one obtains

(115)

∫

Ω

∂xi
P∂xi

u · ∇ϕR =

∫

Ω

∆ui∂xi
u · ∇ϕR −

∫

Ω

(u · ∇ui)∂xi
u · ∇ϕR

=

∫

Ω

(∂2
x1

+ ∂2
x2
)ui∂xi

u · ∇ϕR −
∫

Ω

∂zu
i∂z∂xi

u · ∇ϕR −
∫

Ω

(u · ∇ui)∂xi
u · ∇ϕR.

Consequently, one has

(116)

∣

∣

∣

∣

∫

Ω

∂xi
P∂xi

u · ∇ϕR

∣

∣

∣

∣

≤ CR
1

2

(

‖∇∂x1
u‖L2(OR) + ‖∇∂x2

u‖L2(OR)

)

.

Since ‖u‖L∞(Ω) < π, it holds that

(117)

∫

Ω

|∇∂xi
u|2ϕR ≤ CR

1

2

(

‖∇∂x1
u‖L2(OR) + ‖∇∂x2

u‖L2(OR)

)

.

Define

Z(R) =

∫

Ω

(

|∇∂x1
u|2 + |∇∂x2

u|2
)

ϕR

(

√

x2
1 + x2

2

)

dx.

Hence the estimate (117) implies

(118) Z(R) ≤ CR
1

2Z ′(R)
1

2 .

Assume ∇∂x1
u and ∇∂x2

u are not identically equal to zero. Then Z(R) > 0 for R ≥ R0

with R0 > 0, and one has
1

CR
≤

(

− 1

Z(R)

)′

.

Integrating it over (R0, R) for large R0 one arrives at

1

C
ln

R

R0
≤ − 1

Z(R)
+

1

Z(R0)
≤ 1

Z(R0)
.

This leads to a contradiction when R is sufficiently large. Therefore, ∇∂x1
u = ∇∂x2

u ≡ 0.

Note that ∂x1
u = ∂x2

u = 0 at the boundary R
2 × {0, 1}. Thus ∂x1

u = ∂x2
u ≡ 0. It follows

from the divergence free property of u that ∂x3
u3 = 0. This, together with the no-slip

boundary conditions, yields that

u1 = u1(x3), u2 = u2(x3), and u3 ≡ 0.

Hence Navier-Stokes system can be written as

∂2
zu

1 + ∂x1
P = ∂2

zu
2 + ∂x2

P = ∂x3
P = 0.

Taking the homogeneous boundary condition of u into consideration one derives

u1 = c1x3(1− x3) and u2 = c2x3(1− x3) for some c1, c2 ∈ R.

This completes the proof of Theorem 1.3. �
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5. Liouville type theorem for flows in a periodic slab

This section is devoted to the proof of Theorem 1.4. Before the detailed presentation for

the proof, let us introduce several lemmas which give some important properties for solutions

of Navier-Stokes system in R
2×T. We first prove that the pressure is also periodic once the

solution u is uniformly bounded and periodic in one direction.

Lemma 5.1. Let u be a bounded smooth solution to the Navier-Stokes system (1) in R
2×T.

The pressure P is also a periodic function with respect to z.

Proof. Let Q(r, θ, z) = P (r, θ, z + 1)− P (r, θ, z). Since u is periodic with respect to z, one

has

∇Q = ∇P (r, θ, z + 1)−∇P (r, θ, z) = 0.

This implies that Q = Q0 for some constant Q0 ∈ R.

Integrating the third equation in (5) with respect to (θ, z) on [0, 2π]× [0, 1] and integration

by parts one obtains

(119)

2πQ0 =

∫ 1

0

∫ 2π

0

∂zP (r, θ, z)dθdz

=

∫ 1

0

∫ 2π

0

(

∂2
ru

z +
1

r
∂ru

z

)

dθdz −
∫ 1

0

∫ 2π

0

ur∂ru
z −

(

1

r
∂θu

θ + ∂zu
z

)

uz dθdz

=

(

∂r +
1

r

)
∫ 1

0

∫ 2π

0

∂ru
z dθdz −

(

∂r +
1

r

)
∫ 1

0

∫ 2π

0

uruz dθdz,

where the divergence free property of u (the last equation in (5)) has been used to get the

last equality. Hence one has

(120) r

∫ 1

0

∫ 2π

0

∂ru
z dθdz − r

∫ 1

0

∫ 2π

0

uruz dθdz = πQ0r
2 +Q1,

for some constant Q1 ∈ R.

Meanwhile, since u is bounded in R
2 × T, it follows from Lemma 2.3 that ∇u is also

bounded in R
2 × T. Hence there exists a constant C > 0 such that

∣

∣

∣

∣

r

∫ 1

0

∫ 2π

0

∂ru
z dθdz − r

∫ 1

0

∫ 2π

0

uruz dθdz

∣

∣

∣

∣

≤ Cr.

Hence Q0 = 0. This implies that P is periodic with respect to z. �

Remark 5.1. In fact, the pressure of the Navier-Stokes system (1) in a periodic slab may

not be periodic when the velocity is periodic but not bounded. For example, ū = r2ez is a

solution of Navier-Stokes equations in R
2 × T, however, the associated pressure P = 4z is

not periodic with respect to z.
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The following lemma shows Liouville-type theorem for solutions of the Navier-Stokes sys-

tem in a periodic slab when the associated Dirichlet integral is finite.

Lemma 5.2. Let u be a bounded smooth solution to the Navier-Stokes system (1) in R
2×T.

Then u = (0, 0, c), provided that uθ is independent of θ and u has a finite Dirichlet integral

in the slab, i.e.,

(121)

∫

R2×(0,1)

|∇u|2 < +∞.

Remark 5.2. In fact, the results in Lemma 5.2 have been obtained in [20]. Here we give a

different and simpler proof, which contains some of the key ingredients for the analysis on

general solutions whose Dirichlet integrals may not be finite.

Proof of Lemma 5.2. The proof contains two steps.

Step 1. Set up. Since u is a bounded smooth solution to (1) in R
2 × T, it follows from

Lemma 5.1 that the equality (37) still holds.

Due to the divergence free property of u and the fact that uθ is independent of θ, one has

∂r

∫ 1

0

rur dz = −
∫ 1

0

∂z(ru
z) dz = 0, for all 0 ≤ r < ∞, 0 ≤ θ ≤ 2π.

This implies

(122)

∫ 1

0

rur dz = 0 and

∫ 1

0

ur dz = 0.

It follows from (122) and Lemma 2.1 that for every fixed θ ∈ [0, 2π], there exists a vector

valued function ΨR,θ(r, z) ∈ H1
0 (DR;R

2) satisfying

(123) ∂rΨ
r
R,θ + ∂zΨ

z
R,θ = rur

together with the estimate

(124) ‖∂rΨR,θ‖L2(DR) + ‖∂zΨR,θ‖L2(DR) ≤ C‖rur‖L2(DR),

where C is independent of θ. It follows from (122) that

(125)

∫ 1

0

r∂θu
r dz = 0.

Note that the Bogovskii map is a linear map ([9]). Hence there is a universal constant C > 0

such that

(126) ‖∂θ∂rΨR,θ‖L2(DR) + ‖∂θ∂zΨR,θ‖L2(DR) ≤ C‖r∂θur‖L2(DR).

By Poincaré inequality, one has

(127) ‖ur‖L2(OR) ≤ C‖∂zur‖L2(OR).
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This, together with (124) and (126), gives

(128) ‖∂rΨR,θ‖L2(DR) + ‖∂zΨR,θ‖L2(DR) ≤ C‖rur‖L2(DR) ≤ CR
1

2‖∇u‖L2(OR)

and

(129) ‖∂θ∂rΨR,θ‖L2(DR) + ‖∂θ∂zΨR,θ‖L2(DR) ≤ C‖r∂θur‖L2(DR) ≤ CR
3

2‖∇u‖L2(OR).

Furthermore, it follows from Lemma 5.1 and (123) that one has

(130)

∫

Ω

Pu · ∇ϕR = −
∫ 1

0

∫ 2π

0

∫ R

R−1

P · rur drdθdz

= −
∫ 1

0

∫ 2π

0

∫ R

R−1

P
(

∂rΨ
r
R,θ + ∂zΨ

z
R,θ

)

drdθdz

=

∫ 1

0

∫ 2π

0

∫ R

R−1

(∂rPΨr
R,θ + ∂zPΨz

R,θ) drdθdz.

Clearly, the right hand side of (130) can be represented by equations (74) and (76) with

(Ψr
R,Ψ

z
R) replaced by (Ψr

R,θ,Ψ
z
R,θ).

Step 2. Saint-Vernant type estimate. We estimate the first two terms on the right hand

side of (37) and the right hand side of (130). Using Hölder inequality one obtains

(131)

∣

∣

∣

∣

∫

Ω

∇ϕR · ∇u · u
∣

∣

∣

∣

≤ C‖∇u‖L2(OR) · R
1

2‖u‖L∞(OR) ≤ CR
1

2‖∇u‖L2(OR).

It follows from (127) that

(132)

∣

∣

∣

∣

∫

Ω

1

2
|u|2u · ∇ϕR

∣

∣

∣

∣

≤ C‖ur‖L2(OR) · R
1

2‖u‖2L∞(OR) ≤ CR
1

2‖∇u‖L2(OR).

By virtue of Poincaré inequality (127) and the estimates (128)-(129), one has

(133)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(∂ru
r∂rΨ

r
R,θ + ∂zu

r∂zΨ
r
R,θ) drdθdz

∣

∣

∣

∣

≤CR− 1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR) ≤ CR
1

2‖∇u‖L2(OR)

and

(134)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

1

r2
∂θu

r∂θΨ
r
R,θ drdθdz

∣

∣

∣

∣

≤CR− 3

2‖∇u‖L2(OR) · R
1

2‖∂θur‖L2(OR)

≤C‖∇u‖2L2(OR) ≤ C‖∇u‖L2(OR),

where the last inequality is due to the assumption (121). Furthermore, one has

(135)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

1

r
∂r −

1

r2

)

urΨr
R,θ drdθdz

∣

∣

∣

∣

≤CR−1R− 1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR) ≤ CR− 1

2‖∇u‖L2(OR)
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and

(136)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

[(

ur∂r +
uθ

r
∂θ + uz∂z

)

ur − (uθ)2

r

]

Ψr
R,θ drdθdz

∣

∣

∣

∣

≤C‖u‖L∞(OR)

(

R− 1

2‖∇u‖L2(OR) +R− 3

2‖uθ‖L2(OR)

)

· R 1

2‖ur‖L2(OR)

≤CR
1

2‖∇u‖L2(OR).

Collecting the estimates (133)-(136) one derives

(137)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂rPΨr
R,θ drdθdz

∣

∣

∣

∣

≤ CR
1

2‖∇u‖L2(OR).

Similarly, it holds that

(138)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂zPΨz
R,θ drdθdz

∣

∣

∣

∣

≤ CR
1

2‖∇u‖L2(OR).

Combining (131)–(132) and (137)–(138) one arrives at

(139) Y (R) ≤ CR
1

2 [Y ′(R)]
1

2

where Y (R) is defined in (55). The same argument as that for the proof of Theorem 1.3

proves that ∇u ≡ 0. Thus u is a constant vector. Since uθ is independent of θ, one has

u = (0, 0, c) for some constant c. �

Now we are ready for the proof of Theorem 1.4.

Proof for Theorem 1.4. Since u is a bounded smooth solution to (1) in R
2 × T, it follows

from Lemma 5.1 that the equality (37) still holds.

We divide the rest of proof into three steps.

Step 1. Proof for Case (a) of Theorem 1.4. The proof is almost the same as that for

Lemma 5.2, except that

(140)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

1

r2
∂θu

r∂θΨ
r
R,θ drdθdz

∣

∣

∣

∣

≤CR− 3

2‖∇u‖L2(OR) · R
1

2‖∂θur‖L2(OR)

≤C‖∇u‖2L2(OR).

The computations in the proof of Lemma 5.2 imply

(141) Y (R) ≤ C1Y
′(R) + C2R

1

2 [Y ′(R)]
1

2 ,

where Y (R) is defined in (55). Hence one has

(142) [Y ′(R)]
1

2 ≥ −C2R
1

2 +
√

C2
2R + 4C1Y (R)

2C1
≥ Y (R)

√

C2
2R + 4C1Y (R)

.
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Suppose that ∇u is not identically equal to zero. For R large enough, Y (R) > 0,

(143)
[

C2
2RY −2(R) + 4C1Y

−1(R)
]

Y ′(R) ≥ 1,

Let M be a large number satisfying M−1C2
2 ≤ 1

4
. According to Lemma 5.2, there exists an

R0 > 2 such that Y (R0) ≥ M , otherwise ∇u ≡ 0. For every R > R0, integrating (143) over

[R, 2R], one gets

(144) 2R · C2
2

[

1

Y (R)
− 1

Y (2R)

]

+ 4C1 ln
Y (2R)

Y (R)
≥ R.

Since Y (R) ≥ M , it holds that

(145)
Y (2R)

Y (R)
≥ exp

{

R

8C1

}

.

This implies the exponential growth of ‖∇u‖L2(ΩR) and leads to a contradiction to the

uniform boundedness of ∇u, according to Lemma 2.3. Hence ∇u ≡ 0 and u = (0, 0, c),

since uθ is axisymmetric. The proof for Case (a) of Theorem 1.4 is completed.

Step 2. Proof for Case (b) of Theorem 1.4. Using the divergence free property of u, one

has

∂r

∫ 1

0

∫ 2π

0

rur dθdz = −
∫ 1

0

∫ 2π

0

∂θu
θ + ∂z(ru

z) dθdz = 0, for all 0 ≤ r < ∞.

Since ur is independent of θ, it holds that

(146)

∫ 1

0

rur dz =
1

2π

∫ 1

0

∫ 2π

0

rur dθdz = 0 and

∫ 1

0

ur dz = 0.

Hence we have Poincaré inequality (127). Furthermore, by virtue of Lemma 2.1, there exists

a vector valued functionΨR(r, z) ∈ H1
0 (DR;R

2) satisfying the equation (41) and the estimate

(42). Therefore, one has

(147)

∫

Ω

Pu · ∇ϕR =

∫ 1

0

∫ R

R−1

∫ 2π

0

Purr dθdrdz =

∫ 1

0

∫ R

R−1

∫ 2π

0

P (∂rΨ
r
R + ∂zΨ

z
R) dθdrdz

=−
∫ 1

0

∫ R

R−1

∫ 2π

0

(∂rPΨr
R + ∂zPΨz

R) dθdrdz,

where the right hand side can be represented by (74) and (76)

Now let us start the estimate for the right hand side of (37). The first two terms on the

right hand side of (37) can be estimated as the same as that in (131) and (132). Note that

we do not need to estimate the term appeared on the left hand side of (134) since ∂θu
r ≡ 0.

All the other terms appeared in (74) and (76) can be estimated in the exactly same way as

that in Step 2 of the proof for Lemma 5.2. Hence we arrive at (139) with Y (R) defined in

(55). As in the proof for Theorem 1.3, we can show that ∇u ≡ 0. Thus u is a constant
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vector. Since ur is independent of θ, one has u = (0, 0, c) for some constant c. This finishes

the proof for Case (b) of Theorem 1.4.

Step 3. Proof for Case (c) of Theorem 1.4. For steady solutions of Navier-Stokes system

in R
2 × T, following the same proof as that for (70) one obtains

∫ 1

0

∫ 2π

0

rur dθdz = 0,

∫ 1

0

∫ 2π

0

ur dθdz = 0, and

∫ 1

0

∫ 2π

0

∫ R

R−1

rur drdθdz = 0.

By Poincaré’s inequality, one has

(148) ‖ur‖L2(OR) ≤ CR
1

2‖ur‖L2(DR) ≤ CR
1

2‖(∂r, ∂θ, ∂z)ur‖L2(DR) ≤ CR‖∇u‖L2(OR).

And there exists a vector valued function ΨR(r, θ, z) ∈ H1
0(DR;R

3) satisfying (71)-(72).

Thus it holds that

(149)

∫

Ω

Pu · ∇ϕR =

∫ 1

0

∫ 2π

0

∫ R

R−1

Purr drdθdz

= −
∫ 1

0

∫ 2π

0

∫ R

R−1

(∂rPΨr
R + ∂θPΨθ

R + ∂zPΨz
R) drdθdz.

Clearly, we have the same equations (74)–(76) to characterize the terms on the right hand

side of (149).

Now we are in position to estimate the first two terms on the right hand side of (37) and

the terms on (149) carefully. First, one has

(150)

∣

∣

∣

∣

∫

Ω

(∇ϕR · ∇u) · u
∣

∣

∣

∣

≤ C‖∇u‖L2(OR)‖u‖L2(OR) ≤ CR
1

2‖∇u‖L2(OR)

and

(151)

∣

∣

∣

∣

∫

Ω

1

2
|u|2u · ∇ϕR

∣

∣

∣

∣

≤ C‖u‖2L∞(OR)‖ur‖L1(OR) ≤ CR‖ur‖L∞(OR).

According to (72), one has

(152)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

∂ru
r∂rΨ

r
R + ∂zu

r∂zΨ
r
R +

1

r2
∂θu

r∂θΨ
r
R

)

drdθdz

∣

∣

∣

∣

≤ CR− 1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR) ≤ CR
1

2‖∇u‖L2(OR)‖ur‖L∞(OR).

and

(153)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

[(

1

r
∂r −

1

r2

)

ur +
2

r2
∂θu

θ

]

Ψr
R drdθdz

∣

∣

∣

∣

≤ CR− 3

2‖∇u‖L2(OR) ·R
1

2‖ur‖L2(OR) ≤ CR− 1

2‖∇u‖L2(OR)‖ur‖L∞(OR).
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Furthermore, it holds that

(154)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

ur∂r +
1

r
uθ∂θ + uz∂z

)

urΨr
R drdθdz

∣

∣

∣

∣

≤C‖(ur, uθ, uz)‖L∞(DR)‖(∂r, r−1∂θ, ∂z)u
r‖L2(DR)‖Ψr

R‖L2(DR)

≤CR
1

2‖∇u‖L2(OR)‖ur‖L∞(OR)

and

(155)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(uθ)2

r
Ψr

R drdθdz

∣

∣

∣

∣

≤ CR−1‖uθ‖2L∞(DR)‖Ψr
R‖L1(DR) ≤ CR

1

2‖∇u‖L2(OR),

where the last inequality is a consequence of (148). Combining the estimates (152)-(155)

one obtains

(156)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂rPΨr
R drdθdz

∣

∣

∣

∣

≤ CR
1

2‖∇u‖L2(OR).

It follows from (72) that one has

(157)

∫ 1

0

∫ 2π

0

∫ R

R−1

[

r(∂ru
θ∂rΨ

θ
R + ∂zu

θ∂zΨ
θ
R) + r−1∂θu

θ∂θΨ
θ
R

]

drdθdz

≤CR‖(∂ruθ, ∂zu
θ, r−2∂θu

θ)‖L2(DR)‖∇̃Ψθ
R‖L2(DR)

≤CR
1

2‖∇u‖L2(OR) · R
1

2‖ur‖L2(OR)

≤CR
3

2‖∇u‖L2(OR)‖ur‖L∞(OR)

and

(158)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

[

−1

r
uθ +

2

r
∂θu

r

]

Ψθ
R drdθdz

∣

∣

∣

∣

≤C
(

R−1‖uθ‖L2(DR) + ‖r−1∂θu
r‖L2(DR)

)

‖Ψθ
R‖L2(DR)

≤C
(

R−1‖uθ‖L∞(OR) +R− 1

2‖∇u‖L2(OR)

)

·R 1

2‖ur‖L2(OR)

≤CR
1

2‖∇u‖L2(OR).

Furthermore, applying Poincaré inequality one derives

(159)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

uruθΨθ
R drdθdz

∣

∣

∣

∣

≤ C‖ur‖L∞(DR)‖uθ‖L∞(DR)‖Ψθ
R‖L1(DR)

≤ CR
3

2‖∇u‖L2(OR)‖ur‖L∞(OR)
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and

(160)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

(

rur∂r + uθ∂θ + ruz∂z
)

uθΨθ
R drdθdz

∣

∣

∣

∣

≤CR‖(ur, uθ, uz)‖L∞(DR)‖(∂r, r−1∂θ, ∂z)u
θ‖L2(DR)‖Ψθ

R‖L2(DR)

≤CR
3

2‖∇u‖L2(OR)‖ur‖L∞(OR).

Combining the estimates (157)-(160) one gets

(161)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂θPΨθ
R drdθdz

∣

∣

∣

∣

≤ CR
1

2‖∇u‖L2(OR)(1 +R‖ur‖L∞(OR)).

Similarly, it can be proved that

(162)

∣

∣

∣

∣

∫ 1

0

∫ 2π

0

∫ R

R−1

∂zPΨz
R drdθdz

∣

∣

∣

∣

≤ CR
1

2‖∇u‖L2(OR).

Since rur is bounded, one obtains that

(163) Y (R) ≤ C1R‖ur‖L∞(OR) + C2R
1

2 [Y ′(R)]
1

2 ,

where Y (R) is defined in (55). Suppose that ∇u is not identically equal to zero, there exists

an R0 large enough, such that Y (R0) > 0. Since rur converges to zero, there exists some

R1 > R0 such that Y (R0) ≥ 2C1R‖ur‖L∞(OR) for every R ≥ R1 . Hence it holds that

Y (R) ≤ 2C2R
1

2 [Y ′(R)]
1

2 , R ≥ R1,

which leads to contradiction. Hence u = (0, 0, c).

Step 4. Proof for Case (d) of Theorem 1.4. Assume that u is a bounded, smooth solution

to the Navier-Stokes system (1) in R
2 × T. Taking the x3-derivative of the momentum

equation,

(164) −∆∂x3
u+ (∂x3

u · ∇)u+ (u · ∇)∂x3
u+∇∂x3

P = 0.

Multiplying the equation (164) by ϕR∂x3
u and integrating over Ω, one has

(165)

∫

Ω

|∇∂x3
u|2ϕR +

∫

Ω

∇ϕR · ∇∂x3
u · ∂x3

u+

∫

Ω

(∂x3
u · ∇)u · ∂x3

uϕR

=
1

2

∫

Ω

(u · ∇ϕR)|∂x3
u|2 +

∫

Ω

∂x3
P∂x3

u · ∇ϕR.

Since
∫ 1

0
∂x3

u dx3 = 0, by virtue of Poincaré inequality and Lemma 2.3, one has

(166)

∣

∣

∣

∣

∫

Ω

∇ϕR · ∇∂x3
u · ∂x3

u

∣

∣

∣

∣

≤ ‖∇∂x3
u‖L2(OR)‖∂x3

u‖L2(OR) ≤ CR
1

2‖∇∂x3
u‖L2(OR)
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and

(167)

∫

Ω

(∂x3
u · ∇)u · ∂x3

uϕR = −
∫

Ω

(∂x3
u · ∇)∂x3

u · uϕR −
∫

Ω

(∂x3
u · ∇ϕR)(u · ∂x3

u).

Note that it holds that

(168)

∣

∣

∣

∣

∫

Ω

(∂x3
u · ∇)∂x3

u · uϕR

∣

∣

∣

∣

≤ ‖∇∂x3
u
√
ϕR‖L2(Ω)‖∂x3

u
√
ϕR‖L2(Ω)‖u‖L∞(Ω)

≤ ‖∇∂x3
u
√
ϕR‖L2(Ω)

1

2π
‖∂2

x3
u
√
ϕR‖L2(Ω)‖u‖L∞(Ω)

≤ 1

2π
‖u‖L∞(Ω)‖∇∂x3

u
√
ϕR‖2L2(Ω),

where the Wirtinger inequality (cf. [11, p. 185])

‖∂x3
u
√
ϕR‖L2(Ω) ≤

1

2π
‖∂2

x3
u
√
ϕR‖L2(Ω)

has been used. Furthermore, the straightforward computations yield and

(169)

∣

∣

∣

∣

∫

Ω

(∂x3
u · ∇ϕR)(u · ∂x3

u)

∣

∣

∣

∣

≤ ‖∂x3
u‖2L2(OR)‖u‖L∞(OR) ≤ CR

1

2‖∇∂x3
u‖L2(OR)

and

(170)

∣

∣

∣

∣

∫

Ω

u · ∇ϕR|∂x3
u|2

∣

∣

∣

∣

≤ ‖u‖L∞(OR)‖∂x3
u‖2L2(OR) ≤ CR

1

2‖∇∂x3
u‖L2(OR).

Finally, one has

(171)

∣

∣

∣

∣

∫

Ω

∂x3
P∂x3

u · ∇ϕR

∣

∣

∣

∣

≤ ‖∂x3
P‖L2(OR)‖∂x3

u‖L2(OR) ≤ CR
1

2‖∇∂x3
u‖L2(OR),

where the last inequality is due to the fact that ∂x3
P is uniformly bounded.

Define

Z(R) =

∫

R2

∫ 1

0

|∇∂x3
u|2ϕR(

√

x2
1 + x2

2)dx3dx1dx2.

If ‖u‖L∞(Ω) < 2π, one has

Z(R) ≤ CR
1

2Z ′(R)
1

2 .

The same argument as that for the proof of Theorem 1.3 proves that ∇∂x3
u ≡ 0, and thus

∂x3
u is identically equal to a constant vector, which is indeed zero because

∫ 1

0
∂x3

udx3 = 0.

Hence, u must be independent of x3. Then it is straightforward to see that the pressure P

is also independent of x3, and thus the two-dimensional vector field (u1, u2) is a solution to

the stationary Navier-Stokes equations in R2. According to [14, Theorem 5.1], the bounded

two-dimensional solution (u1, u2) must be a constant vector. Then by elliptic theory, one

can also show that u3, which is bounded, is also a constant.

The proof of Theorem 1.4 is completed. �
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