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RELATIONS ENUMERABLE FROM POSITIVE INFORMATION

BARBARA F. CSIMA, LUKE MACLEAN, AND DINO ROSSEGGER

Abstract. We study countable structures from the viewpoint of enumeration

reducibility. Since enumeration reducibility is based on only positive information,

in this setting it is natural to consider structures given by their positive atomic

diagram – the computable join of all relations of the structure. Fixing a structure

A, a natural class of relations in this setting are the relations R such that R
Â

is enumeration reducible to the positive atomic diagram of Â for every Â –

A – the relatively intrinsically positively enumerable (r.i.p.e.) relations. We

show that the r.i.p.e. relations are exactly the relations that are definable by

Σp
1

formulas, a subclass of the infinitary Σ0
1 formulas. We then introduce a new

natural notion of the jump of a structure and study its interaction with other

notions of jumps. At last we show that positively enumerable functors, a notion

studied by Csima, Rossegger, and Yu, are equivalent to a notion of interpretability

using Σp
1

formulas.

While in computable structure theory countable structures are classically studied

up to Turing reducibility, researchers have successfully used enumeration reducibility

to both contribute to the classical study and develop a beautiful theory on its own.

One example of a contribution to classical theory is Soskov’s work on degree spectra

and co-spectra [15] which allowed him to show that there is a degree spectrum of a

structure such that the set of degrees whose ω-jump is in this spectrum is not the

spectrum of a structure [14]. Another example is Kalimullin’s study of reducibilities
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between classes of structures [8] where he studied enumeration reducibility versions

of Muchnik and Medvedev reducibility between classes of structures. This topic has

also been studied by Knight, Miller, and Vanden Boom [9] and Calvert, Cummins,

Knight, and Miller [2]. There appears to be a rich theory on these notions with

interesting questions on the relationship between the enumeration reducibility and

the classical versions. In this article we develop a novel approach to study relations

that are enumeration reducible to every copy of a given structure.

More formally, say that given a countable relational structure A, a relation R is

relatively intrinsically positively enumerable (r.i.p.e.) in A if for every copy B of

A and every enumeration of the basic relations on B, we can compute an enumer-

ation of RB. We obtain a syntactic classification of the r.i.p.e. relations using the

infinitary logic Lω1ω. Theorem 1.6 shows that the r.i.p.e. relations on a structure

are precisely those that are definable by computable infinitary Σ0
1 formulas in which

neither negations nor implications occur.

This classification is motivated by a related classification of the r.i.c.e. relations.

A relation R on a structure A is relatively intrinsically computably enumerable

(r.i.c.e.) if for every B – A, RB is c.e. relative to the atomic diagram of B. The

following classification of r.i.c.e. relations is a special case of a theorem by Ash,

Knight, Manasse and Slaman [1] and, independently, Chisholm [3]: A relation is

r.i.c.e. in a structure A if and only if it is definable in A by a computable Σ0
1

formula in the logic Lω1ω.

Since this result there has been much work on r.i.c.e. relations and related con-

cepts. For a summary, see Fokina, Harizanov, and Melnikov [6]. One particularly

interesting generalization of r.i.c.e. relations is due to Montalbán [12]. He extended

the definition of r.i.c.e. relations from relations on ωn to ωăω and to sequences of

relations, obtaining a classification similar to the one given in [1, 3]. This extension

allows the development of a rich theory such as an intuitive definition of the jump

of a structure, and an effective version of interpretability with a category theoretic

analogue: A structure A is effectively interpretable in a structure B if and only if

there is a computable functor from B to A as given in Harrison-Trainor, Melnikov,
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Miller, and Montalbán [7]. For a complete development of this theory see Mon-

talbán [11]. The main goal of this article to develop a similar theory for r.i.p.e.

relations.

Let A be a countable structure in relational language L. We might assume that

the universe of A is ω, and in order to measure its computational complexity, identify

it with the set “A ‘ ‰A ‘
À

RiPLR
A
i which we call P pAq, the positive diagram of

A. It is Turing equivalent to the standard definition of the atomic diagram of a

structure, which can be viewed as the set “A ‘ ‰A ‘
À

RiPL
RA

i ‘ Ri
A
. Now,

a relation R Ď ωăω is r.i.c.e. if for every copy B – A, RB is c.e. in P pBq. The

r.i.p.e. relations are the natural analogue to the r.i.c.e. relations for enumeration

reducibility. Recall that a set of natural numbers A is enumeration reducible to B,

A ďe B if there exists a c.e. set Ψ consisting of pairs xD,xy where D is a finite set

under some fixed coding such that

A “ ΨB “ tx : D Ď B ^ xD,xy P Ψu.

Enumeration reducibility allows us to formally define the notion of a r.i.p.e. relation.

Definition 0.1. Let A be a structure. A relation R Ď Aăω is relatively intrinsically

positively enumerable in A, short r.i.p.e., if, for every copy pB, RBq, of pA, Rq, RB ďe

P pBq. The relation is uniformly relatively intrinsically positively enumerable in A,

if the above enumeration reducibility is uniform in the copies of A, that is, if there

is a fixed enumeration operator Ψ such that RB “ ΨP pBq for every copy B of A.

The study of the computability theoretic properties of structures with respect to

enumeration reducibility is an active research topic; see Soskova and Soskova [16]

for a summary of results in this area.

0.1. Structure of the paper. In Section 1 we show that a relation is r.i.p.e. in a

structure A if and only if it is definable by a Σp
1 formula in the language of A, that

is, a computable infinitary Σ0
1 formula in which neither negations nor implications

occur. We continue by defining a notion of reducibility between r.i.p.e. relations
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and exhibiting a complete relation. Towards the end of Section 1 we study sets of

natural numbers r.i.p.e. in a given structure and show that these are precisely those

sets whose degrees lie in the structures co-spectrum, the set of enumeration degrees

below every copy of the structure.

Section 2 is devoted to the study of the positive jump of a structure. We define

the positive jump and study its degree theoretic properties. The main result of this

section is that the enumeration degree spectrum of the positive jump of a structure

is the set of jumps of enumeration degrees of the structure. The main tool to prove

this result are r.i.p.e. generic enumerations which are studied at the beginning of the

section. To finish the section we compare the enumeration degree spectra obtained

by applying various operations on structures such as the positive jump, the classical

jump and the totalization.

In Section 3 we define an effective version of interpretability using Σp
1 formulas,

positive interpretability. We show that a structure A is positively interpretable in a

structure B if and only if there is a positive enumerable functor from the isomorphism

class of B to the isomorphism class of A. Positive enumerable functors and related

effectivizations of functors were studied by Csima, Rossegger and Yu [5]. Positive

interpretability allows for a useful strengthening that preserves most properties of

a structure, positive bi-interpretability. We show that two structures A and B are

positive bi-interpretable if and only if their isomorphism classes are enumeration

adjoint, that is there is an adjoint equivalence between IsopAq and IsopBq witnessed

by enumeration operators.

1. First results on r.i.p.e. relations

In our proofs we will often build structures in stages by copying increasing pieces

of finite substructures of a given structure A. The following definitions will be useful

for this.

Definition 1.1. Given an L-structure A and a P Aăω, let P pAqæa denote the

positive diagram of the substructure of A with universe a in the restriction of L to

the first |a| relation symbols.
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Definition 1.2. Let A be an L-structure and a “ xa0, . . . , asy P A
s. The set PApaq

is the pullback of P pAqæa along the index function of a, i.e.,

xi, n0, . . . , nriy P PApaq ô xi, an0
, . . . anri

y P P pAqæa.

The main feature of Definition 1.2 is that if we approximate the positive di-

agram of a structure A in stages by considering larger and larger tuples, i.e.,

limsPω P pAqæas “ P pAq, then the limit of PApasq gives a structure isomorphic to A.

We will use this fact to obtain generic copies of a given structure.

We denote by Ψe the e
th enumeration operator in a fixed computable enumeration

of all enumeration operators and by Ψe,s its stage s approximation. Without loss of

generality we make the common assumption that Ψe,s is finite and does not contain

pairs xn,Dy ą s. Notice that Ψe,s itself is an enumeration operator. In our proofs

we also frequently argue that a set A is enumeration reducible to a set B by using

a characterization of enumeration reducibility due to Selman [13].

Theorem 1.3 (Selman [13]). For any A,B Ď ω

A ďe B iff @XrB is c.e. in X ñ A is c.e. in Xs

We refer the reader to Cooper [4] for a proof of this result and further background

on enumeration reducibility and enumeration degrees.

Notice that by Definition 0.1 pA, Rq is technically not a first order structure as

R Ď ωăω. We may however still think of it as a first order structure in the language

expanded by relation symbols pQiqiPω, each Qi of arity i, where QA
i “ ta P An :

a P RAu. The positive diagrams P pA, RAq and P pA, pQA
i qiPωq are enumeration

equivalent.

1.1. A syntactic characterization. The main purpose of this section is to show

that being r.i.p.e. in a structure A is equivalent to being definable by infinitary

formulas in A of the following type.
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Definition 1.4. A positive computable infinitary Σp
1 formula is a formula of the

infinitary logic Lω1ω of the form

ϕpxq ”
łł

iPI

Dyiϕipx, yiq

where each ϕi is a finite conjunct of atomic formulas, and the index set I is c.e..

Notice that the above definition includes all c.e. disjunctions of finitary Σ0
1 formu-

las without negation and implication symbols, as every such formula is equivalent

to a finite disjunction of conjunctions with each existential quantifier occurring in

front of the conjunctions.

Definition 1.5. A relation R Ď ωăω is Σp
1-definable with parameters c in a structure

A if there exists a uniformly computable sequence of Σp
1 formulas pϕipx1, . . . , xi, y1, . . . , y|c|qqiPω

such that for all a P ωăω

a P Rô A |ù ϕ|a|pa, cq.

Theorem 1.6. Let A be a structure and R Ď Aăω a relation on it. Then the

following are equivalent:

(i) R is relatively intrinsically positively enumerable in A,

(ii) R is Σp
1-definable in A with parameters.

Proof. Assuming (ii), there is a uniformly computable sequence pϕipx, zqqiPω of Σp
1

formulas where each ϕi is of the form
ŽŽ

jPω Dyi,jψi,jpx, yi,j, zq with the property

that for every B – A there is a tuple c P ω|z| such that for all i P ω and a P ωi,

B |ù ϕipa, cq if and only if a P RB. Recall that each ψi,j is a finite conjunction

of atomic formulas, i.e., ψi,j “ θ1px, yi,j, zq ^ ¨ ¨ ¨ ^ θnpx, yi,j , zq for some n P ω.

For θpxq an atomic formula, let xθpaqy be the function mapping θpaq to its code

in the positive diagram of a structure. For example, if θpxq “ Ripx3, x5q, then

xθpaqy “ xi`2, xa3, a5yy for a P ω
ăω. Consider the set Xa,b,c

i,j “ txθkpa, b, cqy : k ă nu.

Clearly, Xa,b,c
i,j Ď P pAq if and only if A |ù ψi,jpa, b, cq for any L-structure A. We

define an enumeration operator Ψ by enumerating all pairs xa,Xa,b,c
i,j y into Ψ. We
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have that

a P ΨP pBq ô Dxa,Xa,b,c

|a|,j y P Ψ^X
a,bc

|a|,j Ď P pBq

ô B |ù Dy|a|,jψ|a|,jpa, y|a|,j, cq

ô B |ù ϕ|a|pa, cq

and thus R is r.i.p.e.

To show that (i) implies (ii) we build an enumeration g : ω Ñ A by constructing

a nested sequence of tuples tpsusPω Ď Aăω and letting g “
Ť

s ps. We then define

B “ g´1pAq. Our goal is to produce a Σp
1 definition of RB. To obtain it we try to

force during the construction that RB “ g´1pRq ‰ Ψ
P pBq
e . As R is r.i.p.e. this will

fail for some e and we will use the failure to get the syntactic definition.

To construct B we do the following. Let p0 be the empty sequence. At stage

s` 1 “ 2e` 1 if the e-th element of A is not already in ps then we let ps`1 “ p"

s e.

Otherwise let ps`1 “ ps. This guarantees that g is onto. At stage s ` 1 “ 2e we

try to force Ψ
P pBq
e Ę g´1pRq for which we need a tuple xj1, . . . , jly P Ψ

P pBq
e with

xgpj1q, . . . , gpjlqy R R. To do this we ask if there is an extension q of ps in the set

Qe “ tq P A
ăω : Dl, j1, . . . jl ă |q| rxj1, . . . , jly P Ψ

PApqq
e and xqj1, . . . , qjly R Rsu

If there is one let ps`1 “ q, otherwise let ps`1 “ ps. This concludes the construction.

If at any stage s ` 1 “ 2e we succeed in defining ps`1 “ q for some q P Qe then

we will have made Ψ
P pBq
e ‰ g´1pRq. But by our assumption this must fail for some

e P ω. For this e, at stage s` 1 “ 2e we will not have been able to find an extension

of ps in Qe. We will use this to give a Σp
1 definition of R with parameters ps.

Notice that if there is some q Ě ps and sub-tuple xqj1 , . . . , qjly such that xj1, . . . , jly P

Ψ
PApqq
e then we must have xqj1, . . . , qjly P R or else we will have that q P Qe. We

now show that R is equal to the set

S “ txqj1 , . . . , qjly P A
ăω : for some q P Aăω and l, j1, . . . , jl ă |q| satisfying q Ě ps

and xj1, . . . , jly P Ψ
PApqq
e u
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By the previous paragraph S Ď R. If a P R then there are indices j1, . . . , j|a| such

that a “ xgpj1q, . . . gpj|a|qy and so if we take a long enough initial segment of g it

will witness the fact that a P S. Fix an enumeration pϕat
i qiPω of all atomic formulas

where without loss of generality the free variables of ϕat
i are a subset of tx0, . . . , xiu.

The following is a Σp
1 definition of S

łł

CĂfinω

ł

xj1,...,j|a|yPWC
e

D q Ě ps rxqj1 , . . . , qj|a|
y “ a ^

ľ

iPC

rϕat
i s
q0

x0
¨ ¨ ¨

q|q|

x|q|
s

where the latter half of the formula is simply saying that C Ď PApqq. �

Corollary 1.7. Let A be a structure and R Ď Aăω be a relation on it. Then the

following are equivalent:

(i) R is uniformly relatively intrinsically positively enumerable in A,

(ii) R is Σp
1-definable in A without parameters.

Proof. For piq ñ piiq we mimic the proof of Theorem 1.6. Let Ψe be the fixed

enumeration operator such that RB “ Ψ
P pBq
e and Qe as above. Note that no q can

be in Qe and so we mimic the construction of our set S with ps being the empty

tuple.

For piiq ñ piq we again mimic the same direction in 1.6 excluding the parametriz-

ing tuple c to make the process uniform. �

1.2. R.i.p.e. completeness. Similar to the study of computably enumerable sets

we want to investigate notions of completeness for r.i.p.e. relations on a given struc-

ture. Before we obtain a natural example of a r.i.p.e. complete relation we have to

define a suitable notion of reduction.

Definition 1.8. Given a structure A and two relations P,R Ď Aăω, we say that

P is positively intrinsically one reducible to R, and write P ďp1R, if for all B – A

P pBq ‘ PB ď1 P pBq ‘R
B.

Proposition 1.9. Positive intrinsic one reducibility (ďp1) is a reducibility.
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Proof. Let A be a structure with relations P,Q,R Ď Aăω. It is easy to see that ďp1

is reflexive, since for any structure B – A we have that P pBq ‘ PB ď1 P pBq ‘ PB,

which means P ďp1 P . To see that it is transitive assume that P ďp1R and Rďp1Q

and let B – A. By assumption P pBq ‘ PB ď1 P pBq ‘ RB ď1 P pBq ‘ QB and so

P ďp1Q. �

Definition 1.10. Fix a structure A. A relation R Ď Aăω is r.i.p.e. complete if R

is r.i.p.e. and for every r.i.p.e. relation P on A, P ďp1R.

The most natural way to obtain a complete set is to follow the construction of the

Kleene set in taking the computable join of all r.i.p.e. sets. The result is a relation

R Ď ω ˆ Aăω which can be seen as a uniform sequence of r.i.p.e. relations in the

sense that there is a enumeration operator Ψ such that ΨAris
“ Ri. The issue is that

this does not behave well under isomorphism. However, this can be easily overcome

using the following coding. Given a relation R Ď ω ˆ Aăω, we can identify it with

a subset R1 Ď Aăω as follows. For any two elements b, c P A let

iˆ
hkkikkj

b . . . b ca P R1 ðñ xi, ay P R.

One can now easily see that R is a uniform sequence of r.i.p.e. relations if and only

if the so obtained relation R1 is uniformly r.i.p.e.

We can now give a natural candidate for a r.i.p.e. complete relation.

Definition 1.11. Let ϕ
Σ

p
1

i,j be the ith formula with free variables x1, . . . , xj in a

computable enumeration of all Σp
1 formulas. The positive Kleene predicate relative

to A is ~KA
p “

`

KA
i

˘

iPω
, where

KA
i “

ď

jPω

ta P Aj : A |ù ϕ
Σ

p
1

i,j paqu.

Notice that we defined the positive Kleene predicate as a sequence of relations

instead of a single relation. It is slightly more convenient as we do not have to deal

with coding. Another alternative definition would be to break down the sequence
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even further and let the Kleene predicate be the sequence

pta : A |ù ϕ
Σ

p
1

i,j paquqxi,jyPω

so that pA, ~KA
p q is a first order structure. However, as all of these definitions are

computationally equivalent these distinctions are irrelevant for our purpose.

Proposition 1.12. The positive Kleene predicate ~KA
p is uniformly r.i.p.e., and

r.i.p.e. complete.

Proof. Since ~KA
p is defined in a Σp

1 way without parameters we can use Corollary

1.7 to see that it is uniformly relatively intrinsically positively enumerable. Let R

be any relation on A of arity aR. Notice that RB is trivially Σp
1 definable, and

so there is a formula ϕ
ΣP

1

i,aR
such that a P RB ô B |ù ϕ

Σ
p
1

i,aR
paq. This shows that

P pBq ‘RB ď1 P pBq ‘ ~KB
p . �

1.3. R.i.p.e. sets of natural numbers. Our above discussion of sequences of

r.i.p.e. relations allows us to code sets of natural numbers as r.i.p.e. relations.

Definition 1.13. A setX Ď ω is r.i.p.e. in a structure A if the relation RX “ XˆH

is a r.i.p.e. relation, i.e., if the following relation is r.i.p.e.:

t

iˆ
hkkikkj

b . . . b c : i P X, b, c P Au

A natural question is which sets of natural numbers are r.i.p.e. in a given structure.

One characterization can be derived directly from the definitions: The sets X such

that X ďe P pBq for all B – A. Another one can be given using co-spectra, a notion

defined by Soskov [15]. Intuitively, the co-spectrum of a structure A is the maximal

ideal in the enumeration degrees such that every member of it is below every copy

of A. More formally.

Definition 1.14. The co-spectrum of a structure A is

CopAq “
č

B–A

td : d ď degepP pBqqu.
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Let us point out that Soskov’s definition of co-spectra appears to be different from

ours. We will prove in Section 2 that the two definitions are equivalent. Given a

tuple a in some structure A let Σp
1-tpApaq be the set of positive finitary Σ0

1 formulas

true of A. The equivalence of Item 1 and Item 3 in Theorem 1.15 is the analogue

to a well-known theorem of Knight [10] for total structures.

Theorem 1.15. The following are equivalent for every structure A and X Ď ω.

(1) X is r.i.p.e. in A

(2) degepXq P CopAq

(3) X is enumeration reducible to Σp
1-tpApaq for some tuple a P Aăω.

Proof. If degepXq P CopAq, then for all B – A, X ďe P pBq. Given an enumeration

of X, enumerate bnc into RX for all elements b, c P B whenever you see n enter X.

The relation RX clearly witnesses that X is r.i.p.e. in A. This shows that Item 2

implies Item 1. On the other hand if X is r.i.p.e. in A, then given any B – A and

an enumeration of RB
X build a set S by enumerating n into S whenever you see bnc

enumerated into RB
X for any two elements b, c P B. Clearly n P S if and only if

n P X and thus Item 1 implies Item 2.

To see that Item 3 implies Item 2 assume that X is enumeration reducible to the

positive Σ1 type of a tuple b in any copy B of A. As the Σp
1-tpBpbq is enumeration

reducible to P pBq, by transitivity X ďe P pBq for every B – A and thus degepXq P

CopAq. At last, we show that Item 1 implies Item 3. Assume that X is r.i.p.e. in A.

Then there is a computable enumeration of Σp
1 formulas ψn with parameters p such

that for some a P Aăω, n P X ô A |ù ψnpaq. Simultaneously enumerate Σp
1-tpApaq

and the disjuncts in the formulas ψn. Whenever you see a disjunct of ψn that is also

in Σp
1-tpApaq enumerate n. This gives an enumeration of X given an enumeration

of Σp
1-tpApaq and thus X ďe Σ

p
1-tpApaq as required. �

2. The positive jump and degree spectra

In this section we compare various definitions of the jump of a structure with

respect to their enumeration degree spectra, a notion first studied by Soskov [15].
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Before we introduce it, let us recall the definition of the jump of an enumeration

degree.

Definition 2.1. Let KA “ tx |x P ΨA
x u. The enumeration jump of a set A is

JepAq :“ A ‘ KA. The jump of an e-degree a “ degepAq “ tX : X ”e Au is

a1 “ degepJepAqq.

Definition 2.2. The positive jump of a structure A is the structure

PJpAq “ pA, ~KA
p q “ pA, pK

A
i qiPωq.

We are interested in the degrees of enumerations of P pAq and P pPJpAqq. To be

precise, let f be an enumeration of ω, that is, a surjective mapping ω Ñ ω, and for

X Ď ωăω let

f´1pXq “ txx1, . . . y : pfpx1q, . . . , q P Xu.

Then, given a structureA let f´1pAq “ pω, f´1p“q, f´1p‰q, f´1pRA
1 q, f

´1pRA
2 q, . . . q.

This definition differs from the definition given in Soskov [15] where f´1pAq means

what we will denote as P pf´1pAqq, i.e.,

“ ‘ ‰ ‘f´1p“q ‘ f´1p‰q ‘
à

iPω

f´1pRA
i q.

Using this notation we can see that for any structure A, and any enumeration f

of ω we have that PJpf´1pAqq is the structure pf´1pAq, ~K
f´1pAq
p q. Thus

P pPJpf´1pAqqq “ f´1p“q ‘ f´1p‰q ‘
à

jPω

K
f´1pAq
j ‘

à

iPω

R
f´1pAq
i .

If we instead apply the enumeration to PJpAq we will get the structure f´1pPJpAqq.

Now, for every relation R on A, Rf´1pAq “ f´1pRAq and thusK
f´1pAq
j “ f´1

´

KA
j

¯

.

So P pf´1pPJpAqqq “ P pPJpf´1pAqqq.

2.1. R.i.p.e. generic presentations.

Definition 2.3. Let A˚ “ tσ P Aăω : p@i ‰ j ă |σ|qrσpiq ‰ σpjqsu. We say that

γ P A˚ decides an upwards closed subset R Ď A if γ P R or σ R R for all σ Ě γ.

A 1´1 function g : ω Ñ A is a r.i.p.e.-generic enumeration, if for every r.i.p.e.
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subset R Ď A˚ there is an initial segment of g that decides R. B is a r.i.p.e.-generic

presentation of A if it is the pull-back along a r.i.p.e.-generic enumeration of P pAq.

The following lemma is an analogue of the well-known result that there is a ∆0
2

1-generic.

Lemma 2.4. Every structure A has a r.i.p.e.-generic enumeration g such that

Graphpgq ďe P pPJpAqq. In particular, P pg´1pPJpAqqq ďe P pPJpAqq.

Proof. Fix a P pAq-computable enumeration pSiqiPω of all r.i.p.e. subsets of A. We

define our enumeration g to be the limit of an increasing sequence of strings tps P

A˚ : s P ωu. The strings ps are defined as follows:

(1) p´1 “ xy

(2) To define ps`1, check if there is a q P Ss`1 such that q Ą ps. If there is let

ps`1 be the least such tuple, otherwise define ps`1 “ ps.

Notice that g “
Ť

sPω ps is onto as for every n P ω, Dn “ ta P A
˚ : Dj ă |a| apjq “ nu

is a dense r.i.p.e. subset of A˚. Thus there is an e such that Se “ Dn and pe forces

into Dn. Thus, g is a 1´1 r.i.p.e.-generic enumeration of A.

The set tp : Dq Ą p , q P Seu is Σp
1-definable in A and so enumerable from

P pPJpAqq, which contains P pAq. The coset tp : @q Ą p, q R Seu is co-r.i.p.e.

and so enumerable from ~KA
p . Hence P pPJpAqq will be able to decide when a tuple

ps belongs to the upward closure of Se. Thus Graphpgq ďe P pPJpAqq.

If we can enumerate the graph of g and also PJpAq, then to enumerate g´1pPJpAqq,

we wait for something of the form px, gpxqq P Graphpgq to appear with gpxq P PJpAq

and enumerate x into the corresponding slice of g´1pPJpAqq. �

R.i.p.e. generic presentations have many useful properties. One of them is that

they are minimal in the sense that the only sets enumeration below a r.i.p.e. generic

presentation are the r.i.p.e. sets.

Lemma 2.5. If B is a r.i.p.e.-generic presentation of A, then X Ď ω is r.i.p.e. in B

if and only if X ďe P pBq.
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Proof. If X r.i.p.e. then it is enumerable from P pBq by definition. Assume X is

enumerable from P pBq. Then X “ Ψ
P pBq
e for some e. Recall the set Qe from

Theorem 1.6 which we know to be r.i.p.e. because we gave a Σp
1 description of it.

Qe “ tq P A
ăω : Dl, j1, . . . jl ă |q| rxj1, . . . , jly P Ψ

PBpqq
e and xqj1, . . . , qjly R Xsu.

Now because B is r.i.p.e.-generic, there is some tuple x0, . . . , k ´ 1y that decides

Qe. x0, . . . , k ´ 1y R Qe or we would contradict the fact that X “ Ψ
P pBq
e and so

x0, . . . , k´ 1y forms the parameterizing tuple ps from the set S in Theorem 1.6. �

Another useful property is that the degree of the positive jump of a r.i.p.e. generic

agrees with the enumeration jump of the degree of their positive diagram.

Proposition 2.6. Let A be a structure. For an arbitrary enumeration f of A, let

B “ f´1pAq. Then P pPJpBqq ďe JepP pBqq. Furthermore, if B is a r.i.p.e.-generic

presentation then P pPJpBqq ”e JepP pBqq.

Proof. Recall that PJpBq “ pB, ~KB
p q and JepP pBqq “ P pBq ‘ KP pBq, so to show

that P pPJpBqq ďe JepP pBqq it is sufficient to show that ~KB
p ďe KP pBq. As ~KB

p is

r.i.p.e., ~KB
p “ Ψ

P pBq
e for some e. Thus ~KB

p appears as a slice of txx, iy : x R Ψ
P pBq
i u

and hence ~KB
p ďe txx, iy : x R Ψ

P pBq
i u. The latter set is m-equivalent to KP pBq and

thus ~KB
p ďe KP pBq.

It remains to show that JepP pBqq ďe P pPJpBqq if B is r.i.p.e.-generic. For every

e consider the set

Re “ tq P B
˚ : e P ΨPBpqq

e u.

Note that the Re are closed upwards as subsets of B˚ and r.i.p.e.. So since B is

r.i.p.e.-generic, for every e there is an initial segment of B˚ that either is in Re or

such that no extension of it is in Re. The set Qe “ tp P B
˚ : @pq Ě pqpq R Requ of

elements in B˚ that are non-extendible in Re is co-r.i.p.e. Also note that these sets

are uniform in e, that is, given e we can compute the indices of Re and Qe as r.i.p.e.,

respectively, co-r.i.p.e. subsets of B. Thus, given an enumeration of P pPJpBqq we

can enumerate P pBq and the sets Qe and Re. By genericity for all e P ω there is an
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initial segment of b of B such that either b P Qe or b P Re. So whenever we see such

a b in Qe we enumerate e and thus obtain an enumeration KP pBq. �

The above properties of r.i.p.e. generics are very useful to study how the enumer-

ation degree spectra of structures and their positive jumps relate.

Definition 2.7 ([15]). Given a structure A, define the set of enumerations of a

structure EnumpAq “ tP pBq : B “ f´1pAq for f an enumeration of ωu. Further,

let the enumeration degree spectrum of A be the set

eSppAq “ tdepP pBqq : P pBq P EnumpAqu

If a is the least element of eSppAq, then a is called the enumeration degree of A.

As mentioned after Definition 1.14, Soskov’s definition of the co spectrum of a

structure was slightly different [15]. He defined the co-spectrum of a structure A as

the set

td : @pa P eSppAqqd ď au.

We now show that the two definitions are equivalent.

Proposition 2.8. For every structure A, CopAq “ td : @pa P eSppAqqd ďe au.

Proof. First note that td : @pC – Aqd ď degepP pCqqu Ě td : @pa P eSppAqqd ď au

as every P pCq is the pullback of A along an injective enumeration.

On the other hand for any enumeration f : ω Ñ ω, f´1pAq{f´1p“q – A. Con-

sider the substructure B of f´1pAq consisting of the least element in every f´1p“q

equivalence class. Since f´1pAq{f´1p“q – A, we get that B – A. As P pf´1pAqq

contains both f´1p“q and f´1p‰q we can compute an enumeration of B ‘B from

any enumeration of P pf´1pAqq and thus also the graph of its principal function pB .

Let C “ p´1
B pBq. Then C – A, and P pCq ďe P pf

´1pAqq. Thus,

td : @pa P eSppAqqd ď au “ td : @pC – Aqd ď degepP pCqqu “ CopAq.

�
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A set A is said to be total if A ”e A ‘ A. An enumeration degree is said to be

total if it contains a total set, and a structure A is total if P pf´1pAqq is a total set

for every enumeration f .

Proposition 2.9. For every structure A, PJpAq is a total structure.

Proof. First, note that we have the following equality for arbitrary relations R and

enumerations f .

x P f´1pRq ô fpxq P Rô fpxq R Rô x R f´1pRq ô x P f´1pRq

Recall that for every Ri in the language of A, RA
i is r.i.p.e. and that

P pf´1pPJpAqqq “ f´1p“q ‘ f´1p‰q ‘ f´1p ~KA
p q ‘ f

´1pRA
1 q ‘ ¨ ¨ ¨

and we observe that all RA
i are trivially r.i.p.e., uniformly in i, so in particular

f´1pRA
i q ďe f´1p ~KA

p q “ f´1p ~KA
p q. Also, f

´1p ~KA
p q ďe P pf

´1pAqq ďe P pf
´1pPJpAqq.

�

We will now see that the positive jump of a structure jumps, in the sense that the

enumeration degree spectrum of the positive jump is indeed the set of jumps of the

degrees in the enumeration degree spectrum of the structure. The following version

of a Theorem by Soskova and Soskov [17] is essential to our proof.

Theorem 2.10 ([17, Theorem 1.2]). Let B be an arbitrary set of natural numbers.

There exists a total set F such that

B ďe F and JepBq ”e JepF q.

Theorem 2.11. For any structure A,

eSppPJpAqq “ ta1 : a P eSppAqu

Proof. To show that ta1 : a P eSppAqu Ď eSppPJpAqq, consider an arbitrary enu-

meration f of ω and let B “ f´1pAq. Then from Proposition 2.6 we know that

P pPJpBqq ďe JepP pBqq. Note that P pPJpBqq “ P pPJpf´1pAqqq “ P pf´1pPJpAqqq,

and depP pf
´1pPJpAqqq P eSppPJpAqq. Since the enumeration jump is always total
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and enumeration degree spectra are closed upwards with respect to total degrees,

depJepP pBqqq P eSppPJpBqq.

To show eSppPJpAqq Ď ta1 : a P eSppAqu, let us look at P pf´1pPJpAqqq for

some enumeration f of ω, and again write B “ f´1pAq so that P pf´1pPJpAqqq “

P pPJpBqq. Since PJpAq is a total structure, we know that P pPJpBqq is total.

By Lemma 2.4 we can use P pPJpBqq to enumerate a r.i.p.e.-generic enumeration

g of B such that P pg´1pPJpBqqq ďe P pPJpBqq. Then, letting C “ g´1pBq and

using the latter part of Proposition 2.6 we know that JepP pCqq ”e P pPJpCqq which

makes JepP pCqq ďe P pPJpBqq. Using Theorem 2.10 there is a total set F such that

P pCq ďe F and JepF q ”e JepP pCqq ďe P pPJpBqq. As F and P pPJpBqq are total,

we have that F 1 ďT P pPJpBqq.

We can now apply the relativized jump inversion theorem for the Turing de-

grees to get a set Z ěT F such that Z 1 ”T P pPJpBqq. For this Z, we have

that ιpdegpZ 1qq “ depJepχZqq “ depP pPJppBqqq P eSppPJpAqq and depP pBqq ď

depF q ď depχZq. Since χZ is total and enumeration degree spectra are upwards

closed in the total degrees, this means depχZq P eSppBq Ď eSppAq. So in particular,

depJepχZqq “ depP pPJpBqqq P ta
1 : a P eSppAqu. �

We now compare the enumeration degree spectrum of the positive jump of a

structure A with the spectrum of the original structure and the spectrum of its

traditional jump. The latter is the spectrum of the structure obtained by adding

the sequence of relations

~KA “ p
ď

jPω

ta P ωj : A |ù ϕ
Σc

1

i,j paquqiPω

where ϕ
Σc

1

i,j pxq is the ith formula with j free variables in a fixed computable enu-

meration of all computable infinitary Σ0
1 formulas. Let JpAq “ pA, ~KAq denote the

traditional jump of A. This notion of a jump was defined by Montalbán [12] and

is similar to several other notions of jumps of structures that arose independently

such as Soskova’s notion using Marker extensions [17] or Stukachev’s version using

Σ-definability [18].
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We will also consider the structure A`, the totalization of A given by

A
` “ pA, pRA

i , R
A
i qiPωq.

We will not compare the enumeration degree spectra directly but instead the

sets of enumerations. This gives more insight than comparing the degree spectra as

we can make use of the following analogues to Muchnik and Medvedev reducibility

for enumeration degrees. Given A,B Ď P pωq we say that A ďwe B, A is weakly

enumeration reducible to B, if for every B P B there is A P A such that A ďe B.

We say that A ďse B, A is strongly enumeration reducible to B, if there is an

enumeration operator Ψ such that for every B P B, ΨB P A.

It is not hard to see that given an enumeration of A` one can enumerate an

enumeration of JpAq and the converse holds trivially. We thus have the following.

Proposition 2.12. For every structure A, degepJpAqq “ degepA
`q. In particular

EnumpJpAqq ”se EnumpA
`q.

Proof. By replacing every subformula of the form  Ripx1, . . . , xmq by the formula

Ripx1, . . . , xmq we get a Σp
1 formula in the language of A`. Similarly, given a Σp

1

formula in the language of A` we can obtain a Σc
1 formula in the language of A by

substituting subformulas of the form Ripx1, . . . , xmq with  Ripx1, . . . , xmq. Indeed

we get a computable bijection between the Σp
1 formulas in the language of A` and

the Σc
1 formulas of A. Thus JpAq ”e pA

`, ~KA`

p q, but A` ”e pA
`, ~KA`

p q given

the first equivalence. All of these equivalence are witnessed by fixed enumeration

operators and thus EnumpJpAqq ”se EnumpA
`q. �

Proposition 2.12 is not very surprising, as adding a r.i.c.e. set such as ~KA to

the totalization of A won’t change its enumeration degree. We will thus consider a

slightly different notion of jump by adding the coset of ~KA:

T pAq “ pA, ~KAq

Clearly T pAq ”T JpAq; however, the two sets are not necessarily enumeration equiv-

alent as the following two propositions show.
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Proposition 2.13. Let A be a structure. For every presentation Â of A, P pÂq ďe

DpÂq “ P pÂ`q ďe PJpÂq ďe T pÂq. In particular

EnumpAq ďse EnumpA
`q ďse EnumpPJpAqq ďse EnumpT pAqq.

Proof. Straightforward from the definitions. �

Proposition 2.14. There is a structure A such that

EnumpAq ğwe EnumpA
`q ğwe EnumpPJpAqq ğwe EnumpT pAqq.

Proof. Sacks showed that there is an incomplete c.e. set X of high Turing degree.

Thus, X has enumeration degree degepXq “ 0e and degT pX
1q “ 02. Let A be the

graph coding X as follows. A contains a single element a with a loop, i.e. aEAa

and one circle of length n` 1 for every n P ω. Let y be the least element in A that

is part of the cycle of length n` 1. If n P X, then connect a to y, i.e., aEAy. This

finishes the construction.

As X is c.e., A has enumeration degree 0e. However, 0e R eSppA
`q, as A` has

enumeration degree degepX‘Xq ą 0e. So, in particular EnumpAq ğwe EnumpA
`q.

By Theorem 2.11 the enumeration degree of PJpAq is 01
e and 01

e Q H
1 ‘ H1 ąe

X‘X, so EnumpA`q ğwe EnumpPJpAqq. For the last inequality notice that both

T pAq and PJpAq are total structures and that by the analogue of Theorem 2.11 for

the traditional jumps of structures we have that the enumeration degree of T pAq

is degepH
2 ‘ H2q. As mentioned above the enumeration degree of PJpAq is 01

e,

H1 ‘ H1 P 01
e, and H

1 ‘ H1 ăe H
2 ‘ H2. So, in particular, EnumpPJpAqq ğwe

EnumpT pAqq. �

For total structures the traditional notion of the jump and the positive jump

coincide.

Proposition 2.15. Let A be a structure, then EnumpPJpA`qq ”se EnumpT pAqq

and eSppPJpA`qq “ eSppT pAqq.

Proof. This proof is similar to the proof of Proposition 2.12. Mutatis mutandis. �
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3. Functors

When comparing structures with respect to their enumerations it is natural to

want to use only positive information. Csima, Rossegger, and Yu [5] introduced

the notion of a positive enumerable functor which uses only the positive diagrams

of structures. Reductions based on this notion preserve desired properties such as

enumeration degree spectra of structures.

Recall that a functor F from a class of structures C to a class D maps structures in

C to structures in D and isomorphisms f : AÑ B to isomorphisms F pfq : F pAq Ñ

F pBq with the property that F pidAq “ idF pAq and F pf ˝ gq “ F pfq ˝ F pgq for all

isomorphisms f and g and structures A P C.

Definition 3.1. A functor F : C Ñ D is positive enumerable if there is a pair

pΨ,Ψ˚q where Ψ and Ψ˚ are enumeration operators such that for all A,B P C

(1) ΨP pAq “ P pF pAqq,

(2) for all f P HompA,Bq, Ψ
P pAq‘Graphpfq‘P pBq
˚ “ GraphpF pfqq.

For ease of notation, when a graph of a function occurs in an oracle, we will

simply write the name of the function to represent it.

An alternative and purely syntactical method of comparing classes of structures

is through the model-theoretic notion of interpretability. Since we are restricting

ourselves to positive information, we introduce a new notion of interpretability that

uses Σp
1 formulas.

Definition 3.2. A structure A “ pA,PA
0 , . . . q is positively interpretable in a struc-

ture B if there exists a Σp
1 definable sequence of relations pDomB

A
,DomB

A
,„,

, R0, . . . q in the language of B such that

(1) DomB
A
Ď Băω, DomB

A
“ BăωzDomB

A
,

(2) „ is an equivalence relation on DomB
A

and  its corelation,

(3) Ri Ď pB
ăωqaPi

1 is closed under „ on DomB
A
,

1
aPi

is the arity of Pi
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and there exists a function fA
B

: DomB
A
Ñ A, the interpretation of A in B, which

induces an isomorphism:

pDomB
A, R0, . . . q{„ – pA,P

A
0 , . . . q

We seek to provide enumeration analogues to the results proven in [7], starting

with the following.

Theorem 3.3. There is a positive enumerable functor F : IsopBq Ñ IsopAq if and

only if A is positively interpretable in B.

Proof. Suppose that A is positively interpretable in B using pDomB
A
,DomB

A
„,

, RB
0 , . . . q. We want to construct a functor F : IsopBq Ñ IsopAq, so let B̃ P IsopBq.

Since the relations are all Σp
1 definable they are uniformly r.i.p.e. and so uniformly

enumerable from P pB̃q by Corollary 1.7. Fix an enumeration of ωăω. Using the fact

that both DomB̃
A
,„, and their complements are uniformly enumerable from P pB̃q

we can uniformly enumerate a map τ̃ : ω Ñ DomB̃
A
{ „ sending elements of ω to

„ equivalence classes in DomB̃
A
. We define F pB̃q to be the pullback along τ̃ of the

structure pDomB̃
A
{ „,DomB̃

A
{ „, RB̃

0 { „, . . . q. Since our relations are all uniformly

enumerable from P pB̃q, we have that P pF pB̃qq is enumerable from P pBq.

Now to define our functor on isomorphisms, if we have f : B̃ Ñ B̂ then letting

τ̃ : ω Ñ DomB̃
A
{„ and τ̂ : ω Ñ DomB̂

A
{„ be defined as above, and extending f to

B̃ăω in the natural way, we let

F pfq “ τ̂´1 ˝ f ˝ τ̃ : ÃÑ Â

Since τ̃ and τ̂ are uniformly enumerable from B̃ and B̂ respectively, we have that

this set GraphpF pfqq is uniformly enumerable from P pB̃q ‘Graphpfq ‘ P pB̂q.

Now suppose that there is a positive enumerable functor F “ pΨ,Ψ˚q from IsopBq

to IsopAq. We want to produce the Σp
1 sequence of relations providing the positive

interpretation of B in A.

In what follows, we will often write P pbq instead of PBpbq when it is clear from

context which structure B is meant.
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We can view any finite disjoint tuple b as a map i ÞÑ bi for i ă |b|. Note

that viewing b as such a map, if f is any permutation of ω extending b, then

PBpbq Ď P pBf q where Bf “ f´1pBq.

Let DomB
A
be the set of pairs pb, iq P Băω ˆ ω such that

pi, iq P Ψ
P pbq‘λæ|b|‘P pbq

˚,|b|

where λ is the identity function. Both DomB
A

and its corelation DomB
A

are clearly

uniformly r.i.p.e.

For pb, iq, pc, jq P DomB
A
we let pb, iq „ pc, jq exactly if there exists a finite tuple d

which does not mention elements from b or c, such that if b
1
lists the elements that

occur in b but not c and c1 lists the elements in c but not in b, and if σ “ pcb
1
dq´1˝bc1d

then

pi, jq P Ψ
P pbc1dq‘σ‘P pcb

1
dq

˚,|bcd|
and pj, iq P Ψ

P pcb
1
dq‘σ´1‘P pbc1dq

˚,|bcd|
.

It is easy to see that „ is uniformely r.i.p.e.. Rather than showing immediately

that the complement of „ is uniformly r.i.p.e., we define a clearly uniformly r.i.p.e.

relation , and then show that it is indeed the complement of „.

For pb, iq, pc, jq P DomB
A

we say pb, iq  pc, jq if there exist k ‰ j, l ‰ i, and a

finite tuple d which does not mention elements from b or c, such that if b
1
lists the

elements that occur in b but not c and c1 lists the elements in c but not in b, and if

σ “ pcb
1
dq´1 ˝ bc1d then

pi, kq P Ψ
P pbc1dq‘σ‘P pcb

1
dq

˚,|bcd|
or pj, lq P Ψ

P pcb
1
dq‘σ´1‘P pbc1dq

˚,|bcd|
.

Claim 3.3.1.  is the complement of „

Proof. We want to show that, for any tuples pb, iq, pc, jq P DomB
A
, exactly one of

pb, iq „ pc, jq, pb, iq  pc, jq hold. Let b
1
list the elements in b but not c, and let c1

list the elements in c but not b. Let σ “ pcb
1
q´1 ˝ bc1. Let f, g : ω Ñ A be bijections

extending bc1, cb
1
respectively which agree on all inputs i ą |bc1| “ |cb

1
|. We can

then pull back f and g to get structures Bf ,Bg. Then h “ g´1 ˝f is an isomorphism
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extending σ which is constant on all i ą |σ|. Hence

pi, hpiqq P Ψ
P pBf q‘h‘P pBgq
˚ and pj, hpjqq P Ψ

P pBf q‘h‘P pBgq
˚

If hpiq “ j and hpjq “ i, then taking a long enough initial segment of h witnesses

pb, iq „ pc, jq. If however hpiq “ j or hpjq “ i, then a long enough initial segment of

h witnesses pb, iq  pc, jq.

We now assume towards a contradiction that both pb, iq „ pc, jq, and pb, iq  pc, jq

and that their equivalence is witnessed by d1, σ and their inequivalence is witnessed

by k, l,d2 and τ . Without loss of generality assume that pi, kq P Ψ
P pbc1d2q‘τ‘P pcb

1
d2q

˚ .

We also have pi, jq P Ψ
P pbc1d1q‘σ‘P pcb

1
d1q

˚ . Let

f1 Ą bc1d1 g1 Ą cb
1
d1 f2 Ą bc1d2 g2 Ą cb

1
d2

Then we have isomorphisms as shown below.

B

Bf2 Bf1 Bg1 Bg2

f´1

1
˝f2

g´1

2
˝f2

f2

g´1

1
˝f1

f1

g´1

2
˝g1

g1

g2

Since F is a functor,

F pg´1
2 ˝ f2q “ F pg´1

2 ˝ g1q ˝ F pg
´1
1 ˝ f1q ˝ F pf

´1
1 ˝ f2q.

Since pb, iq P DomB
A

we know that pi, iq P Ψ
P pbq‘λæ|b|‘P pbq
˚ . Notice that f´1

1 ˝ f2 Ą

λæ|bc1| and P pBf1q Ą P pbq, P pBf2q Ą P pbq. Thus

pi, iq P Ψ
P pBf2

q‘pf´1

1
˝f2q‘P pBf1

q
˚ “ GraphpF pf´1

1 ˝ f2qq ñ F pf´1
1 ˝ f2qpiq “ i.

Similarly, since pc, jq P DomB
A
,

pj, jq P Ψ
P pcq‘λæ|c|‘P pcq
˚ ñ pj, jq P Ψ

P pBg1
q‘pg´1

2
˝g1q‘P pBg2

q
˚ “ GraphpF pg´1

2 ˝ g1qq.

Following from our choices for f1, g1, f2, g2 we have that g
´1
1 ˝f1 Ą σ and g´1

2 ˝f2 Ą τ ,

so

pi, jq P Ψ
P pbc1d1q‘σ‘P pcb

1
d1q

˚ ñ pi, jq P Ψ
P pBf1

q‘pg´1

1
˝f1q‘P pBg1

q
˚ “ GraphpF pg´1

1 ˝ f1qq
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pi, kq P Ψ
P pbc1d2q‘τ‘P pcb

1
d2q

˚ ñ pi, kq P Ψ
P pBf2

q‘pg´1

2
˝f2q‘P pBg2

q
˚ “ GraphpF pg´1

2 ˝ f2qq.

The first three equations tell us that

F pg´1
2 ˝g1q˝F pg

´1
1 ˝f1q˝F pf

´1
1 ˝f2qpiq “ F pg´1

2 ˝g1q˝F pg
´1
1 ˝f1qpiq “ F pg´1

2 ˝g1qpjq “ j

whereas the fourth equation tells us that F pg´1
2 ˝ f2qpiq “ k. This contradicts our

earlier statement of F being a functor, and so only one of „, can hold at once. �

Claim 3.3.2. The relation „ is an equivalence relation on DomB
A
.

Proof. Let pa, iq, pb, jq, pc, kq P DomB
A
. It is reflexive, since pa, iq P DomB

A
means

that pi, iq P Ψ
P paq‘λæ|a|‘P paq
˚ , and so the equivalence is witnessed by the empty tuple

and λæ|a|. If pa, iq „ pb, jq via d, σ, then pb, jq „ pa, iq via d, σ´1. Now assume that

pa, iq „ pb, jq and it is witnessed by a1, b
1
d

1
, σ and pb, jq „ pc, kq via b

2
, c2, d

2
, τ . Let

a3 and c3 list the elements of azc and cza respectively. Choose bijections as follows

f1 Ą ab
1
d

1
g1 Ą bc2d

2
h1 Ą ac3

f2 Ą ba1d
1
g2 Ą cb

2
d

2
h2 Ą ca3

such that h1 and h2 agree outside an initial segment of length |a| ` |c3|.

B

Bh1
Bf1 Bf2 Bg1 Bg2 Bh2

ac3 ab
1
d

1
ba1d

1
bc2d

2
cb

2
d

2
ca3

h´1

2
˝h1

f´1

1
˝h1

h1

f´1

2
˝f1

f1

g´1

1
˝f2

f2

g´1

2
˝g1

g1

g2

h´1

2
˝g2

h2

p¨qρ

p¨qσ

p¨qτ

Since F is a functor we have

F ph´1
2 ˝ h1q “ F ph´1

2 ˝ g2q ˝ F pg
´1
2 ˝ g1q ˝ F pg

´1
1 ˝ f2q ˝ F pf

´1
2 ˝ f1q ˝ F pf

´1
1 ˝ h1q.
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Since pa, iq P DomB
A
, and f´1

1 ˝h1 Ą λæ|a| we can show as we did in Claim 3.3.1 that

F pf´1
1 ˝h1qpiq “ i. Similarly, F pg´1

1 ˝f2qpjq “ j, F ph´1
2 ˝g2qpkq “ k. By assumption

F pf´1
2 ˝ f1qpiq “ j and F pg´1

2 ˝ g1qpjq “ k. Thus

pi, kq P GraphpF ph´1
2 ˝ h1qq “ Ψ

P pBh1
q‘ph´1

2
˝h1q‘P pBh2

q
˚

Similarly one can show that pk, iq P Ψ
P pBh2

q‘ph´1

1
˝h2q‘P pBh1

q
˚ . Since h1 and h2 agree

outside of the initial segment of length |a|` |c3| if we take a long enough d
3
and let

ρ Ă h´1
2 ˝ h1 be the permutation sending ac3d

3
to ca3d

3
we witness that pa, iq „

pc, kq. �

Claim 3.3.3. For all i P ω, there is some n P ω such that for c “ Bæn, we have

pc, iq P DomB
A
.

Proof. Let λ be the identity function. Since functors map the identity to the identity,

pi, iq P Graphpλq “ Ψ
P pBq‘λ‘P pBq
˚ , so by the use principle there is a sufficiently long

initial segment of B will have pc, iq P DomB
A
. �

Claim 3.3.4. For pb, iq P DomB
A
, there is an initial segment c “ Bæn of B and j P ω

such that pb, iq „ pc, jq.

Proof. Let m be greater than the maximum number in the tuple b, and let c1 list the

numbers less than or equal tom not occuring in b. Let c “ Bæm, and let f Ą c´1˝bc1

be defined by fpnq “ n for all n ě m. Then pi, jq P GraphpF pfqq “ Ψ
P pBf q‘f‘P pBq
˚

for some j. So by the use principle, there exists d such that pi, jq P Ψ
P pbc1dq‘σ‘P pcdq

˚,|cd|

where σ “ pcdq´1 ˝ bc1d, witnessing that pb, iq „ pc, jq. �

Claim 3.3.5. If pb, iq, pc, jq P DomB
A

and b Ď c then pb, iq „ pc, jq iff i “ j.

Proof. To see this we note that since pb, iq P DomB
A
, we have pi, iq P Ψ

P pbq‘λæ|b|‘P pbq
˚ .

So since b Ď c, by the use principle pi, iq P Ψ
P pcq‘λæ|c|‘P pcq
˚ , so pb, iq „ pc, iq. Now let

d, σ witness that pb, iq „ pc, jq. Then σ Ě λæ|b| and the oracle P pbc1dq ‘ σ ‘ P pcdq

extends P pbq ‘ λæ|b| ‘ P pbq. So by the use principle pi, iq P Ψ
P pbc1dq‘σ‘P pcdq
˚ . As

Ψ
P pbc1dq‘σ‘P pcdq
˚ must extend to the graph of a function, this shows that j “ i. �
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We now define relations Ri on DomB
A
. For each relation Pi of arity ppiq we let

pb1, k1q, . . . , pbppiq, kppiqq be in Ri if there is an initial segment c “ Bæn of B and

j1, . . . , jppiq P ω such that pbl, klq „ pc, jlq for all l and Pipj1, . . . , jppiqq P Ψ
P pcq. Note

that by Claim 3.3.5, it does not matter which initial segment is chosen.

We are now in position to define the isomorphism

F : pA, P0, P1 . . . q Ñ pDomB
A{„, R0{„, R1{„, . . . q

by Fpiq “ pc, iq where c “ Bæn for the least n such that pc, iq P DomB
A
. Note that

such pc, iq exists by Claim 3.3.3. It then follows from Claim 3.3.4 and Claim 3.3.5

that F is a bijection. The bijection respects the relations by definition, and so F is

an isomorphism. �

In the above theorem we not only show the existence of an interpretation given a

functor, but provide a method for transforming a functor F into an interpretation.

Using the other direction of the proof we can turn this interpretation back into

a new functor. We shall call this new induced functor IF . We would like IF to

agree with our original functor F in some fashion, and so we introduce the following

definitions.

Definition 3.4. A functor F : C Ñ D is enumeration isomorphic to a functor

G : C Ñ D if there is an enumeration operator Λ such that for any A P C, ΛP pAq :

F pAq Ñ GpAq is an isomorphism. Moreover, for any morphism h P HompA,Bq in

C when viewing ΛP pAq, ΛP pBq as isomorphisms, ΛP pBq ˝ F phq “ Gphq ˝ ΛP pAq. That

is, the diagram below commutes.

F pAq

F pBq

GpAq

GpBq

ΛP pAq

ΛP pBq

F phq Gphq
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Proposition 3.5. Let F : IsopBq Ñ IsopAq be positive enumerable and IF :

IsopBq Ñ IsopAq be the functor obtained from Theorem 3.3. Then F and IF are

enumeration isomorphic.

Proof. Given a presentation B P IsopBq let FB : B Ñ DomB
A

be the map obtained

in Theorem 3.3 and let τB : ω Ñ DomB
A
{ „ be the bijection obtained in the other

direction of the same proof. τB gives rise to an isomorphism IF pBq Ñ DomB
A
. We

know that both can be enumerated uniformly from a given presentation of B and so

pτBq´1 ˝ FB is also uniformly enumerable from B. Thus there is some enumeration

operator Λ such that for any presentation B

ΛP pBq “ pτBq´1 ˝ FB : F pBq Ñ I
F pBq

To show Λ is an enumeration isomorphism we want to show the following diagram

commutes for all B̃, B̂ P IsopBq and all morphisms h : B̃ Ñ B̂. We extend h to a

map B̃ăω Ñ B̂ăω and then restrict to DomB̃
A
Ñ DomB̂

A
.

F pB̃q DomB̃
A

IF pB̃q

F pB̂q DomB̂
A

IF pB̂q

FB̃

F phq

ΛP pB̃q

h

τ B̃

IF phq

FB̂

ΛP pB̂q

τ B̂

The right hand square commutes since IF phq is defined to be τ B̃ ˝ h ˝ pτ B̂q´1.

To see that the left square commutes take i P F pB̃q. Then F phqpiq “ j for some

j P F pB̂q and FB̃piq “ pa, iq, FB̂pjq “ pb, jq where a and b are initial segments of ω.

We want to show that hpa, iq “ phpaq, iq „B̂ pb, jq.

Since pi, jq P Ψ
P pB̃q‘h‘P pB̂q
˚ we can get pi, jq P Ψ

P
B̃

paq‘hæ|a|‘P
B̂

pbq

˚,|a||b|
by extending a

and b. Note that P
B̃
paq “ P

B̂
phpaqq and assume without loss of generality that b

contains both a and hpaq. Since b is an initial segment, the map associated to it is

the identity. So the map σ “ b
´1
˝ hpaqb

1
is an initial segment of hæ|a|. Hence

pi, jq P Ψ
P
B̂

phpaqq‘σ‘P
B̂

pbq

˚,|ab|
and pj, iq P Ψ

P
B̂

pbq‘pσq´1‘P
B̂

phpaqq

˚,|ab|
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�

Clearly if we have a functor F : IsopAq Ñ IsopBq, then every enumeration of

A computes an enumeration of B. In order to preserve enumeration degree spectra

of structures we need the relationship between the two isomorphism classes to be

even stronger. In [5] positive enumerable bi-transformability was introduced and it

was shown that two positive enumerable bi-transformable structures have the same

enumeration degree spectra. The next definition is the same as positive enumerable

bi-transformability. We chose to rename it, as we learned that the notion is not new,

but rather an effectivization of the highly influential notion of an adjoint equivalence

of categories in category theory.

Definition 3.6. An enumeration adjoint equivalence of categories C and D consists

of a tuple pF,G,ΛC,ΛDqq where F : CÑ D and G : DÑ C are positive enumerable

functors, ΛC and ΛD witness enumeration isomorphisms between the compositions

of G˝F and IdC, respectively F ˝G and IdD, and the two isomorphisms are mapped

to each other. I.e.,

F pΛ
P pAq
C

q “ Λ
P pF pAqq
D

and GpΛ
P pBq
D

q “ Λ
P pGpBqq
C

for all A P C and B P D. If there is an enumeration adjoint equivalence between

IsopAq and IsopBq then we say that A and B are enumeration adjoint.

We will show that the following notion based on positive interpretability is equiv-

alent to enumeration adjointness.

Definition 3.7. Two structures A and B are positively bi-interpretable if there are

effective interpretations of one in the other such that the compositions

fAB ˝ f̂
B
A : Dom

DomB
A

B
Ñ B and fBA ˝ f̂

A
B : Dom

DomA
B

A
Ñ A

are uniformly ripe in B and A respectively. (Here the function f̂B
A

: pDomB
A
qăω Ñ

Aăω is the canonical extension of fB
A
: DomB

A
Ñ A mapping Dom

DomB
A

B
to DomA

B
)

Theorem 3.8. A and B are positively bi-interpretable if and only if they are enu-

meration adjoint.
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Since the proof of Theorem 3.3 works in the enumeration setting, this proof will

go through exactly as in [7] mutatis mutandis.

4. Conclusion

When we restrict ourselves to only the positive information of a structure, the

notion of a r.i.p.e. relation is a natural analogue to r.i.c.e. relations. Whence The-

orem 1.6 shows that Σp
1 relations are the correct notion of formula to consider in

the enumeration setting. We see further evidence for this in Section 2 when r.i.p.e.

formulas are used to define the positive jump of a structure. Theorem 2.11 supports

the claim that the positive jump is the proper enumeration jump for structures as

it behaves well with the regular enumeration jump of sets.

The authors in [5] showed that when comparing classes of structures with re-

spect to enumeration reducibility, positive enumerable functors are the correct ef-

fectivization of functors to consider as they preserve enumeration degree spectra.

The equivalence given by Theorem 3.8 between enumeration adjointness and posi-

tive bi-interpretability thus justifies the choice of positive bi-interpretability as the

enumeration analogue to bi-interpretability.

We strongly believe that r.i.p.e. relations are a valuable addition to the field

of computable structure theory. Developing the idea of definability by positive

formulas further a Lopez-Escobar theorem for positive infinitary formulas is proven

in upcoming work by Bazhenov, Fokina, Rossegger, Soskova, Soskova and Vatev:

The sets of structures definable by Σp
α formulas are precisely the ΣΣΣ0

α sets in the

Scott topology on the space of structures. This result as well as the results in this

article show promising signs of being useful to answer questions in other areas, such

as for instance algorithmic learning theory.
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