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Deligne–Beilinson cohomology and log Hodge theory
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Abstract

We show that the description of Deligne–Beilinson cohomology is improved by

using log Hodge theory. We consider the log relative version of it, and also present

a fundamental conjecture in log Hodge theory.

1 Introduction

1.1. In this paper, we show that the description of Deligne–Beilinson cohomology in
Esnault–Viehweg [4] is improved by using log Hodge theory. We also consider the log
relative version of Deligne–Beilinson cohomology.

1.2. To treat a smooth open algebraic variety X , a good method is to take a good
compactification X of X and put some log structure (e.g. log poles of differential forms)
along the boundary X rX . This is what Deligne did in Hodge II ([2]). To get the mixed
Hodge structure Hm(X) = (Hm(X)Z,W, F ), he defined the Hodge filtration F by using
a good compactification X .

However, he did not describe the Z-structure Hm(X)Z = Hm(X,Z) by using this
compactification. In the log Hodge theory, we can use X to describe it as Hm(X,Z) ∼=

Hm(X
log
,Z). By using this description, we improve the presentation of Deligne–Beilinson

cohomology in [4] as is explained in Section 2.

1.3. In Section 3, we discuss how to formulate the log relative versions of Hodge II and
the Deligne–Beilinson cohomology.

1.4. Notation. Following [4], for a scheme X of finite type over C, the cohomology
usually means the cohomology of the setX(C) of C-points ofX with the classical topology.
In the case where we consider the Zariski topology or the étale topology of the scheme
X , we use the notation Xalg.
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2 Deligne–Beilinson cohomology

2.1. Let X be a separated scheme of finite type over C. Then for a subring A of R, we
have Deligne–Beilinson cohomology groups Hm

DB(X,A(r)) for m, r ≥ 0, called also Deligne
cohomology groups, which are put in the exact sequence

· · · → Hm
DB(X,A(r))→ Hm(X,A(r))→ Hm(X,C)/F r

→ Hm+1
DB (X,A(r))→ Hm+1(X,A(r))→ Hm+1(X,C)/F r → · · · .

Here A(r) in Hm(X,A(r)) denotes the subgroup A · (2πi)r of C, and (F p)p is the Hodge
filtration on Hm(X,C). See [4] Section 2.

In the case where X is proper and smooth, Hm
DB(X,A(r)) is defined as the cohomology

of a complex of sheaves as

Hm
DB(X,A(r)) := Hm(X,A(r)→ OX

d
→ Ω1

X
d
→ · · ·

d
→ Ωr−1

X ),

where on the right hand side, A(r) is put in degree 0 in the complex, OX is the sheaf of
holomorphic functions on X(C) and Ωp

X is the sheaf of holomorphic p-forms on X(C).

2.2. Assume that X is a Zariski open set of a proper smooth scheme X over C in which
the complement D of X is a divisor with normal crossings. In this paper, we give a
presentation of Hm

DB(X,A(r)) which is similar to the proper smooth case in 2.1 by using

the space X
log

in [10] and using the sheaves Olog

X
etc. on X

log
which appear in log Hodge

theory in [13] and [11]. Endow X with the log structure associated to D, and let X
log

be
the associated space.

Theorem 2.3. We have the following presentation of Hm
DB(X,A(r)).

Hm
DB(X,A(r)) = Hm(X

log
, A(r)→ Olog

X

d
→ Ω1,log

X
(logD)

d
→ · · ·

d
→ Ωr−1,log

X
(logD)).

See [10] 3.2 for the definition of Olog

X
. The de Rham complex Ω•,log

X
(logD) = Olog

X
⊗O

X

Ω•

X
(logD) on X is defined in [10] 3.5, where it is denoted by ω•,log

X
.

2.4. This Theorem 2.3 simplifies the theory of Deligne–Beilinson cohomology.
For example, the product structure of the Deligne–Beilinson cohomology is defined

for proper smooth X in [4] Section 1 in a simple way, but for X in 2.2, it is defined
in [4] Section 3 in a complicated way. By using Theorem 2.3, the product structure for
X in 2.2 is defined in the same simple way as the proper smooth case in 2.1. See 2.6.
Also, the Chern classes and the Chern characters of a vector bundle in Deligne–Beilinson
cohomology explained in [4] Section 8 are defined more easily by using Theorem 2.3 as is
explained in 2.8–2.10.

We will denote the above complex A(r) → Olog

X
→ · · · → Ωr−1,log

X
(logD) on X

log
by

A(r)DB,X or simply by A(r)DB.

2.5. We prove Theorem 2.3.

Let j : X → X and jlog : X → X
log

be the inclusion maps and let θ : X
log
→ X be

the canonical map. Then j = θ ◦ jlog.
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By definition, Hm
DB(X,A(r)) = Hm(X,C), where C is the mapping fiber (−1 transla-

tion of the mapping cone) of

Ω≥r

X
(logD)⊕ Rj∗A(r)→ Rj∗Ω

•
X .

Here Ω≥r

X
(logD) denotes the part of degree ≥ r of Ω•

X
(logD). On the other hand, A(r)DB

is quasi-isomorphic to the mapping fiber of Ω≥r,log

X
(logD)⊕ A(r) → Ω•,log

X
(logD). Hence

it is sufficient to prove that the vertical arrows in the following commutative diagram are
isomorphisms.

Ω≥r

X
(logD) → Rj∗Ω

•
X ← Rj∗A(r)

↓ ↑ ↑

Rθ∗Ω
≥r,log

X
(logD) → Rθ∗Ω

•,log

X
(logD) ← Rθ∗A(r)

Here the middle and the right vertical arrows are defined by j = θ ◦ jlog. The left
and the middle vertical arrows are isomorphisms by the following (1) which we apply to
F = Ωp

X
(logD) together with the well-known isomorphism Ω•

X
(logD) ∼= Rj∗Ω

•
X for the

middle. The right vertical arrow is an isomorphism by the following (2) which we apply

to the inverse image F of A(r) on X
log
.

(1) ([13] Proposition 2.2.10.) For a vector bundle F on X , we have F
∼=
→ Rθ∗(O

log

X
⊗OX

F).

(2) ([10] Remark 1.5.1.) For a locally constant sheaf of abelian groups F on X
log
, we

have F
∼=
→ Rjlog∗ jlog ∗F .

2.6. For p, p′ ≥ 0, we define a multiplication

∪ : A(p)DB ⊗ A(p′)DB → A(p+ p′)DB

as follows, in the same way as in [4] Section 1: x ∪ y is xy if x is of degree 0, x ∧ dy if x
is of degree > 0 and y is of degree p′, and is 0 otherwise. The multiplication

∪ : Hm
DB(X,A(p))⊗Hn

DB(X,A(p′))→ Hm+n
DB (X,A(p+ p′))

is induced by this.

2.7. Let X be a separated scheme of finite type over C. We have a presentation of
Hm

DB(X,A(r)) using Theorem 2.3 for X in 2.2 and using a hyper-covering.
As in (8.2.1) of [3], there is a diagram

Y•
⊂
→ Y •

↓
X

in which Y• is the complement of a normal crossing divisor D• in the proper simplicial
smooth scheme Y • and Y• → X is a proper hyper-covering. Using this diagram, Deligne
gives the mixed Hodge structure on Hm(X,Z) which is isomorphic to Hm(Y•,Z). We
have the presentation of Deligne–Beilinson cohomology by log Hodge theory as

Hm
DB(X,A(r)) = Hm(Y

log

• , A(r)DB,Y •

).
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2.8. In 2.8–2.10, we show that the Chern classes and the Chern characters of vector
bundles in Deligne–Beilinson cohomology are explained in nice ways by our log method.

For X in 2.2, the first Chern class mapping for line bundles on Xalg is defined as

(1) Pic (Xalg) = H1(Xalg,ét,O
×
X,alg)

∼= H1(Xalg,ét,M
gp

X,alg
)→ H2

DB(X,Z(1)).

Here the isomorphism in the middle is obtained from jalg,ét,∗(O
×
Xalg

) = Mgp
Xalg

and

R1jalg,ét,∗(O
×
Xalg

) = 0. The last map in (1) is induced by log : θ−1(Mgp

X
)→ Olog

X
/Z(1).

2.9. For a separated scheme X of finite type over C, the first Chern class mapping for
line bundles on Xalg is defined as

Pic (Xalg)→ Pic (Yalg,•) ∼= H1(Y •,alg,ét,M
gp
Y
•,alg

)

→ H1(Y
log

• ,Olog

Y •

/Z(1)) = H2(Y
log

• ,Z(1)→ Olog

Y •

) = H2
DB(X,Z(1))

by using the hyper-covering.

2.10. For a vector bundle F on Xalg, the Chern class and the Chern character of F in
the Deligne–Beilinson cohomology are defined by using the above first Chern classes of
line bundles in the standard way.

3 Log relative versions

In 3.3–3.7 (resp. 3.8–3.16), we consider how to formulate the logarithmic relative version
of Hodge II ([2]) (resp. of the theory of Deligne–Beilinson cohomology).

3.1. In this Section 3, let f : X → S be a projective and log smooth saturated morphism
between fs log complex analytic spaces.

The present X → S generalizes X → Spec(C) of Section 2.

3.2. Let m ≥ 0. We have:
(1) Concerning the induced map f log : X log → S log, Rmf log

∗ Z is a locally constant
sheaf of finitely generated Z-modules on S log ([8]).

(2) We have a canonical isomorphism

Olog
S ⊗Z Rmf log

∗ Z ∼= O
log
S ⊗OS

Hm
dR(X/S)

([6] Theorem (6.3)), where Hm
dR(X/S) = Rmf∗(ω

•
X/S) with ω•

X/S being the logarithmic de

Rham complex of X relative to S. By this, the OS-module Hm
dR(X/S) is locally free of

finite rank.

3.3. In 3.3–3.7, let f : X → S be as in 3.1 and we assume that the following condition
3.3.1 is satisfied.

3.3.1. Locally on X and on S, X is isomorphic over S to an open subspace of Y × Cr,
where Y is an fs log analytic space over S which is log smooth and vertical over S and
Cr is endowed with the log structure generated by the coordinate functions.

This condition is assumed to have a reasonable weight filtration. This condition is
automatically satisfied if f is vertical.
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3.4. We consider the 4-ple

Hm(X/S) := (Hm(X/S)Z, H
m(X/S)O,W, F )

defined as follows. Let Hm(X/S)Z be the locally constant sheaf on S log given by

Hm(X/S)Z := Rmf log
∗ Z.

Let Hm(X/S)O be the vector bundle Hm
dR(X/S) on S. We have a canonical isomorphism

Olog
S ⊗Z Hm(X/S)Z ∼= O

log
S ⊗OS

Hm(X/S)O (3.2).

Define the Hodge filtration F on Hm(X/S)O as follows: Let F p be the image of
Rmf∗(ω

≥p
X/S).

Define the weight filtration W on Hm(X/S)Q := Q⊗Z Hm(X/S)Z as follows: Let X ′

be the fs log analytic space whose underlying analytic space is X and whose log structure
is the vertical part {a ∈ MX | a|b for some b ∈ MS} of the log structure of X relative to
S, and let θ : X log → (X ′)log and η : (X ′)log → S log be the canonical maps. Let Ww be
the image of Rmη∗τ≤w−mRθ∗Q, where τ≤• is the canonical truncation functor.

3.5. By the definition of the weight filtration, Hm(X/S) is of weight ≥ m. If X/S is
vertical, it is of pure weight m (in this case, X = X ′).

The following is one of the main problems in log Hodge theory.

Conjecture 3.6. (1) The Hodge to de Rham spectral sequence

Ep,q
1 = Rqf∗(ω

p
X/S)⇒ Hp+q

dR (X/S)

degenerates at E1 and all Rqf∗(ω
p
X/S) are locally free of finite rank as OS-modules. Hence

the 4-ple Hm(X/S) is a pre-log mixed Hodge structure (pre-LMH) ([13] 2.6, [11] 1.3.1) on
S.

(2) The pre-LMH Hm(X/S) is a log mixed Hodge structure (LMH) ([13] 2.6, [11] 1.3.1)
on S.

3.7. Concerning Conjecture 3.6:

By [15], it holds if X has a semistable reduction over a log pointed disk S.

By [9], it holds if f is vertical and S is log smooth.

By [5], it holds if f is vertical and the log rank of S ≤ 1.

The part (1) of 3.6 holds if every fiber of f is algebraic. Here, the underlying analytic
space of every fiber of f is algebraic because f is projective, but this assumption means
that the log structure of the fiber is also algebraic; the authors do not know whether it
is automatic or not. In fact, the statement is reduced to that for the fibers by the usual
argument by the lengths (see [7]), and if the fiber is algebraic, then the statement for the
fiber is reduced to [6] Theorem (7.1), in which X and S are assumed to be algebraic.

We plan to discuss how to attack the conjecture 3.6 in the sequel of our papers [11]
and [12].
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3.8. In the rest of this paper, let f : X → S be as in 3.1. Let ωp,log
X/S be the sheaf

Olog
X ⊗OX

ωp
X/S on X log. Let a : S log → S be the canonical map and let

g := a ◦ f log : X log f log

→ S log a
→ S.

We define the log DB cohomology of X/S by

Hm
logDB(X/S,A(r)) := Rmg∗(A(r)DB,X/S),

where A(r)DB,X/S denotes the complex A(r)→ Olog
X

d
→ ω1,log

X/S

d
→ · · ·

d
→ ωr−1,log

X/S .

3.9. In Proposition 3.10 below, we will assume that X/S is vertical and that the log rank
of S is ≤ 1. The following are such examples.

Examples. Let C be a smooth algebraic curve over C and let X → C be projective,
generically smooth, and of semi-stable reduction. Let Σ be a finite closed subset of C
outside which X is smooth, endow C with the log structure associated to Σ, and endow X

with the log structure associated to the inverse image of Σ which is a divisor with normal
crossings.

(i) Let X = X, S = C. Then f : X → S satisfies the assumption of this 3.9.
(ii) Let s = S be a point in Σ, and let X be the fiber of s in X. Then with the induced

log structures, f : X → S satisfies the assumption of 3.9.
Note that Conjecture 3.6 is already solved in these cases (3.7).

Proposition 3.10. Assume that X/S is vertical. Let m, r ≥ 0. Let Hm
logB(X/S,Z(r)) :=

Rmg∗(Z(r)). Assume that S is of log rank ≤ 1. Assume m+ 1− 2r ≤ 0.
(1) We have a commutative diagram with exact rows

0 → ExtH(Z, H
m(X/S)(r)) → Hm+1

logDB(X/S,Z(r)) → HomH(Z, H
m+1(X/S)(r)) → 0

↓ ↓ ∩
0 → ExtB(Z, H

m(X/S)(r)Z) → Hm+1
logB (X/S,Z(r)) → HomB(Z, H

m+1(X/S)(r)Z) → 0.

Here HomH(. . . ) (resp. HomB(. . . )) denotes the sheaf U 7→ HomH(U)(. . . ) (resp. U 7→
Hom B(a−1(U))(. . . ) on S with H(U) (resp. B(a−1(U))) being the category of pre-LMH on U
(resp. sheaves of abelian groups on a−1(U) ⊂ S log) for an open set U of S, and ExtH(. . . )
(resp. ExtB(. . . )) denotes the sheaf on S associated to the pre-sheaf U 7→ Ext H(U)(. . . )
(resp. U 7→ Ext B(a−1(U))(. . . )).

(2) The left vertical arrow is surjective. The kernel of the left vertical arrow and the
kernel of the middle vertical arrow are identified with (a∗(H

m(X/S)(r)Z)) \H
m
dR(X/S)/F rHm

dR(X/S).
(3) If m+ 1− 2r < 0, HomH(Z, H

m+1(X/S)(r)) is finite and hence

Q⊗ ExtH(Z, H
m(X/S)(r))

∼=
→ Hm+1

logDB(X/S,Q(r)).

(4) If s ∈ S and if t ∈ S log lies over s, the stalk of Q⊗ ExtB(Z, H
m(X/S)(r)Z) at s is

isomorphic to Hm(X/S)(r)Q,t/NtH
m(X/S)(r)Q,t (resp. 0) if the log structure is of rank 1

(resp. 0) at s. Here Nt is the monodromy logarithm at t.
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To prove Proposition 3.10, we use

Lemma 3.11. Let H = (HZ,W, F ) be a pre-LMH on an fs log analytic space S. Let C
be the complex HZ → O

log
S ⊗OS

HO/F
0 of sheaves on S, where HZ is put in degree 0.

(1) If H is of weights ≤ 0, we have HomH(Z, H) ∼= R0a∗C.
(2) If H is of weights ≤ −1, ExtH(Z, H) ∼= R1a∗C.

Proof. (1) follows from R0a∗C = Ker(a∗HZ → HO/F
0).

We prove (2). Note that R1a∗C is the sheaf of isomorphism classes of pairs (L, λ),
where L is a sheaf of abelian groups on S with an exact sequence 0→ HZ

v
→ L→ Z→ 0

and λ is a homomorphism L → Olog
S ⊗OS

HO/F
0 such that λ ◦ v is the canonical map.

For such an (L, λ), we have an extension (L, W̃ , F̃ ), where W̃ is the evident one and F̃ is
the extension of F to OS ⊗L characterized by the property that Olog

S ⊗O F̃ 0 is generated
by F 0 of H and x+ λ(x) (x ∈ L).

3.12. We prove Proposition 3.10. The lower exact sequence in (1) comes from the spectral
sequence

Ep,q
2 = Rpa∗(H

q(X/S)(r)Z)⇒ Hp+q
log B(X/S,Z(r)).

The upper exact sequence in (1) comes from the spectral sequence

Ep,q
2 = Rpa∗[H

q(X/S)(r)Z → O
log
S ⊗OS

Hq
dR(X/S)/F r]⇒ Hp+q

logDB(X/S,Z(r)),

as follows. By Lemma 3.11, E0,m+1
2 = HomH(Z, H

m+1(X/S)(r)) andE1,m
2 = ExtH(Z, H

m(X/S)(r)).
Furthermore, we have

3.12.1 Rja∗(O
log
S ⊗OS

Hq
dR(X/S)/F r) = 0 for j > 0

by 2.5 (1), and we have Rja∗ = 0 for j > 1 because S is of log rank ≤ 1, and hence
Ep,q

2 = 0 for p ≥ 2. Hence we have the upper exact sequence in (1).
(2) follows from 3.11 (2) and 3.12.1.
(3) is a consequence of the exactness of the upper row in (1).
(4) is by generality of local systems.

3.13. There are differences between the categories H(U) of pre-LMH and the categories
of LMH ([13] 2.6, [11] 1.3.1). An LMH is a pre-LMH which satisfies the admissibility
of local monodromy, the Griffiths transversality of the pullbacks to log points, and the
condition that sufficiently twisted specializations give mixed Hodge structures in the usual
sense (these are conditions (1), (2), (3) in [11] 1.3.1, respectively).

Hence Ext for LMH can be smaller than the ExtH in the above proposition.

3.14. Let the assumption be as in Proposition 3.10. In [11] Sections 5 and 6, we considered
the moduli space of extensions 0→ Hm(X/S)(r)→ E → Z→ 0 of LMH. By Proposition
3.10, this space is regarded as a part of Hm+1

logDB(X/S,Z(r)).

3.15. Let X→ C ⊃ Σ be as in 3.9 and assume that C is proper. For the inverse image U
of CrΣ in X, an element k of the K-group K2r−1−m(U) with m < 2r−1 gives a log mixed
Hodge structure Ek on C with an exact sequence 0→ Hm(X/C)(r)→ Ek → Z→ 0 (cf.

7



[12] Section 7.2). By Proposition 3.10, how Ek degenerates at s ∈ Σ is related to the
image of k under the composition

K2r−1−m(U)→ Hm+1
DB (U,Z(r)) ∼= Hm+1(Xlog,Z(r)DB)→ Hm+1

logDB(Xs/s,Z(r)),

where the first arrow is the Beilinson regulator and Xs denotes the fiber of s in X.
We expect that log Deligne–Beilinson cohomology is useful for understanding of how

elements of K-groups and algebraic cycles behave in degeneration.

3.16. We expect that in a suitable algebraic situation over C, we have a cycle map (the
Hodge realization map) from the log motivic cohomology in [14], [1] to the log Deligne–
Beilinson cohomology.
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