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Reduction by Symmetry in Obstacle Avoidance Problems on Riemannian
Manifolds∗

Jacob R. Goodman† and Leonardo J. Colombo‡

Abstract. This paper studies the reduction by symmetry of a variational obstacle avoidance problem. We
derive the reduced necessary conditions in the case of Lie groups endowed with a left-invariant
metric, and for its corresponding Riemannian homogeneous spaces by considering an alternative
variational problem written in terms of a connection on the horizontal bundle of the Lie group.
A number of special cases where the obstacle avoidance potential can be computed explicitly are
studied in detail, and these ideas are applied to the obstacle avoidance task for a rigid body evolving
on SO(3) and for the unit sphere S

2.
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1. Introduction. In the last decades, energy-optimal path planning on nonlinear spaces
such as Riemannian manifolds has emerged as an active field of interest due to its numerous
applications in manufacturing, imaging, and robotics [6, 19]. Most frequently, one typically
wishes to construct paths connecting some set of knot points—interpolating some set of given
positions velocities. Though it is sometimes desirable to interpolate higher order velocities
as well. The use of variationally defined curves has a rich history due to the regularity and
optimal nature of the solutions. In particular, the so-called Riemannian cubic splines are
a particularly pervasive interpolant, which themselves are composed of Riemannian cubic
polynomials—curves which minimize the total squared (covariant) acceleration among all suf-
ficiently regular curves satisfying some boundary conditions in positions and velocities—that
are subsequently glued together to create a spline. Riemannian cubic polynomials carry have
deep connections with Riemannian geometry, which often parallels the theory of geodesics.
This has been studied extensively in the literature (see [21, 11, 13, 10] for a detailed account
of Riemannian cubics and [14, 9] for some results with higher-order Riemannian polynomials).

In practical applications, it is often the case that there are obstacles or regions in space
which need to be avoided. In this case, the action functional may be augmented with an artifi-
cial potential term which grows inversely to the Riemannian distance from the obstacle. This
strategy was employed for instance in [3, 4], where necessary conditions for extrema in obstacle
avoidance problems on Riemannian manifolds were derived, and applications to interpolation
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2 J. R. GOODMAN, AND L. J. COLOMBO

problems on manifolds and to energy-minimum problems on Lie groups and symmetric spaces
endowed with a bi-invariant metric were studied. Similar strategies have been implemented
for collision avoidance problems for multi-agent systems evolving on Riemannian problems,
as in [2]. Existence of global minimizers and safety guarantees were studied in [16] for the
obstacle avoidance problem, and [17] for the collision avoidance problem. Sufficient conditions
for optimality in obstacle avoidance problems—analogous to the theory of Jacobi Fields for
geodesics—was studied in [15].

The major drawback of utilizing variationally defined curves in the task of path plan-
ning is that they are frequently impossible to compute explicitly, and often computationally
expensive to approximate numerically. Fortunately, many applications evolve naturally on
Lie groups (such as SO(3) and SE(3)) and homogeneous spaces (such as S2). Such spaces
have special structures that allow the variational principles (and their resulting necessary
conditions for optimality, often called the Euler-Lagrange equations) to be reduced. In par-
ticular, the Euler-Lagrange equations reduce to some system of equations, often referred to as
the Euler-Poincaré equations, which evolve on a vector space. Hence, the reduced equations
are well suited to numerical integration schemes, from which the corresponding solution to
the Euler-Lagrange equations can be obtained via a reconstruction equation. Reduction by
symmetry for Riemannian cubics has been studied in [1].

The inclusion of potentials in the action functional complicates the reduction process.
First, the potential must admit certain symmetries to allow for reduction. In the literature,
this typically involves the existence of a space of parameters on which the underlying Lie group
acts, and a parameter dependent extension of the potential which is invariant under some Lie
group action and agrees with the original potential for some particular choice of parameter.
Such problems are typically referred to as reduction with symmetry breaking. In the case that
the underlying Riemannian manifold is a Lie group, the problem of reduction with symmetry
breaking has been studied in [12] for variational principles of arbitrary order and where the
parameter space is a manifold. For homogeneous spaces, reduction with symmetry breaking
has only been studied for variational principles of order 1 [23]. Reduction with symmetry
breaking for the particular case of obstacle avoidance potential has not been addressed in
the literature, though a related first-order Optimal control problem with symmetry breaking
has been studied in [5]. A particular challenge for reduction with symmetry breaking in the
obstacle avoidance problem comes from practical considerations. Namely, the Riemannian
distance function is difficult—if not impossible—to compute explicitly outside of certain spe-
cial cases (such as Lie groups with bi-invariant metrics and Riemannian symmetric spaces),
and many applications (rigid body motions, for example) do not possess such structures. Even
numerical approximations are very costly, rendering the strategy undesirable for the purpose
of path-planning. The primary motivation for this paper is to extend the notion of reduction
with symmetry breaking to the obstacle avoidance problem, and to do so in such a way that
the generated trajectories may be found in a cost-effective manner—amplifying considerably
the class of possible applications.

The main contributions of this paper are as follows. (i) In Proposition 3.4, necessary
conditions for reduction with symmetry breaking for the obstacle avoidance task are derived
in the case of a Lie group endowed with a left-invariant metric. (ii) In Corollary 3.7, these
results are specialized to the case of a Lie group endowed with a left-invariant metric. It is
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REDUCTION BY SYMMETRY IN OBSTACLE AVOIDANCE PROBLEMS 3

shown how the bi-invariant metric allows the Riemannian distance to be computed explicitly.
Then (iii), in Corollary 3.9, another particular case is considered where the Lie group is
endowed with both a left-invariant (from which dynamics are derived) and bi-invariant metric
(with respect to which the Riemannian distance is defined). In particular, this allows to
compute the Riemannian distance (and thus the potential) explicitly even in the case where
the necessary conditions are expressed with respect to a left-invariant (but not bi-invariant)
metric. (iv) In Section 3.3, these principles are applied to reduce the necessary conditions
for optimality corresponding to a rigid body evolving on SO(3) with an obstacle avoidance
potential. In Section 4, we then turn our attention to homogeneous spaces of Lie groups
endowed with left-invariant metrics. (v) In Proposition 4.10, we derive necessary conditions
for optimality corresponding to the obstacle avoidance task, written in terms of a connection
on the horizontal bundle. This formalism differs from the literature, which considers the
Levi-Civita connection. (vi) In Proposition 4.13, we then reduce the necessary conditions for
optimality with symmetry breaking. We then consider a number of particular cases in Section
4.2. In particular, (vii) in Proposition 4.15, we consider the reduced necessary conditions for
optimality with symmetry breaking for homogeneous spaces of Lie groups with bi-invariant
metrics, and of Lie groups equipped with both left-invariant and bi-invariant metrics. (viii)
In Proposition 4.16, we find the reduced necessary conditions for optimality with symmetry
breaking for Riemannian symmetric spaces with left-invariant, bi-invariant metrics, and both
left-invariant and bi-invariant metrics. Finally, (ix) we study the particular case of obstacle
avoidance on homogeneous spaces, and in Section 4.3 we apply the results to the case of the
unit sphere S2 endowed with the round metric.

The paper is organized as follows. In Section 2, we provide the necessary background for
Riemannian manifolds, and in Section 2.1 we specialize the discussion to left-invariant Rie-
mannian metrics on Lie groups. In Theorem 2.5, the Euler-Poincaré equations for a geodesic
are derived using our formalism, and in Section 2.2, they are applied to the special case of a
rigid body evolving on SO(3). In section 3, we discuss the general framework for the varia-
tional obstacle avoidance problem, and in Section 3.1, we reduce the necessary conditions for
optimality with the symmetry breaking obstacle avoidance potential on Lie groups endowed
with left-invariant metrics. In Section 3.2, we then specialize the discussion to Lie groups
which admit bi-invariant metrics. In Section 3.3, we return to the example of a rigid body
evolving on SO(3), where we study the corresponding obstacle avoidance problem. Section
4 regards reduction with symmetry breaking on Riemannian homogeneous spaces, where the
underlying Lie group is endowed with a left-invariant metric. In Section 4.2, we consider the
special cases where the Lie group admits a bi-invariant metric, and where the Riemannian
homogeneous space is in fact a Riemannian symmetric space. Finally, Section 4.3 applies
these principles to obstacle avoidance on the unit sphere S2.

2. Riemannian Manifolds. Let (Q, 〈·, ·〉) be an n-dimensional Riemannian manifold,
where Q is an n-dimensional smooth manifold and 〈·, ·〉 is a positive-definite symmetric co-
variant 2-tensor field called the Riemannian metric. That is, to each point q ∈ Q we assign a
positive-definite inner product 〈·, ·〉q : TqQ×TqQ → R, where TqQ is the tangent space of Q at
q and 〈·, ·〉q varies smoothly with respect to q. The length of a tangent vector is determined by

its norm, defined by ‖vq‖ = 〈vq, vq〉
1/2 with vq ∈ TqQ. For any p ∈ Q, the Riemannian metric
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4 J. R. GOODMAN, AND L. J. COLOMBO

induces an invertible map ·♭ : TpQ → T ∗
pQ, called the flat map, defined by X♭(Y ) = 〈X,Y 〉 for

all X,Y ∈ TpQ. The inverse map ·♯ : T ∗
pQ → TpQ, called the sharp map, is similarly defined

implicitly by the relation
〈
α♯, Y

〉
= α(Y ) for all α ∈ T ∗

pQ. Let C∞(Q) and Γ(TQ) denote the
spaces of smooth scalar fields and smooth vector fields on Q, respectively. The sharp map
provides a map from C∞(Q) → Γ(TQ) via gradf(p) = df ♯

p for all p ∈ Q, where gradf is called
the gradient vector field of f ∈ C∞(Q). More generally, given a map V : Q × · · · × Q → R

(with m copies of Q), we may consider the gradient vector field of V with respect to ith

component as gradiV (q1, . . . , qm) = gradU(qi), where U(q) = V (q1, . . . , qi−1, q, qi+1, . . . , qm)
for all q, q1, . . . , qm ∈ Q.

Vector fields are a special case of smooth sections of vector bundles. In particular, given
a vector bundle (E,Q, π) with total space E, base space Q, and projection π : E → Q, where
E and Q are smooth manifolds, a smooth section is a smooth map X : Q → E such that
π ◦X = idQ, the identity function on Q. We similarly denote the space of smooth sections on
(E,Q, π) by Γ(E). A connection on (E,Q, π) is a map ∇ : Γ(TQ)× Γ(E) → Γ(TQ) which is
C∞(Q)-linear in the first argument, R-linear in the second argument, and satisfies the product
rule ∇X(fY ) = X(f)Y + f∇XY for all f ∈ C∞(Q), X ∈ Γ(TQ), Y ∈ Γ(E). The connection
plays a role similar to that of the directional derivative in classical real analysis. The operator
∇X which assigns to every smooth section Y the vector field ∇XY is called the covariant
derivative (of Y ) with respect to X. Connections induces a number of important structures
on Q, a particularly ubiquitous such structure is the curvature endomorphism, which is a map
R : Γ(TQ)×Γ(TQ)×Γ(E) → Γ(TQ) defined by R(X,Y )Z := ∇X∇Y Z−∇Y∇XZ−∇[X,Y ]Z
for all X,Y ∈ Γ(TQ), Z ∈ Γ(E). Qualitatively, the curvature endomorphism measures
the extent to which covariant derivatives commute with one another. We further define the
curvature tensor Rm on Q via Rm(X,Y,Z,W ) := 〈R(X,Y )Z,W 〉.

We now specialize our attention to affine connections, which are connections on TQ. Let
q : I → Q be a smooth curve parameterized by t ∈ I ⊂ R, and denote the set of smooth vector
fields along q by Γ(q). Then for any affine connection ∇ on Q, there exists a unique operator
Dt : Γ(q) → Γ(q) (called the covariant derivative along q) which agrees with the covariant
derivative ∇q̇W̃ for any extension W̃ of W to Q. A vector field X ∈ Γ(q) is said to be parallel
along q if DtX ≡ 0. For k ∈ N, the kth-order covariant derivative of W along q, denoted by

Dk
tW , can then be inductively defined by Dk

tW = Dt

(
Dk−1

t W
)
.

The covariant derivative allows to define a particularly important family of smooth curves
on Q called geodesics, which are defined as the smooth curves γ satisfying Dtγ̇ = 0. Moreover,
geodesics induce a map expq : TqQ → Q called the exponential map defined by expq(v) = γ(1),
where γ is the unique geodesic verifying γ(0) = q and γ̇(0) = v. In particular, expq is a diffeo-
morphism from some star-shaped neighborhood of 0 ∈ TqQ to a convex open neighborhood B
(called a goedesically convex neighborhood) of q ∈ Q. It is well-known that the Riemannian
metric induces a unique torsion-free and metric compatible connection called the Riemannian
connection, or the Levi-Civita connection. Along the remainder of this paper, we will assume
that ∇ is the Riemannian connection. For additional information on connections and cur-
vature, we refer the reader to [7, 20]. When the covariant derivative Dt corresponds to the
Levi-Civita connection, geodesics can also be characterized as the critical points of the length
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functional L(γ) =

∫ 1

0
‖γ̇‖dt among all unit-speed piece-wise regular curves γ : [a, b] → Q

(that is, where there exists a subdivision of [a, b] such that γ is smooth and satisfies γ̇ 6= 0
on each subdivision). Equivalently, we may characterize geodesics by the critical points of

the energy functional E =
1

2

∫ b

a
‖γ̇‖2dt among all C1 piece-wise smooth curves γ : [a, b] → Q

parameterized by arc-length. The length functional induces a metric d : Q × Q → R called
the Riemannian distance via d(p, q) = inf{L(γ) : γ regular, γ(a) = p, γ(b) = q}.

If we assume that Q is complete (that is, (Q, d) is a complete metric space), then by the
Hopf-Rinow theorem, any two points x and y in Q can be connected by a (not necessarily
unique) minimal-length geodesic γx,y. In this case, the Riemannian distance between x and

y can be defined by d(x, y) =

∫ 1

0

∥∥∥dγx,y
ds

(s)
∥∥∥ ds. Moreover, if y is contained in a geodesically

convex neighborhood of x, we can write the Riemannian distance by means of the Riemannian
exponential as d(x, y) = ‖exp−1

x y‖.
Given ξ = (qa, va), η = (qb, vb) ∈ TQ with a < b ∈ R, we will say that a curve γ : [a, b] → Q

is admissible if it is C1, piece-wise smooth, and satisfied γ(a) = qa, γ(b) = qb, γ̇(a) =

va, γ̇(b) = vb by Ωa,b
ξ,η. The space of admissible curves will be denoted by Ω, and it has the

structure of a smooth infinite-dimensional manifold. Its tangent space TxΩ consists of all C1,
piece-wise smooth vector fields X along x satisfying X(a) = X(b) = DtX(a) = DtX(b) = 0.

An admissible variation of x is a family of curves Γ : (−ǫ, ǫ)× [a, b] → Q such that:
1. Γ(r, ·) ∈ Ω for all r ∈ (−ǫ, ǫ),
2. Γ(0, t) = x(t) for all t ∈ [a, b].

The variational vector field corresponding to Γ is defined by ∂sΓ(0, t). An admissible proper
variation of x is an admissible variation such that Γ(s, a) = x(a) and Γ(s, b) = x(b) for all
s ∈ (−ǫ, ǫ). It can be seen that any X ∈ TxΩ is the variational vector field of some admissible
proper variation, and conversely, the variational vector field on any admissible proper variation
belongs to TxΩ.

2.1. Riemannian geometry on Lie Groups. Let G be a Lie group with Lie algebra g :=
TeG, where e is the identity element of G. The left-translation map L : G×G → G provides
a group action of G on itself under the relation Lgh := gh for all g, h ∈ G. Given any inner-
product 〈·, ·〉g on g, left-translation provides us with a Riemannian metric 〈·, ·〉 on G via the
relation:

〈Xg, Yg〉 :=
〈
Lg−1∗Xg, Lg−1∗Yg

〉
g
,

for all g ∈ G,Xg, Yg ∈ TgG, where the notation Lg∗ stands for the push-forward of Lg, which is
well-defined because Lg : G → G is a diffeomorphism for all g ∈ G. Such a Riemannian metric
is called left-invariant, and it follows immediately that there is a one-to-one correspondence
between left-invariant Riemannian metrics on G and inner products on g, and that Lg : G → G
is an isometry for all g ∈ G by construction. Any Lie group equipped with a left-invariant
metric is complete as a Riemannian manifold. In the remainder of the section, we assume
that G is equipped with a left-invariant Riemannian metric.

We call a vector field X on G left-invariant if Lg∗X = X for all g ∈ G, and we denote
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6 J. R. GOODMAN, AND L. J. COLOMBO

the set of all left-invariant vector fields on G by XL(G). It is well-known that the map
φ : g → XL(G) defined by φ(ξ)(g) = Lg∗ξ for all ξ ∈ g, g ∈ G is an isomorphism between
vector spaces. This isomorphism allows us to construct an operator ∇g : g × g → g defined
by:

∇g
ξη := ∇φ(ξ)φ(η)(e),(2.1)

for all ξ, η ∈ g, where ∇ is the Levi-Civita connection on G corresponding to the left-invariant
Riemannian metric 〈·, ·〉. Although ∇g is not a connection, we shall refer to it as the Rieman-
nian g-connection corresponding to ∇ because of the similar properties that it satisfies:

Lemma 2.1. ∇g : g × g → g is R-bilinear, and for all ξ, η, σ ∈ g, the following relations
hold:

1. ∇g
ξη −∇g

ηξ = [ξ, η]g,

2.
〈
∇g

σξ, η
〉
+

〈
ξ,∇g

ση
〉
= 0.

Proof. The R-bilinearity of ∇g follows immediately from (2.1). For 1., observe that:

∇g
ξη −∇g

ηξ =
(
∇φ(ξ)φ(η) −∇φ(η)φ(ξ)

)
(e)

= [φ(ξ), φ(η)] (e)

= [ξ, η]g

since ∇ is the torsion-free. For 2., note that since ∇ is compatible with 〈·, ·〉, we have that

Lφ(σ) 〈φ(ξ), φ(η)〉 (e) =
〈
∇φ(σ)φ(ξ)(e), φ(η)(e)

〉
+

〈
φ(ξ)(e),∇φ(σ)φ(η)(e)

〉

= 〈∇g
σξ, η〉+ 〈ξ,∇g

ση〉 ,

where L stands for the Lie derivative of vector fields. But since φ(ξ), φ(η) are left-invariant,
〈φ(ξ), φ(η)〉 is a constant function, so Lφ(σ) 〈φ(ξ), φ(η)〉 ≡ 0.

Remark 2.2. We may consider the Riemannian g-connection as an operator
∇g : C∞([a, b], g)×C∞([a, b], g) → C∞([a, b], g) in a natural way, namely, if ξ, η ∈ C∞([a, b], g),
we can write (∇g

ξη)(t) := ∇g

ξ(t)η(t) for all t ∈ [a, b]. With this notation, Lemma 2.1 works

identically if we replace ξ, η, σ ∈ g with ξ, η, σ ∈ C∞([a, b], g). ⋄

We denote ad†ξη = (ad∗ξη
♭)♯ for all ξ, η ∈ g, which leads to the following decomposition of

∇g (see Theorem 5.40 of [8], for instance):

Lemma 2.3. The Riemannian g-connection can be expressed as:

∇g
ξη =

1

2

(
[ξ, η]g − ad†ξη − ad†ηξ

)

for all ξ, η ∈ g.

Given a basis {Ai} of g, we may write any vector field X on G as X = Xiφ(Ai), where
Xi : G → R, where we have adopted the Einstein sum convention. If X is a vector field
along some smooth curve g : [a, b] → G, then we may equivalently write X = XigAi, where
now Xi : [a, b] → R and gAi =: LgAi. We denote Ẋ = ẊigAi, which may be written in a
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REDUCTION BY SYMMETRY IN OBSTACLE AVOIDANCE PROBLEMS 7

coordinate-free fashion via Ẋ(t) = d
dt

(
Lg(t)−1∗X(t)

)
. We now wish to understand how the

Levi-Civita connection ∇ along a curve is related to the Riemannian g-connection ∇g. This
relation is summarized in the following result:

Lemma 2.4. Consider a Lie group G with Lie algebra g and left-invariant Levi-Civita con-
nection ∇. Let g : [a, b] → G be a smooth curve and X a smooth vector field along g. Then
the following relation holds for all t ∈ [a, b]:

DtX(t) = g(t)
(
Ẋ(t) +∇g

ξη(t)
)
.(2.2)

Proof. Let {Ai} be a basis for g, and suppose that ξ(t) = g(t)−1ġ(t) = ξi(t)Ai and
η(t) = g(t)−1X(t) = ηi(t)Ai. Expanding out the left-hand side of (2.2), and using that
Lg∗(ηjAj) = ηjLg∗(Aj) we get:

DtX(t) = Dt

(
ηjgAj

)
(t)

= g(t)
∂ηj

∂t
(t)Ai + ηj(t)Dt (gAj) .

Note that g(t)Ai = φ(Ai)(g(t)) for all t ∈ [a, b], 1 ≤ i ≤ n. Hence,

Dt (gAj(t)) = ξi(t)
(
∇φ(Ai)φ(Aj)

)
(g(t)),

= g(t)ξi(t)
(
∇φ(Ai)φ(Aj)

)
(e)

= g(t)ξi(t)∇g
Ai
Aj,

since φ(Ai) is left-invariant for all 1 ≤ i ≤ n and left-translation is an isometry. Equation
(2.2) then follows by the bi-linearity of ∇g together with the definition of Ẋ with respect to
the basis {Ai}.

We have seen in Section 2 that the critical points g : [a, b] → G of the energy functional
E are geodesics, that is Dtġ = 0 on the full interval [a, b]. Observe that from Lemma 2.4, this

implies that Lg∗

(
ξ̇ +∇g

ξ̇
ξ̇
)
= 0 for ξ := g−1ġ, and since left-translation is a diffeomorphism,

we obtain the following reduction of geodesics:

Theorem 2.5. Suppose that g : [a, b] → G is a geodesic, and let ξ := g−1ġ. Then, ξ satisfies

ξ̇ +∇g

ξ̇
ξ̇ = 0(2.3)

on [a, b].

Remark 2.6. Equation (2.3) is often called the Euler-Poincaré equations for geodesics.
The Euler-Poincaré equations may be formulated more generally in the language of Lagrangian
mechanics. That is, given a function L : TG → R called the Lagrangian, we seek to minimize

the action A[g] =

∫ b

a
L(g, ġ)dt on Ω. It is well-known that the critical points of A satisfy the

Euler-Lagrange equations
d

dt

(
∂L

∂ġ

)
+

∂L

∂g
= 0. If the Lagrangian is left-invariant, meaning

that L(hg, hġ) = L(g, ġ) for all g, h ∈ G, then we may consider the reduced Lagrangian
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8 J. R. GOODMAN, AND L. J. COLOMBO

l : g → R given by l(ξ) := L(e, ξ) = L(g, ġ), where ξ := g−1ġ. Then, the critical points of the

reduced action Ared[ξ] =

∫ b

a
l(ξ)dt among variations of the from δξ = η̇ + [ξ, η]g, where η is

arbitrary admissible proper variation, satisfy the Euler-Poincaré equations
d

dt

(
∂l

∂ξ

)
= ad∗ξ

∂l

∂ξ
.

Moreover, it can be see that g satisfies the Euler-Lagrange equations corresponding to L if and
only if ξ := g−1ġ satisfies the Euler-Poincaré equations corresponding to l [18]. The equation
ġ = gξ is known as the reconstruction equation. The reduced variational principle is an
example of a constrained variational principle, since we are constraining the set of admissible
variations. We will revisit constrained variational principles in Section 4 for a second-order
variational problem on homogeneous spaces.

The energy function E is precisely the action corresponding to the Lagrangian L(g, ġ) =
1
2‖ġ‖

2. Since the Riemannian metric is left-invariant, it follows that the Lagrangian too is
left-invariant, and so the reduced Lagrangian takes the form l(ξ) = 1

2‖ξ‖
2. It is straight-

forward to show that
∂l

∂ξ
= ξ♭, so that the Euler-Poincaré equations associated to l are given

by ξ̇♭ = ad∗ξξ
♭, which is equivalent to (2.3) by Lemma 2.3. Notice that the Euler-Poincaré

equations corresponding to l naturally live on the dual of the Lie algebra g∗. It is only through
the metric that we are able to convert them into equations on g.

2.2. Example 1: Geodesics for Rigid Body on SO(3). It is well-known that the attitude
of a rigid body can be modelled on G = SO(3) equipped with the left-invariant Riemannian

metric
〈
Ṙ1, Ṙ2

〉
= tr(Ṙ1MṘT

2 ) for all R ∈ SO(3), Ṙ1, Ṙ2 ∈ TRSO(3), where M is a symmetric

positive-definite 3×3 matrix called the coefficient of inertia matrix. On the Lie algebra so(3),

the metric takes the form of the inner-product
〈
Ω̂1, Ω̂2

〉
= ΩT

1 JΩ2, where ·̂ : R3 → so(3) is

the hat isomorphism defined by (x1, x2, x3)
T 7→




0 −x3 x2
x3 0 −x1
−x2 x1 0


, and J is a symmetric

positive-definite 3× 3 matrix called the moment of inertia tensor.
Suppose that G is equipped with the Levi-Civita connection induced by the above metric,

and suppose that R : [a, b] → SO(3) is a geodesic. Define Ω̂ := R−1Ṙ ∈ so(3). Then, from

Theorem 2.5, we have
˙̂
Ω = ad†

Ω̂
Ω̂, or

˙̂
Ω♭ = ad∗

Ω̂
Ω̂♭. First observe that Ω̂♭(η̂) :=

〈
Ω̂, η̂

〉
=

ΩT Jη = (JΩ)T η for all η̂ ∈ so(3). Hence, we may identify Ω̂♭ with JΩ under the hat iso-
morphism. Moreover, it is well known that ad∗

Ω̂
Π̄ = Π × Ω for all Π̄ ∈ so(3)∗, where Π is

determined by the relationship
〈
Π̄, Ω̂

〉
= ΠTΩ. It then follows that (2.3) is equivalent to

JΩ̇ = JΩ × Ω, which is recognized as Euler’s equation for a rigid body.

3. Necessary and Sufficient Conditions for the Variational Obstacle Avoidance Prob-

lem. Consider a complete and connected Riemannian manifold Q. For some X,Y ∈ TQ and
a < b ∈ R, let Ωa,b

X,Y be defined as in the previous section. We define the function J : Ω → R
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by

(3.1) J(q) =

T∫

0

(1
2

∣∣∣
∣∣∣Dtq̇(t)

∣∣∣
∣∣∣
2
+ V (q(t))

)
dt.

(P1): Variational obstacle avoidance problem: Find a curve q ∈ Ω minimizing the
functional J , where V : Q → R is a smooth and non-negative function called the artificial
potential, and Dtq̇ is the covariant derivative along q induced by the Levi-Civita connection
on Q.

In order to minimize the functional J among the set Ω, we want to find curves q ∈ Ω such
that J(q) ≤ J(q̃) for all admissible curves q̃ in a C1-neighborhood of q. Necessary conditions
can be derived by finding q such that the differential of J at q, dJ(q), vanishes identically.
This is clearly equivalent to dJ(q)W = 0 for all W ∈ TqΩ, which itself can be understood
through variations—as discussed in the previous section. The next result from [3] characterizes
necessary conditions for optimality in the variational obstacle avoidance problem.

Proposition 3.1. [3] q ∈ Ω is a critical point for the functional J if and only if it is a
C∞-curve on [a, b] satisfying

(3.2) D3
t q̇ +R

(
Dtq̇, q̇

)
q̇ + grad V (q(t)) = 0.

Remark 3.2. We call the solutions to (3.2) modified Riemannian cubic polynomials with re-
spect to V , or simply modified cubics when the potential is understood from context, following
the standard nomenclature that such curves are referred to as Riemannian cubic polynomials
in the event that V ≡ 0. Given a point obstacle q0 ∈ Q, we may consider a potential of
the form V (q) = τ

1+(d(q0,q)/D)2N
, where τ,D ∈ R+ and N ∈ N. From [17] it follows that the

solutions to (3.2) avoid the obstacle q0 within a tolerance of D (that is, they do not enter the
ball BD(q0) ⊂ Q) for τ,N sufficiently large. Of course, this is not the only family of artificial
potentials with such a property, however it should be noted that in general, such families will
involve the Riemannian distance function, as it is the primary tool for making comparisons
between the agent and the obstacle.

3.1. Reduction in the Variational Obstacle Avoidance Problem on Lie Groups. We
wish to obtain Euler-Poincaré equations corresponding to (3.2) in the case that Q = G, under
the additional assumptions:

G1: G a Lie group endowed with a left-invariant Riemannian metric and cor-
responding Levi-Civita connection ∇.

G2: There exists a smooth function Vext : G×G → R called the extended arti-
ficial potential which satisfies Vext(·, g0) = V for some g0 ∈ G and which
is invariant under left-translation on G × G. That is, Vext(hg, hḡ) =
Vext(g, ḡ) for all g, ḡ, h ∈ G.

To do this, we first must understand the forms that D3
t ġ and R(Dtġ, ġ)ġ take when left-

translated to curves in the Lie algebra. This is summarized in the following Proposition:
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Proposition 3.3. Let g : [a, b] → G be a smooth curve and set ξ := g−1ġ and η = ξ̇ − ad†ξξ.
Then,

D3
t ġ = g

(
η̈ + 2∇g

ξ η̇ +∇g
ηη +∇g

ad
†
ξ
ξ
η +∇g

ξ∇
g
ξη
)
,(3.3)

R (Dtġ, ġ) ġ = gR
(
η, ξ

)
ξ.(3.4)

Proof. Observe that, from Lemma 2.4, we have D2
t ġ = Dtgη = g

(
η̇ +∇g

ξη
)
, so that (3.3)

is calculated as:

D3
t ġ = Dtg

(
η̇ +∇g

ξη
)

= η̈ + 2∇g
ξ η̇ +∇g

ξ̇
η +∇g

ξ∇
g
ξη

= η̈ + 2∇g
ξ η̇ +∇g

ηη +∇g

ad†
ξ
ξ
η +∇g

ξ∇
g
ξη

For (3.4), we see from Lemma 2.4 that Dtġ = gη, and hence:

R (Dtġ, ġ) ġ = R
(
gη, gξ

)
gξ

= gR
(
η, ξ

)
ξ

since R is invariant under left-translation by g(t) for any fixed t ∈ [a, b] and since R is a tensor
field (and hence only depends on its arguments at the point at which we are evaluating it).

The quantities calculated in Proposition 3.3 may be substituted directly into equation
(3.2). If g were a cubic polynomial (i.e., in the case that V ≡ 0), we would immediately obtain
reduced equations on the Lie algebra g. However, in the case that the artificial potential is non-
trivial, this is only possible if V is also left-invariant—which is not generally true. However, it
is often the case that V is left-invariant on some stabilizer subgroup of G. Indeed, assumption
G2 is equivalent to the assumption that V is left-invariant on the stabilizer subgroup of g0,
Stab(g0) (also called the isotropy subgroup of g0). For the purposes of obstacle avoidance,
g0 takes the form of a point-obstacle that we wish to avoid. As for classical Euler-Poincaré
reduction, we will be able to use these assumption to reduce (3.2) to a set of equations
on g, together with some reconstruction equations, by working directly with the variational
principle. This is seen in the following proposition.

Proposition 3.4. Consider the variational obstacle avoidance problem P1 with Q = G and
the additional assumptions G1, G2. Then g ∈ Ω solves (3.2) if and only if ξ := g−1ġ and
h := g−1

0 g solve:

ξ̇ = η + ad†ξξ,(3.5)

0 = η̈ + 2∇g
ξ η̇ +∇g

ηη +∇g

ad
†
ξ
ξ
η +∇g

ξ∇
g
ξη +R

(
η, ξ

)
ξ + Lh−1∗grad1Vext(h, e),(3.6)

ḣ = Lh∗ξ.(3.7)
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Proof. From Proposition 3.1 and assumption G2, it is clear that

δJ(g) =

∫ b

a

〈
D3

t ġ +R
(
Dtġ, ġ

)
ġ, δg

〉
dt+ δ

∫ b

a
Vext(h, e)dt(3.8)

Now let σ(t) := g(t)−1δg(t). Then, δh = g−1
0 δg = g−1

0 g(t)σ(t) = h(t)σ(t) = Lh(t)∗σ(t) and:

δ

∫ b

a
Vext(h, e)dt =

∫ b

a

∂

∂s

∣∣∣
s=0

Vext(h, e)dt

=

∫ b

a

〈
∂Vext

∂h
,Lh(t)∗σ

〉

g∗
dt

=

∫ b

a

〈
grad1V (h, e), Lh(t)∗σ

〉
dt

=

∫ b

a

〈
Lh(t)−1∗grad1V (h.e), σ

〉
dt

Plugging this into (3.8) and using Proposition 3.3, we obtain

∫ b

a

〈
η̈ + 2∇g

ξ η̇ +∇g
ηη +∇g

ad†
ξ
ξ
η +∇g

ξ∇
g
ξη +R

(
η, ξ

)
ξ + Lh(t)−1∗grad1V (h, e), σ

〉
dt = 0.

The conclusion follows upon applying the fundamental lemma of the calculus of variations,
together with the observation that ḣ = g−1

0 ġ = g−1
0 gg−1ġ = hξ.

Remark 3.5. As in the first order case discussed in Remark 2.6, problem P1 is a spe-
cial case of a higher order theory of Lagrangians. This was studied on Lie groups in [12],
where the corresponding higher order Euler-Poincaré equations were obtained. However, this
formalism requires the use of higher order tangent bundles—whereas the formalism adopted
here allows to work only on the tangent bundle TG. Moreover, through Lemma 2.4, we are
able to directly reduce the necessary conditions corresponding to some variational principle
given the appropriate symmetries rather than reduce the variational principle itself—which
is not possible in the Lagrangian formalism. This can be seen in the proof of Proposition
3.4 with the reduction of the component D3

t ġ + R(Dtġ, ġ)ġ. Observe also that we have
Lh(t)−1∗grad1V (h, e) = JL(grad1Vext(h, e))

♯, where JL : T ∗G → g∗ is the momentum map
corresponding to the left-action of G on T ∗G (that is, the cotangent lift of the left-translation
map).

3.2. Reduction on Lie Groups with Bi-invariant Metrics. We call a Riemannian met-
ric 〈·, ·〉Bi on G bi-invariant if it is invariant under both left- and right-translations, or
equivalently, is Ad-invariant, that is, invariant under the adjoint action of G on g. Unlike
left-invariant and right-invariant metrics, not every Lie group admits a bi-invariant metric.
However, it is known that any compact and connected Lie group does (although this is not
a necessary condition). Hence, we view equipping G with such a bi-invariant metric as a
strengthening of assumption G1.

G1∗: G is a Lie group equipped with a bi-invariant Riemannian metric and
corresponding Levi-Civita connection ∇.
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Under assumption G1∗, equation (3.6) simplifies considerably. This is due to the following
lemma from [20] (applied in the context of the Riemannian g-connection):

Lemma 3.6. If G is a Lie group equipped with a bi-invariant Riemannian metric and Levi-
Civita connection ∇, and ξ, η, σ ∈ g, then:

∇g
ξη =

1

2
[ξ, η]g ,(3.9)

R
(
ξ, η)σ = −

1

4

[[
ξ, η

]
g
, σ

]
g
.(3.10)

We immediately obtain the following corollary to Proposition 3.4.

Corollary 3.7. Consider the variational obstacle avoidance problem P1 with Q = G and
the additional assumptions G1∗, G2. Then g ∈ Ω solves (3.2) if and only if ξ := g−1ġ and
h := g−1

0 g solve:

...
ξ +

[
ξ, ξ̈

]
g
+ Lh−1∗grad1Vext(h, e) = 0,(3.11)

ḣ = Lh∗ξ.(3.12)

Proof. Observe that, as a consequence of equation (3.9), the following two relations hold
for all ξ, η ∈ g:

∇g
ξη = −∇g

ηξ,

∇g
ξξ = 0.

Moreover, the curvature endomorphism relates to the Riemannian g-connection as follows:

R(ξ, η)σ = −
1

4

[[
ξ, η

]
g
, σ

]
g
,

= −
1

4

[
σ,
[
η, ξ

]
g

]
g
,

= −
1

2

[
σ,∇g

ηξ
]
g

= −∇g
σ∇

g
ηξ.

Applying these identities to (3.6) term-by-term yields (3.11).

Following Remark 3.2, consider a potential of the form V (g) = τ
1+(d(g,g0)/D)2N

. We may

consider an extended potential Vext : G × G → R given by Vext(g1, g2) =
τ

1+(d(g1,g2)/D)2N
. In

order for assumption G2 to apply, we need that the Riemannian distance d is invariant under
left-translation, which we show in the following lemma.

Lemma 3.8. d(gq, gp) = d(q, p) for all g, q, p ∈ G.

Proof. Since G is complete as a Riemannian manifold, there exists a geodesic γ : [0, 1] → G

which minimizes the length functional L(c) =

∫ 1

0
‖ċ(t)‖dt among all smooth curves c : [0, 1] →

G satisfying c(0) = p, c(1) = q. Moreover, we have d(p, q) = L(γ). By left-invariance of
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the metric, we then have that d(p, q) = L(γ) = L(gγ) ≥ d(gp, gq), since in particular gγ is
a smooth curve such that gγ(0) = gp, gγ(1) = gq. On the other hand, there exists some
geodesic γ∗ such that L(γ∗) = d(gp, gq), and so d(gp, gq) = L(γ∗) = L(g−1γ∗) ≥ d(p, q). It
follows that d(p, q) = d(gp, gq).

Hence Vext is left-invariant under left translation on G × G. Evaluating Vext(h, e) in
practice—let alone its gradient vector field—is highly non-trivial. This is due to the fact
that a separate calculation for d(h(t), e) is needed for each t ∈ [a, b] unless a closed form for
all minimizing geodesics can be found, which is generally not the case. If we assume that
for all t ∈ [a, b], h(t) and e are simultaneously contained within some geodesically convex
neighborhood on which the Riemannian exponential map is a diffeomorphism, then we have
d(h, e) = ‖ exp−1

h (e)‖. In such a case, consider the family γ : [0, 1] × [a, b] → G of geodesics
given by γ(s, t) = exph(t)(s exp

−1
h(t)(e)), which satisfies γ(0, t) = h(t) and γ(1, t) = e for all

t ∈ [a, b]. It then follows that

d

dt
d2(h(t), e) =

d

dt

(∫ 1

0
‖∂sγ‖ds

)2

= 2

∫ 1

0
〈Dt∂sγ, ∂sγ〉 ds

= 2

∫ 1

0

d

ds
〈∂tγ, ∂sγ〉 ds

=
〈
ḣ(t),−2 exp−1

h(t)(e)
〉
,

from which we see that grad1d
2(h(t), e) = −2 exp−1

h(t)(e). By a standard application of the

chain rule, and the fact that h(t)−1 exp−1
h(t)(e) = − exp−1

e (h(t)), we obtain:

(3.13) Lh(t)−1∗grad1Vext(h(t), e) = −
2Nτ‖ exp−1

e (h(t))‖2N−2

D2N (1 + (‖ exp−1
e (h(t))‖/D)2N )2

exp−1
e (h(t)).

When the metric is only left-invariant, equation (3.13) typically suffers from the same problems
that calculating d(h(t), e) does. However, under assumption G1∗, expe agrees with the Lie
exponential map Exp : g → G defined for all ξ ∈ g by Exp(ξ) = γ(1), where γ is the unique
solution to γ̇ = γξ with γ(0) = e. That is, the one-parameter subgroups of G are exactly
the geodesics through the identity. Wherever defined, the inverse of Lie exponential map
Log : G → g is called the Logarithmic map. Hence, equation (3.13) is equivalent to

(3.14) Lh(t)−1∗grad1Vext(h(t), e) = −
2Nτ‖Log(h(t))‖2N−2

D2N (1 + (‖Log(h(t))‖/D)2N )2
Log(h(t)).

If G is a matrix Lie group, it can be seen that Exp(A) =
∞∑

k=0

Ak

k!
for all A ∈ G. For certain

subgroups of GL(n), closed forms for Exp and Log can be obtained, which we will utilize for
the special case of G = SO(3) in Section 3.3.
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From Section 2.2, we see that 〈·, ·〉Bi aligns with the left-invariant metric for a rigid body
in the case that the coefficient of inertia matrix M (or equivalently that the moment of inertia
tensor J) is a scalar multiple of the identity. This is akin to saying that the rigid body is
symmetric about all of its axes, which is a strong assumption that typically does not hold in
application. Hence, even in the case that G admits a bi-invariant metric, this metric may not
correspond to the kinetic energy of the physical system that we are interested in studying,
and a left-invariant metric must be used anyways. However, as we will see, we may still take
advantage of the bi-invariant metric to design our artificial potential.

G1∗∗: G is a Lie group equipped with both a left-invariant and a bi-invariant
Riemannian metric, denoted by 〈·, ·〉 and 〈·, ·〉Bi, respectively. Denote the Levi-
Civita connection corresponding to 〈·, ·〉 by ∇, and the corresponding Rieman-
nian g-connection and Riemannian curvature by ∇g and R, respectively. Let
β : g → g be the linear endomorphism such that 〈ξ, η〉Bi = 〈β(ξ), η〉 for all
ξ, η ∈ g.

Proposition 3.9. Consider the variational obstacle avoidance problem P1 with Q = G and
the additional assumptions G1∗∗,G2. Then g ∈ Ω solves (3.2) if and only if ξ := g−1ġ and
h := g−1

0 g solve:

ξ̇ = η + ad†ξξ,(3.15)

0 = η̈ + 2∇g
ξ η̇ +∇g

ηη +∇g

ad
†
ξ
ξ
η +∇g

ξ∇
g
ξη +R

(
η, ξ

)
ξ + β(Lh−1∗gradBi

1 Vext(h, e)),(3.16)

ḣ = Lh∗ξ,(3.17)

where gradBi

1 Vext(h.e) denotes the gradient vector field of Vext with respect to its first argument
and 〈·, ·〉

Bi
.

Proof. As in Proposition 3.9, we let σ(t) := g(t)−1δg(t). Then,

δh = g−1
0 δg = g−1

0 g(t)σ(t) = h(t)σ(t) = Lh(t)∗σ(t).

Hence,

δ

∫ b

a
Vext(h, e)dt =

∫ b

a

〈
∂Vext

∂h
,Lh(t)∗σ

〉

g∗
dt

=

∫ b

a

〈
gradBi

1 V (h, e), Lh(t)∗σ
〉
Bi
dt

=

∫ b

a

〈
Lh(t)−1∗gradBi

1 V (h.e), σ
〉
Bi
dt

=

∫ b

a

〈
β(Lh(t)−1∗gradBi

1 V (h.e)), σ
〉
dt,

The remainder of the proof follows identically to that of Proposition 3.9.

We now choose our obstacle avoidance potential as V (g) = τ
1+(dBi(g,g0)/D)2N

, where dBi

is the Riemannian distance function corresponding to the bi-invariant metric 〈·, ·〉Bi. The
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extended potential is similarly defined by Vext(g1, g2) =
τ

1+(dBi(g1,g2)/D)2N
. Assume that h is

contained within a geodesically convex neighborhood of e on the full interval [a, b], so that
dBi(e, h) = ‖ exp−1

e (h)‖Bi, where exp is the Riemannian exponential map corresponding to
the Levi-Civita connection induced by 〈·, ·〉Bi. Since the metric is bi-invariant, we again have
exp−1

e (h) = Log(h), and because we are taking the gradient of Vext with respect to this metric,
we obtain

(3.18) β(Lh(t)−1∗gradBi
1 Vext(h(t), e)) = −

2Nτ‖Log(h(t))‖2N−2

D2N (1 + (‖Log(h(t))‖/D)2N )2
β(Log(h(t))).

3.3. Example 2: Necessary conditions for Rigid Body on SO(3). We return to the
example of the rigid body modelled on SO(3). As in Section 2.2, we may equip SO(3) with the

left-invariant metric
〈
Ṙ1, Ṙ2

〉
= tr(Ṙ1MṘT

2 ) for all R ∈ SO(3), Ṙ1, Ṙ2 ∈ TRSO(3). Identifying

so(3) with R3 under the hat isomorphism, we have ad†ξσ = J−1 (Jσ × ξ) for all ξ, σ ∈ R3 and
so by Lemma 2.3, the Riemannian g-connection (with respect to the Levi-Civita connection
of the left-invariant metric) takes the form

(3.19) ∇g
ξσ = ξ × σ + J−1 (ξ × Jσ + σ × Jξ)

for all ξ, σ ∈ R3.

We also consider the bi-invariant metric 〈·, ·〉Bi defined by
〈
Ṙ1, Ṙ2

〉
Bi

= tr(Ṙ1Ṙ
T
2 ) for

all R ∈ SO(3), Ṙ1, Ṙ2 ∈ TRSO(3). Through the hat isomorphism, we then get
〈
Ω̂1, Ω̂2

〉
Bi

=

ΩT
1 Ω2, which is just the standard inner product on R3. From this it is clear that β(Ω̂) = Ω̂M−1

for all Ω̂ ∈ so(3), since
〈
β(Ω̂1), Ω̂2

〉
= tr((Ω̂1M

−1)MΩ̂T
2 ) = tr(Ω̂1Ω̂

T
2 ) =

〈
β(Ω̂1), Ω̂2

〉
Bi

for all

Ω̂1, Ω̂2 ∈ so(3). We may also consider β to be a map from R3 to R3 as β(Ω) = J−1Ω for all
Ω ∈ R3.

Consider a point-obstacle R0 ∈ SO(3) and the artificial potential V (R) = τ
1+(dBi(R,R0)/D)2N

with the extended potential Vext(R1, R2) = τ
1+(dBi(R1,R2)/D)2N

, as in Section 3.2. With the

aim of using Proposition 3.9, we now seek to calculate the logarithmic map in SO(3). This is
provided by Proposition 5.7 of [8]:

Lemma 3.10. Exp : so(3) → SO(3) is diffeomorphism between {Ω̂ : Ω ∈ R3, ΩTΩ ≤ π2}
and {R ∈ SO(3) : tr(R) 6= −1}, and the logarithmic map is given by

Log(R) =

{
0, R = I

φ(R)
sin(φ(R)) (R −RT ), R 6= I

where φ(R) := arccos(12 (tr(R)− 1)). Moreover, we have ‖Log(R)‖Bi = φ(R).

Using Lemma 3.10, equation 3.18 takes the form:

(3.20) β(LH−1∗grad1Vext(H, e)) = −
2Nτφ(H)2N−1

sin(φ(H))D2N (1 + (φ(H)/D)2N )2
(H −HT )M−1.
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for all H ∈ SO(3) with tr(H) 6= −1. Hence, by Proposition 3.9, R solves (3.2) if and only if

Ω̂ := R−1Ṙ and H := R−1
0 R solve:

JΩ̇ = JΩ× Ω+ Jη(3.21)

2Nτφ(H)2N−1

sin(φ(H))D2N (1 + (φ(H)/D)2N )2
J−1(H −HT )∨ = η̈ + 2∇g

Ωη̇(3.22)

+∇g
ηη +∇g

JΩ×Ωη +∇g
Ω∇

g
Ωη +R

(
η,Ω

)
Ω

Ḣ = HΩ,(3.23)

where ∇g is calculated as in equation (3.19), and the Riemannian curvature can be found by R(η, ξ)ξ =
∇g

η∇
g
ξξ −∇g

η∇
g
ξξ −∇g

η×ξξ.

4. Reduction on Riemannian Homogeneous Spaces with Broken Symmetry. Let G be
a connected Lie group. A Homogeneous space space H of G is a smooth manifold on which G acts
transitively. It can be shown that for any g ∈ G, we have G/Stab(g) ∼= H as differentiable manifolds,
where Stab(g) denotes the stabilizer subgroup (also called the isotropy subgroup) of g. Moreover, for
any closed Lie subgroup K, the G-action Φg : G/K → G/K satisfying Φg([h]) = [gh] for all g, h ∈ G
is transitive, and so G/K is a homogeneous space. Hence, we may assume without loss of generality
that H := G/K is a homogeneous space of G for some closed Lie subgroup K.

Let π : G → H be the canonical projection map. We define the vertical subspace at g ∈ G by
Vg := ker(π∗|g), from which we may construct the vertical bundle as V G :=

⊔
g∈G{g} × Vg . Given a

Riemannian metric 〈·, ·〉G on G, we may define the horizontal subspace at any point g ∈ G (with respect
to 〈·, ·〉G) by Horg := V ⊥

g , and similarly define the horizontal bundle as HG :=
⊔

g∈G{g}×Horg. Both
the vertical and horizontal bundles are vector bundles (as discussed in Section 2), and are in fact
subbundles of the tangent bundle TG. It is clear that TgG = Vg ⊕ Horg for all g ∈ G, so that the Lie
algebra g of G admits the decomposition g = s⊕h where s is the Lie algebra of K and h ∼= Tπ(e)H . We
denote the orthogonal projections onto the vertical and horizontal subspaces by V and H, respectively.

A smooth section Z ∈ Γ(HG) is called a horizontal vector field. That is, Z ∈ Γ(TG) and Z(g) ∈
Horg for all g ∈ G. A vector field Y ∈ Γ(TG) is said to be π-related to someX ∈ Γ(TH) if π∗Yg = Xπ(g)

for all g ∈ G. Given any vector field X ∈ Γ(TH), there exists a unique vector field X̃ ∈ Γ(HG) called
the horizontal lift of X which is π-related to X . Hence, horizontal lifting provides an injective R-linear
map ·̃ : Γ(TH) → Γ(HG). In general, this map will not be surjective, as it need not be the case that
Zg = Zh whenever π(g) = π(h) for Z ∈ Γ(HG). The image of the horizontal lift map will be denoted
by B(G) ⊂ Γ(HG), and its elements will be called basic vector fields. That is, B(G) ∼= Γ(TH) as an
R-vector space, and so a vector field Z ∈ Γ(TG) is basic if and only if it is the horizontal lift of some
vector field in Γ(TH). Basic vector fields are precisely those which can be pushed-forward to a smooth
non-zero vector field on H under π.

We may also define a horizontal lift of a curve q : [a, b] → H as a curve q̃ : [a, b] → G such that
π ◦ q̃ = q and ˙̃q is horizontal. q̃ is not unique in general, but it is unique up to a choice of base point.
That is, there is a unique horizontal lift q̃ of q satisfying q̃(0) = g0, for all g0 ∈ π−1(q(0)). We may
similarly call a curve g : [a, b] → G basic when it is the horizontal lift of some curve q : [a, b] → H ,
and a vector field X̃ ∈ Γ(g) basic when it is horizontal and π-related to some X ∈ Γ(q). That is,
(π∗)g(t)X̃(t) = X(t) for all t ∈ [a, b]. However, it turns out that these distinctions are redundant, as
any smooth curve g : [a, b] → G satisfying ġ(t) ∈ Horg(t) for all t ∈ [a, b] is necessarily the horizontal lift
of some q : [a, b] → H . Namely, it is the horizontal lift of q := π ◦ g. Similarly, every horizontal vector
field along a basic curve is basic. To see this, first observe that any curve η̃ : [a, b] → h induces a curve
η : [a, b] → Tπ(e)H under (π∗)e. Now notice that the left G-action Φg on H satisfies Φg ◦ π = π ◦ Lg
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for all g ∈ G. Taking the differential of both sides, we see that the following diagram commutes:

(4.1)

Horg Tπ(g)(G/K)

h Tπ(e)(G/K).

dπg

L
g−1∗ Φ

g−1∗

dπe

Since Φ is a transitive action, we may translate η to a vector field X along any curve q : [a, b] → H
via X(t) := Φq̃(t)∗(η(t)) for all t ∈ [a, b], where q̃ is a horizontal lift of q. X may then be horizontally

lifted to a unique X̃ along q̃. Then X̃ is basic, and due to the identification (4.1), it follows that
L(q̃−1)∗X̃ ≡ η̃. This is summarized in the following lemma:

Lemma 4.1. Suppose that q : [a, b] → H and q̃ : [a, b] → G is a horizontal lift of q. Then, for
any η̃ : [a, b] → h, there exists a unique X ∈ Γ(q) such that its horizontal lift X̃ along q̃ satisfies
Lq̃(t)−1∗X̃(t) = η̃(t) for all t ∈ [a, b].

If a Riemannian metric 〈·, ·〉H on H can be chosen so that π is a Riemannian submersion—that
is, so that π∗|g is a linear isometry between Horg and Tπ(g)H for all g ∈ G—we call H a Riemannian
homogeneous space. It is clear that in such a case, 〈H(X),H(Y )〉G = 〈π∗X, π∗Y 〉H for all X,Y ∈

TgG, g ∈ G. In particular,
〈
X̃, Ỹ

〉
G

= 〈X,Y 〉H for all X,Y ∈ TgG, g ∈ G. The metric 〈·, ·〉H is said

to be G-invariant if it is invariant under the left action Φg for all g ∈ G.

Lemma 4.2. If 〈·, ·〉G is left-invariant and π : G → H is a Riemannian submersion, then 〈·, ·〉H is
G-invariant.

Proof. Suppose that q ∈ H,X, Y ∈ TqH, g ∈ G, and let X̃, Ỹ be horizontal lifts of X,Y .

〈Φg∗X,Φg∗Y 〉H =
〈
π−1
∗ ◦ Φg∗X, π−1

∗ ◦ Φg∗Y
〉
G

=
〈
π−1
∗ ◦ Φg∗ ◦ π∗X̃, π−1

∗ ◦ Φg∗ ◦ π∗Ỹ
〉
G

=
〈
Lg∗X̃, Lg∗Ỹ

〉
G

where the last equality follows from (4.1). By the left-invariance of 〈·, ·〉G, we then have that

〈
Lg∗X̃, Lg∗Ỹ

〉
G
=

〈
X̃, Ỹ

〉
G
= 〈X,Y 〉H .

Denote the Levi-Civita connections on H and G by ∇ and ∇̃, respectively. The following lemma
outlines some useful properties of ∇̃.

Lemma 4.3. Let X̃, Ỹ ∈ B(G), and X,Y ∈ Γ(TH) be the unique vector fields which are π-related
to X̃, Ỹ , respectively. Further suppose that V ∈ Γ(V G). Then, the following identities hold:

∇̃X̃ Ỹ = ∇̃XY +
1

2
V([X̃, Ỹ ]),(4.2)

∇̃X̃V = ∇̃V X̃(4.3)

Proof. Equation (4.2) follows directly from [24]. To see (4.3), observe that 0 = [X̃, V ] = ∇̃X̃V −

∇̃V X̃, where the first equality follows from the fact that X̃ is π-related to X , and V is π-related to
the 0 vector field on H , while the second follows from the fact that ∇̃ is torsion-free.
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4.1. Reduction on G/K with a Left-Invariant Metric. The seven assumptions that we may
employ along the remainder of the section are as follows.

H1 (respectively H1∗): H := G/K is a Riemannian homogeneous space, where G
satisfies assumption G1 (respectively G1∗).
H1∗∗: H := G/K is a Riemannian homogeneous space with respect to the left-
invariant metric 〈·, ·〉G on G. We denote the levi-civita connection on G with respect

to 〈·, ·〉G by ∇̃, and the corresponding Riemannian g-connection and curvature tensor

are denoted by ∇̃g and R̃, respectively. G also admits a bi-invariant metric, denoted by
〈·, ·〉

Bi
G , and we let β : g → g be the linear endomorphism such that 〈ξ, η〉

Bi
G = 〈β(η), η〉G

for all ξ, η ∈ g.
H2: Ṽ : G → R defined by Ṽ (g) := V (π(g)) satisfies assumption G2.

Let L := TH → R be defined by L(q,Xq) := 〈Xq, Xq〉H + V (q) and consider the Lagrangian

L̃ : TG → R defined by L̃ := L ◦ π∗. If we similarly define Ṽ := V ◦ π, then it follows that

L̃(g, Zg) = ‖π∗Zg‖
2
H + V (π(g))

= ‖H(Zg)‖
2
G + Ṽ (g),

for all g ∈ G,Zg ∈ TgG. In particular, if q : [a, b] → H , then

L̃(q̃, D̃t
˙̃q) = ‖H(D̃t

˙̃q)‖2G + Ṽ (q̃)

= ‖D̃tq̇‖
2
G + V (π ◦ q̃)

= ‖Dtq̇‖
2
H + V (q)

= L(q,Dtq̇).

In other words, for any horizontal lift g of q,

∫ b

a

(
‖H(D̃tġ)‖

2
G + Ṽ (g)

)
dt =

∫ b

a

(
‖Dtq̇‖

2
H + V (q)

)
dt.

This motivates the definition of the operator D̃H
t X := H(D̃tX) for all X ∈ Γ(g). It is clear that we

have D̃H
t X = ∇̃H

ġ X , where ∇̃H : Γ(TG)×Γ(HG) → Γ(HG) is the connection on the horizontal bundle

defined by ∇̃H
WZ = H(∇̃WZ) for all W ∈ Γ(TG), Z ∈ Γ(HG).

Theorem 4.4. Consider a curve q : [a, b] → G and let g be a horizontal lift of q. Then q is a
modified Riemannian cubic with respect to V if and only if g satisfies the variational principle

(4.4) δ

∫ b

a

(
‖D̃H

t ġ‖2G + Ṽ (g)
)
dt = 0

among all basic variations of g, where Ṽ = V ◦ π.

Proof. It is clear that the projection of any basic variation of g is an admissible proper variation
of q. On the other hand, any admissible proper variation of q is clearly the projection of some basic
variation of g. Suppose that q is a modified cubic polynomial with respect to V and let gs is a basic
variation of g. Then qs := π ◦ gs is an admissible proper variation of q, and thus

d

ds

∣∣∣
s=0

∫ b

a

(
‖D̃H

t ġs‖
2
G + Ṽ (gs)

)
dt =

d

ds

∣∣∣
s=0

∫ b

a

(
‖Dtq̇s‖

2
H + V (qs)

)
dt = 0.
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Hence (4.4) is satisfied among all basic variations of g. Now suppose that g solves (4.4) among all basic
variations. Then for any admissible proper variation qs of q, we have

d

ds

∣∣∣
s=0

∫ b

a

(
‖Dtq̇s‖

2
H + V (qs)

)
dt =

d

ds

∣∣∣
s=0

∫ b

a

(
‖D̃H

t
˙̃qs‖

2
G + Ṽ (q̃s)

)
dt = 0,

so that q is a modified Riemannian cubic with respect to V .

The remainder of the section is dedicated to deriving necessary conditions for the variational
principle (4.4), and then using the symmetry of G and partial symmetry of V to reduce them to some
set of equations on h. Before this, we must study the properties of the horizontal connection. Observe
that while ∇̃H is only a connection in the strict sense on the domain Γ(TG)×Γ(HG), it is still a well-
defined operation on the larger domain Γ(TG) × Γ(TG). Here we outline some additional properties
satisfied by ∇̃H and basic vector fields:

Lemma 4.5. Let X̃, Ỹ ∈ B(G), and X,Y ∈ Γ(TH) be the unique horizontal vector fields which
are π-related to X̃, Ỹ , respectively. Further suppose that W,Z ∈ Γ(HG) and P ∈ Γ(TG). Then, the
following identities hold:

∇̃H
X̃
Ỹ = ∇̃XY(4.5)

H([X̃, Ỹ ]) = [̃X,Y ](4.6)

P 〈W,Z〉G =
〈
∇̃H

P W,Z
〉
G
+
〈
W, ∇̃H

P Z
〉
G

(4.7)

∇̃H
WZ − ∇̃H

ZW = H([W,Z])(4.8)

Proof. Observe that (4.5) follows immediately from the definition of ∇̃H and Lemma 4.3. (4.6) fol-
lows from the fact that basic vector fields can be pushed forward by π, hence π∗[X̃, Ỹ ] = [π∗X̃, π∗Ỹ ] =
[X,Y ], from which the conclusion immediately follows. To see equation (4.7), note that the metric

compatibility of ∇̃ implies that P 〈W,Z〉G =
〈
∇̃PW,Z

〉
G
+

〈
W, ∇̃PZ

〉
G
. Now since horizontal and

vertical vectors are orthogonal with respect to 〈·, ·〉G, it follows that
〈
∇̃PW,Z

〉
G
+

〈
W, ∇̃PZ

〉
G

=
〈
H(∇̃PW ), Z

〉
G
+
〈
W,H(∇̃PZ)

〉
G
, from which the conclusion follows. Finally, (4.8) follows from the

fact that ∇̃ is torsion-free.

We now define the type (1, 2)-tensor field A : X(G)× X(G) → X(G) by

(4.9) AXY = H
(
∇̃H(X)V(Y )

)
+ V

(
∇̃H(X)H(Y )

)
,

The following lemma follows immediately from [22].

Lemma 4.6. Let X,Y ∈ B(G) and V ∈ Γ(V G). Then,

AXY =
1

2
V([X,Y ])(4.10)

AXV = ∇̃H
XV(4.11)

In order to relate the second derivatives with respect to ∇̃H, we now study the curvature endo-
morphism Q : Γ(TG)× Γ(TG)× Γ(HG) → Γ(HG) correspinding to ∇̃H. Namely, we have

(4.12) Q(W,X)Y = ∇̃H
W ∇̃H

XY − ∇̃H
X∇̃H

WY − ∇̃H
[W,X]Y

and similarly, the horizontal curvature tensor Qm by Qm(W,X, Y, Z) := 〈Q(W,X)Y, Z〉G. Note that,
due to the fact that [W,X ] is not in general basic even when W,X are, the symmetries of Qm don’t
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immediately follow from the symmetries of Rm or R̃m. In fact, if W̃ , X̃, Ỹ ∈ B(G) are the horizontal
lifts of W,X, Y ∈ Γ(TH), then we have

Q(W̃ , X̃)Ỹ = ∇̃H
W̃
∇̃H

X̃
Ỹ − ∇̃H

X̃
∇̃H

W̃
Ỹ − ∇̃H

[W̃ ,X̃]
Ỹ

= ˜∇W∇XY − ˜∇X∇WY − ˜∇[W,X]Y − ∇̃H
V([W̃ ,X̃])

Ỹ

= ˜R(W,X)Y − 2AỸ AW̃ X̃,

where we have used (4.11) together with (4.3) in the last equality. Hence, it suffices to study
the symmetries of the 4-tensor field Am : Γ(TG) × Γ(TG) × Γ(TG) × Γ(TG) → R defined by
Am(W,X, Y, Z) = 〈AWAXY, Z〉G along B(G) in order to understand the symmetries of Qm along

B(G). We also define the (3, 1)-tensor field Q̃ defined by Q̃(W̃ , X̃)Ỹ = Q(W̃ , X̃)Ỹ + 2AỸ AW̃ X̃, from

which it is clear that Q̃ maps basic vector fields to basic vector fields. In particular, Q̃ it is the horizon-
tal lift of the Riemannian curvature endomorphism R on H . The symmetries of Am are summarized
in the following lemma:

Lemma 4.7. Let W,X, Y, Z ∈ B(G). Then,

Am(W,X, Y, Z) = −Am(W,Y,X,Z)(4.13)

Am(W,X, Y, Z) = −Am(Z,X, Y,W )(4.14)

Am(W,X, Y, Z) = Am(X,W,Z, Y )(4.15)

Proof. (4.13) follows immediately from the (4.10). To see (4.14) and (4.15), first observe that
〈AXY, Z〉G = 0. By the metric compatibility of ∇̃, it then follows that 0 = W 〈AXY, Z〉G =〈
∇̃H

WAXY, Z
〉
G
+

〈
AXY, ∇̃WZ

〉
G
. It is clear from (4.10) that AXY is vertical, hence (4.11) implies

that ∇̃H
WAXY = AWAXY . Moreover, (4.9) shows that

〈
AXY, ∇̃WZ

〉
G

= 〈AXY,AWZ〉G. Hence,

〈AWAXY, Z〉G = −〈AXY,AWZ〉G. (4.14) now follows as:

Am(W,X, Y, Z) = −〈AXY,AWZ〉G
= 〈AXY,AZW 〉G
= −〈AZAXY,W 〉G
= −Am(Z,X, Y,W ).

Similarly, (4.15) can be seen from:

Am(W,X, Y, Z) = −〈AXY,AWZ〉G
= −〈AWZ,AXY 〉G
= 〈AXAWZ, Y 〉G
= Am(X,W,Z, Y ).

We are now in a position to study the symmetry relations of Qm on B(G). As we will see, despite
the dependence on Am, most of the symmetries of Rm will be preserved. The only exception is that
Qm(W,X, Y, Z) + Qm(X,Y,W,Z) + Qm(Y,W,X,Z) in general fails to vanish.

Lemma 4.8. For all W,X, Y, Z ∈ B(G), the following relations hold:

Qm(W,X, Y, Z) = −Qm(X,W, Y, Z)(4.16)

Qm(W,X, Y, Z) = −Qm(W,X,Z, Y )(4.17)

Qm(W,X, Y, Z) = Qm(Y, Z,W,X)(4.18)
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Proof. (4.16) follows immediately from the definition of Qm. Now let W̄ := π∗W and similarly
for X̄ and Ȳ . Then, we have:

Qm(W,X, Y, Z) = ˜Rm(W̄ , X̄, Ȳ , Z̄) + 2Am(Y,X,W,Z)

Qm(W,X,Z, Y ) = ˜Rm(W̄ , X̄, Z̄, Ȳ ) + 2Am(Z,X,W, Y )

= − ˜Rm(W̄ , X̄, Ȳ , Z̄)− 2Am(Y,X,W,Z)

By using the symmetries of Rm and (4.14). Adding the two equations yields (4.17). Similarly,

Qm(W,X, Y, Z) = ˜Rm(W̄ , X̄, Ȳ , Z̄) + 2Am(Y,X,W,Z)

Qm(Y, Z,W,X) = ˜Rm(Ȳ , Z̄, W̄ , X̄) + 2Am(Z,X,W, Y )

= ˜Rm(W̄ , X̄, Ȳ , Z̄) + 2Am(Y,X,W,Z),

Since applying (4.13)-(4.15) each one time to Am(Z,X,W, Y ) yields Am(Y,X,W,Z). Subtracting
these equations from each other yields (4.18).

We now return to vector fields along curves. Since A is tensorial, we may also evaluate it along
a vector field along some curve g : [a, b] → G by defining AtX = AġX for all X ∈ Γ(g). Moreover,
if ξ = g−1ġ and η = g−1X , then we have AtX = gAξη. Note, however, that the right-hand side
of (4.9) is only well-defined in the case that ġ is horizontal, at which point it is clear that AtX =
D̃H

t V(X) + V(D̃tH(X)). To evaluate this quantity when g is not horizontal, we need only consider for
each τ ∈ [a, b] any vector fields Zτ , Yτ ∈ Γ(TG) such that Zτ (g(τ)) = ġ(τ) and Yτ = X(τ), and then
evaluate (AtX)(τ) = (AZτ

Yτ )(g(τ)).
We now seek to derive the necessary conditions corresponding to (4.4). We expect to obtain

equations resembling (3.2), since the properties of D̃H and Q mirror those of Dt and R. Before this,
we must calculate the commutativity of covariant derivatives along basic variations.

Lemma 4.9. Let g : [a, b] → G be a basic curve and gs be a basic variation of g. Define T = ∂tgs
and S = ∂sgs. Then,

(4.19) D̃H
s D̃H

t T − D̃H
t D̃H

s T = Q̃(S, T )T.

Proof. Since g and gs are basic, there exists a curve q : [a, b] → H and a corresponding proper
variation qs such that g, gs are horizontal lifts of q, qs, respectively. If we let T̄ = ∂tqs and S̄ = ∂sqs,
then it is clear that T, S are the horizontal lifts of T̄ , S̄, respectively. Hence,

D̃H
s D̃H

t T − D̃H
t D̃H

s T = D̃sDtT̄ − D̃tDsT̄

= ˜R(S̄, T̄ )T̄

= Q̃(S, T )T

We now derive the necessary conditions for optimality in the variational principle (4.4).

Proposition 4.10. For any smooth artificial potential Ṽ : G → R, a basic curve g : [a, b] → G
satisfies the variational principle (4.4) if and only if it is smooth and satisfies

(4.20)
(
D̃H

t

)3

ġ + Q̃
(
D̃H

t ġ, ġ
)
ġ +H(gradṼ (g)) = 0

on the full interval [a, b].
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Proof. Consider a basic variation gs of g, and let T = ∂tgs and S = ∂sgs. Further denote δg = S|s=0

Then,

0 =
d

ds

∣∣∣
s=0

∫ b

a

(〈
D̃H

t ġs, D̃
H
t ġs

〉
G
+ Ṽ (gs)

)
dt

= 2

∫ b

a

(〈
D̃H

s D̃H
t T, D̃H

t T
〉
G
+
〈
gradṼ (gs), S

〉
G

) ∣∣∣
s=0

dt

= 2

∫ b

a

(〈
D̃H

t D̃H
s T, D̃H

t T
〉
G
+
〈
Q̃(S, T )T, D̃H

t T
〉
G
+
〈
gradṼ (gs), S

〉
G

) ∣∣∣
s=0

dt

= 2

∫ b

a

(〈
D̃H

t D̃H
t S, D̃H

t T
〉
G
+
〈
Q̃(D̃H

t T, T )T + gradṼ (gs), S
〉
G

) ∣∣∣
s=0

dt

= 2

∫ b

a

〈(
D̃H

t

)3

ġ + Q̃(D̃H
t ġ, ġ)ġ +H(gradṼ (g)), δg

〉

G

dt,

where in the last line, we applied integration by parts twice to the first term and evaluated at s = 0,
and used the fact that 〈X,Y 〉G = 〈H(X), Y 〉G for all X ∈ Γ(TG), Y ∈ Γ(HG). As a consequence of

Lemma 4.1 and the definitions of D̃H and Q̃, the left-hand side of (4.20) is a basic vector field. The

conclusion follows upon setting δg =
(
D̃H

t

)3

ġ + Q̃(D̃H
t ġ, ġ)ġ + gradṼ (g).

Note that, since g is a basic curve, it is the horizontal lift of some q : [a, b] → H (in particular,

q = π ◦ g). It is clear from their respective definitions that
(
D̃H

t

)3

ġ = D̃3
t q̇ and Q̃(D̃H

t ġ, ġ)ġ =

˜R(Dtq̇, q̇)q̇. Moreover, from Lemma 4.1, there exists some vector field X ∈ Γ(q) whose tangent lift
satisfies X̃(t) = H(gradṼ (g(t))) for all t ∈ [a, b]. Observe that X is locally extendible. That is, for
any t0 ∈ [a, b], there exists some subinterval (a∗, b∗) ⊂ [a, b] containing t0, a neighborhood U ⊂ H
containing q((a∗, b∗)), and a smooth vector field Y : U → TH such that Y (q(t)) = X(t) for all
t ∈ (a∗, b∗). Consequently, the horizontal lift of Y satisfies Y (g(t)) = H(gradṼ (g(t)) for all t ∈ (a∗, b∗).
On the other hand, consider the 1-form Y ♭. If H is simply connected (this follows for instance if G
is simply connected and K is connected), then there must exist a scalar field V : U → R such that

dV = Y ♭. Hence, gradV = Y , and so g̃radV (g(t)) = H(Ṽ (g(t))) for all t ∈ (a∗, b∗). Observe that these
vector fields need not agree away from curve g, however we obtain immediately that g is locally the
horizontal lift of a modified cubic with respect to V . This, together with Theorem 4.4, leads to the
following corollary to Proposition 4.10.

Corollary 4.11. Suppose that g : [a, b] → G is a basic curve satisfying equation (4.20) for some
smooth Ṽ : G → R. Then for each t0 ∈ [a, b], there exists some (a∗, b∗) ⊂ [a, b] containing t0,
a neighborhood U ⊂ H containing q((a∗, b∗)), and a scalar field V : U → R such that the curve
q|(a∗,b∗) := π ◦ g|(a∗,b∗) is a modified cubic polynomial with respect to V . Moreover, q is a modified

cubic with respect to V on [a, b] if and only if Ṽ = V ◦ π for some smooth V : H → R.

In the case that Ṽ = V ◦ π for some V : H → R, observe that gradṼ (g) must be horizontal since〈
gradṼ (h), U

〉
G

= dṼ (U) = dV ◦ π∗(U) = 0 for all h ∈ G,U ∈ Vh. Hence H(gradṼ ) = gradṼ .

Moreover, if we consider any X̃ ∈ Horh, then:

〈
gradṼ (h), X̃

〉
G
= dṼ (X̃) = dV (X) = 〈gradV (π(h)), X〉H =

〈
˜gradV (π(h)), X̃

〉
G
,

where X = π∗X̃ . Therefore, gradṼ is precisely the horizontal lift of gradV . It follows that that
equation (4.20) is precisely the horizontal lift of equation (3.2) on H . Horizontally lifting (3.2) is a

This manuscript is for review purposes only.



REDUCTION BY SYMMETRY IN OBSTACLE AVOIDANCE PROBLEMS 23

strategy that was employed in [24] in the case that V ≡ 0. In particular, equations were provided in
terms of the Levi-Civita connection ∇̃ and the Riemannian curvature R̃ on G. However, the form of
these equations did not resemble equation (3.2) describing Riemannian cubics on G, whereas (4.20)
takes the same form as (3.2), with D̃t replaced by D̃H

t and R̃ replaced by Q̃. Hence we see that
the basic modified cubics satisfy a direct anologue of the equation describing modified cubics. We
need only consider the projection of the Levi-Civita connection onto the horizontal bundle, and its
corresponding curvature tensor. Moreover, we were able to find local horizontal lifts in Corollary 4.11,
which allows for more diverse artificial potentials on G (this will become important in Section 4.2).
The most substantial benefit to working directly with the variational principles instead of lifting the
resulting equations to G, however, is that we may adapt the situation to reduction by symmetry in
the case of symmetry breaking artificial potentials (as in Section 3.1). The remainder of the section is
dedicated to finding the Euler-Poincaré equations corresponding to (4.20).

As with (2.1), we may define the Riemannian h-connection ∇̃h : h× h → h via

(4.21) ∇̃h
ξη =

(
∇̃H

φ(ξ)φ(η)
)
(e).

It is clear that ∇̃h
ξη = H(∇̃g

ξη), where ∇̃g is the Riemannian g-connection corresponding to the Levi-

Civita connection ∇̃ on G. Therefore, we obtain the explicit expression

(4.22) ∇̃h
ξη =

1

2
H([ξ, η]g − ad†ξη − ad†ηξ).

We now express Lemma 2.4 in terms of the Riemannian h-connection and horizontal connection:

Lemma 4.12. Let g : [a, b] → G be a basic curve and X a smooth horizontal vector field along
g. Suppose that ξ(t) = g(t)−1ġ(t) and η(t) = g(t)−1X(t). Then the following relation holds for all
t ∈ [a, b]:

D̃H
t X(t) = g(t)

(
Ẋ(t) +∇h

ξη(t)
)
.(4.23)

Proposition 3.3 follows analogously, which leads to the following Euler-Poincaré equations correspond-
ing to (4.20):

Proposition 4.13. Consider the variational obstacle avoidance problem P1 with Q = H and the
additional assumptions H1, H2. Suppose that q ∈ Ω and let g be a horizontal lift of q. Then q is a
modified cubic polynomial with respect to V if and only if ξ := g−1ġ and h := g−1

0 g satisfy:

ξ̇ = η +H(ad†ξξ),(4.24)

η̈ + 2∇h
ξ η̇ +∇h

ηη +∇h

H(ad†

ξ
ξ)
η+∇h

ξ∇
h
ξη + Q̃

(
η, ξ

)
ξ + Lh−1∗grad1Ṽext(h, e) = 0,(4.25)

ḣ(t) = h(t)ξ(t).(4.26)

4.2. Reduction on Symmetric Spaces and Homogeneous Spaces with bi-invariant Met-
rics. Analogously to Section 3.2, we are interesting further simplifying equations (4.24) - (4.26) in the
case that G is endowed with a bi-invariant metric. We first obtain simplified expressions for the the
Riemannian h-connection and the tensor field Q̃.

Lemma 4.14. Suppose that 〈·, ·〉G is bi-invariant, and let ξ, η, σ ∈ h. Then,

∇̃h
ξη =

1

2
H
(
[ξ, η]

)
,(4.27)

Q̃(ξ, η)σ =
1

4

(
H
(
[σ, [ξ, η]]

)
− [ξ,V([η, σ]) + [η,V([ξ, σ])] + 2[σ,V([ξ, η])]

)
.(4.28)
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Proof. (4.27) follows immediately from Lemma 3.6 together with the fact that ∇̃h
ξη = H(∇̃gξη).

For (4.28),it follows from Theorem 2.3 of [24] that Q̃(ξ, η)σ = H(R̃(ξ, η)σ)−AξAησ+AηAξσ+2AσAξη.

Note that H(R̃(ξ, η)σ) = 1
4H([σ, [ξ, η]]) from Lemma 3.6. From the definition of A, it is clear that if

u1, u2 ∈ h and v ∈ s, then Au1u2 = V(∇̃g
u1
u2) =

1
2V([u1, u2]) and Au1v = ∇̃h

u1
v = 1

2H([u1, v]). Hence,
AξAησ = 1

4H([ξ,V([η, σ])]), and similarly for AηAξσ and AσAξη. Finally, we show that G/K is in
fact a reductive homogeneous space. That is, [h, s] ⊂ h. Equation (4.28) follows immediately upon
observing that V : g → s, and H acts as the identity map on h. To see that G/K is reductive, first
observe that [s, s] ⊂ s since K is a Lie subgroup of G, and hence s is a Lie subalgebra of g. Now suppose
that x, y ∈ s, z ∈ h. Then, 0 = 〈x, z〉 =

〈
AdExp(ty)x,AdExp(ty)z

〉
. Taking a derivative at t = 0 then

yields 0 = 〈[y, x], z〉+ 〈x, [y, z]〉 = 〈x, [y, z]〉 . Hence [y, z] ∈ h, and the conclusion follows. Combining
these yields (4.28).

We then obtain the following Proposition by combining Proposition 4.13 with Lemma 4.14.

Proposition 4.15. Consider the variational obstacle avoidance problem P1 with Q = H and the
additional assumptions H1∗, H2. Suppose that q ∈ Ω and let g be a horizontal lift of q. Then q is a
modified cubic polynomial with respect to V if and only if ξ := g−1ġ and h := g−1

0 g satisfy:

...
ξ +H([ξ, ξ̈]) + [ξ, [ξ̇, ξ]]−

3

4
[ξ,H([ξ̇, ξ])] + Lh−1∗grad1Ṽext(h, e) = 0,(4.29)

ḣ(t) = h(t)ξ(t).(4.30)

Similarly, under the assumptions H1∗∗, H2, q is a modified cubic polynomial with respect to V if and
only if ξ and h satisfy:

...
ξ +H([ξ, ξ̈]) + [ξ, [ξ̇, ξ]]−

3

4
[ξ,H([ξ̇, ξ])] + β(Lh−1∗gradBi

1 Ṽext(h, e)) = 0,(4.31)

ḣ(t) = h(t)ξ(t).(4.32)

Proof. First observe that, since the metric is bi-invariant, we have 〈adxy, z〉 + 〈y, adxz〉 = 0 for

all x, y, z ∈ g. Hence ad† = −ad, and since ad is skew-symmetric, we obtain ad†ξξ = 0, so that (4.24)

becomes ξ̇ = η. Equation (4.29) then follows directly from Lemma 4.14 together with the decomposition
x = H(x) + V(x) for all x ∈ g. Equation (4.31) follows similarly with the proof strategy given in 3.9.

Another special class of spaces that appears frequently in applications is Riemannian symmetric
spaces. These are Riemannian homogeneous spaces such that there exists an involutive automorphism
σ : G → G with K = {g ∈ G σ(g) = g}. It can be seen that every Riemannian symmetric space of the
form G/K satisfies the Cartan Decomposition:

(4.33) [s, s] ⊂ s, [s, h] ⊂ h, [h, h] ⊂ s.

In particular, every Riemannian symmetric space is reductive. Moreover, if G is simply connected, then
every Riemannian homogeneous space satisfying (4.33) is a Riemannian symmetric space. It is neither
necessary nor sufficient that 〈·, ·〉G be bi-invariant in order for G/K to be Riemannian symmetric.
Hence, we have the following additional assumptions:

S1 (respectively S1∗, S1∗∗): H := G/K is a Riemannian symmetric space, where G
satisfies assumption G1 (respectively G1∗, G1∗∗).

Using equation (4.33), we obtain the following Propositions corresponding to Proposition 4.13:

Proposition 4.16. Consider the variational obstacle avoidance problem P1 with Q = H and the
additional assumptions S1, H2. Suppose that q ∈ Ω and let g be a horizontal lift of q. Then q is a
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modified cubic polynomial with respect to V if and only if ξ := g−1ġ and h := g−1
0 g satisfy:

...
ξ + Q̃(η, ξ)ξ+Lh−1∗grad1Ṽext(h, e) = 0,(4.34)

ḣ(t) = h(t)ξ(t).(4.35)

Similarly, under the assumptions S1∗, H2, q is a modified cubic polynomial with respect to V if and
only if ξ and h satisfy:

...
ξ + [ξ, [ξ̇, ξ]]+Lh−1∗grad1Ṽext(h, e) = 0,(4.36)

ḣ(t) = h(t)ξ(t).(4.37)

Finally, under the assumptions S1∗∗, H2, q is a modified cubic polynomial with respect to V if and
only if ξ and h satisfy

...
ξ + [ξ, [ξ̇, ξ]]+β(Lh−1∗gradBi

1 Ṽext(h, e)) = 0,(4.38)

ḣ(t) = h(t)ξ(t).(4.39)

Proof. Observe that [h, h] ⊂ s implies that ad†hh ⊂ s. From 2.3, it then follows that ∇̃h
xy = 0

for all x, y ∈ h. Equations (4.34) - (4.35) then follow immediately from 4.13. Under assumption S1∗,
equations (4.36) - (4.37) follow upon applying (4.33) to Proposition 4.15. Similarly, equations (4.38) -
(4.39) follow from the same strategy used to show (4.36) - (4.37) hold, together with the proof strategy
outlined in 3.9.

We now return the problem of obstacle avoidance. In particular, we consider the potential

V (q) =
τ

1 + (dH(q, q0)/D)2N
, with the extended potential given by Vext(q, q0) =

τ

1 + (dH(q, q0)/D)2N
,

where dH : H → H is the Riemannian distance on H corresponding to 〈·, ·〉H . We first show that dH
is G-invariant, from which it follows immediately that Vext is G-invariant.

Lemma 4.17. d(gq, gp) = d(q, p) for all g ∈ G, q, p ∈ H.

Proof. Since H is complete as a Riemannian manifold, there exists a geodesic γ : [0, 1] → H which

minimizes the length functional L(c) =

∫ 1

0

‖ċ(t)‖Hdt among all smooth curves c : [0, 1] → H satisfying

c(0) = p, c(1) = q. Moreover, we have d(p, q) = L(γ). By Lemma 4.2, we obtain d(p, q) = L(γ) =
L(gγ) ≥ d(gp, gq), since in particular gγ is a smooth curve such that gγ(0) = gp, gγ(1) = gq. On the
other hand, there exists some geodesic γ∗ such that L(γ∗) = d(gp, gq), and so d(gp, gq) = L(γ∗) =
L(g−1γ∗) ≥ d(p, q). It follows that d(p, q) = d(gp, gq).

It follows immediately from Lemma 4.17 and Φg◦π = π◦Lg that Ṽext(g, g0) =
τ

1 + (dH(π(g), π(g0))/D)2N

is left-invariant. However, observe that in order to take advantage of a bi-invariant metric on G
to calculate the potential through the Lie exponential map (as we did in Section 3.2), we must

have Ṽext(g, g0) =
τ

1 + (dG(g, g0)/D)2N
. Unfortunately, it is not necessarily the case dG(g, g0) =

dH(π(g), π(g0)). In fact, if we let c : [0, 1] → G be the minimizing geodesic such that dG(g, g0) = L(c),
then c̄ := π ◦ c is the minimizing geodesic connecting π(g) and π(g0) (here we assume that g, g0 ∈ G

This manuscript is for review purposes only.



26 J. R. GOODMAN, AND L. J. COLOMBO

are contained in some geodesically convex ball). Hence,

dG(g, g0) =

∫ 1

0

‖ċ‖Gdt

≥

∫ 1

0

‖H(ċ)‖Gdt

=

∫ 1

0

‖ ˙̄c‖Hdt

= dH(π(g), π(g0)).

In particular, equality holds if and only if the geodesic c is horizontal. The horizontal lift of a geodesic on
H is in turn a geodesic on G, so that in particular the curve c∗ := π̃ ◦ c with c∗(0) = g is the minimizing
geodesic connecting its endpoints However, it will not generally be true that c∗(1) = g0—we need only
have c∗(1) ∈ π−1({π(g0)}). This leads to the following lemma.

Lemma 4.18. Let g ∈ G. Then, for all h in a geodesically convex neighborhood of g, there exists a
unique h∗ ∈ π−1({π(h)}) such that dG(g, h

∗) = dH(π(g), π(h∗)). Moreover, the function θ : G×G → G
defined implicitly by θ(g, h) = h∗ is smooth and left-invariant.

Proof. We have already seen that such an h∗ exists, as we need only consider the end point of the
horizontal lift of the minimizing geodesic on H connecting π(g) and π(h) with initial point g. The
uniqueness of h∗ follows by the uniqueness of geodesics satisfying boundary conditions in a geodesically
convex neighborhood.

To see that θ is smooth, first let θg(·) := θ(g, ·) and observe that we have dG(g, θg(h)) = dH(π(g), π(h))
for all h in a geodesically convex neighborhood of G. Moreover, it is clear that we have

min
r∈π−1({π(h)})

dG(g, r) = dH(π(g), π(h)) = dG(g, h
∗). In particular, by uniqueness of the minimizing

geodesic, we find that θg(h) = argmin
r∈π−1({π(h)})

dG(g, r). Since dG is smooth and r 7→ dG(g, r) has a unique

global minimum for each g ∈ G, we find that θg is smooth by an application of the implicit function
theorem. A similar argument then shows that θ is smooth.

Now let γ1 : [0, 1] → G be the minimizing geodesic from θ(g, g0) to g0. Then for any h ∈ G, the
curve hγ1 satisfies hγ1(0) = hg and hγ1(1) = hθ(g, g0), and we have d(g, θ(g, g0)) = d(hg, hθ(g, g0)) by
Lemma 3.8. Now let γ2 : [0, 1] → G be the minimizing geodesic from hg to θ(hg, hg0). By definition of
θ, we must have d(hg, θ(hg, hg0)) ≤ d(hg, hθ(g, g0)), and by another application of Lemma 3.8, we find
that d(g, h−1θ(hg, hg0)) ≤ d(g, θ(g, g0)), which is only possible if in fact they are equal. By uniqueness
of minimizing curves, we then find hθ(g, g0) = θ(hg, hg0).

Now consider an obstacle q0 ∈ H , and fix some g0 ∈ π−1({q0}). In the context of Lemma 4.18, we

then have Ṽext(g, g0) =
τ

1 + (dG(θ(g), g0)/D)2N
is smooth and left-invariant. From equation (3.13), we

then obtain

(4.40) Lh(t)−1∗grad1Ṽext(θ(h(t)), e) = −
2Nτ‖ exp−1

e (θ(h(t)))‖2N−2

D2N (1 + (‖ exp−1
e (θ(h(t)))‖/D)2N )2

exp−1
e (θ(h(t))).

Moreover, from (3.14), we obtain

(4.41) Lh(t)−1∗grad1Ṽext(h(t), e) = −
2Nτ‖Log(θ(h(t)))‖2N−2

D2N (1 + (‖Log(θ(h(t)))‖/D)2N )2
Log(θ(h(t)))
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in the case that G is equipped with a bi-invariant metric, and from (3.18), we have

(4.42) β(Lh(t)−1∗gradBi
1 Ṽext(h(t), e)) = −

2Nτ‖Log(θ(h(t)))‖2N−2

D2N (1 + (‖Log(θ(h(t)))‖/D)2N )2
β(Log(θ(h(t))))

in the case that G is equipped with both left-invariant and bi-invariant metrics.

Remark 4.19. Following Corollary 4.11, we may alternatively consider the potential

Ṽ (g) =
τ

1 + (dG(g, g0)/D)2N
, whose left-invariant extension is given by Ṽext(g.g0) =

τ

1 + (dG(g, g0)/D)2N
.

In this case, equations (4.24) - (4.26) take the form:

ξ̇ = η +H(ad†ξξ),(4.43)

η̈ + 2∇h
ξ η̇ +∇h

ηη +∇h

H(ad†

ξ
ξ)
η+∇h

ξ∇
h
ξη + Q̃

(
η, ξ

)
ξ +H(Lh−1∗grad1Ṽext(h, e)) = 0,(4.44)

ḣ(t) = h(t)ξ(t).(4.45)

The gradient potential may then be calculated exactly as in (3.14) if G is equipped with a bi-invariant
metric, or as in (3.18) if equipped with both a left-invariant and bi-invariant metric. Of course, in
general the solutions to (4.43)-(4.45) will only correspond locally to horizontal lifts of modified cubics
on H . Moreover, the potential V corresponding to these modified cubics may vary among the curve
segments, and we will not in general know its exact form.

However, for the purpose of applications, we only care that q := g◦π is well-behaved. In particular,
that it is smooth, avoids obstacles, and is sufficiently close to a Riemannian cubic. This, of course,
still holds true. Namely, if we took Ṽ ≡ 0, q would be a Riemannian cubic polynomial—so that,
away from obstacles, q behaves as a Riemannian cubic. Moreover, we may guarantee that q avoids
the given obstacle by choosing τ,D,N appropriately (in particular, τ will determine how ”far” from a
Riemannian cubic q is in a global sense). Hence we see that, morally, q has all of the relevant features
that we desire from modified cubics, despite not globally being one in the strict sense of the definition.

4.3. Example 3: Reduction for S2. Consider the sphere S2 equipped with the round metric
(that is, the induced metric from the embedding S2 →֒ R3). Let {e1, e2, e3} be a basis for R3 such that
q0 := e3 is a point-obstacle that we wish to avoid. It is well known that S2 is a Riemannian symmetric
space. In particular, we have S2 ∼= SO(3)/Stab(e3), where SO(3) is equipped with the bi-invariant
metric discussed in Section 2.2. Note that we may identify Stab(e3) ∼= SO(2). Moreover, the projection
map π : SO(3) → S2 is given by π(R) = Re3 for all R ∈ SO(3).

Following Remark 4.19, we first consider the artificial potential Ṽ : SO(3)2 → R defined by
Ṽ (g) = τ

1+(dSO(3)(g,g0)/D)2N some τ,D > 0 and N ∈ N, where R0 ∈ π−1({e3}). If R satisfies (4.20),

then from Proposition 4.16, Lemma 3.10, and equation (4.41), it follows that Ω̂ := RT Ṙ and H := RT
0 R

must satisfy

...
Ω + Ω× (Ω̇× Ω)+

2Nτφ(H)2N−1

sin(φ(H))D2N (1 + (φ(H)/D)2N )2
(H −HT )∨ = 0,(4.46)

Ḣ = HΩ̂,(4.47)

where φ(H) := arccos(12 (tr(H)− 1)). Moreover, we have the reconstruction equation R = R0H , from
which q may be determined via q = Re3.

5. Conclusions. Along this paper, we have considered the variational obstacle avoidance problem
on Lie groups and Riemannian homogeneous spaces. In both cases, reduced necessary conditions
for optimality were derived. A number of special cases were examined in which the Riemannian
distance—and in turn the obstacle avoidance potential—can be calculated explicitly. In the case
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of Riemannian homogeneous spaces, we consider a new variational problem written in terms of a
connection on the horizontal bundle of the underlying Lie group. Through this formalism, we are able
to derive the necessary conditions for optimality and reduce them with a symmetry breaking potential.
Applications to obstacle avoidance for rigid bodies on SO(3) and S2 were also considered.

For future work, we would like to consider the inverse problem for Riemannian homogeneous
spaces. That is, to understand the conditions under which solutions to the variational principle will
be horizontal (and thus correspond to the horizontal lifts of solutions in the homogeneous space). We
would also like to consider the design of potentials that may be used in the case where the Lie group
only admits left-invariant metrics, or how approximate solutions can be generated to increase the utility
of variational obstacle avoidance in path-planning strategies.
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