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Abstract

The Union Closed Sets Conjecture states that in every finite, non-
trivial set family closed under taking unions there is an element con-
tained in at least half of all the sets of the family. We investigate two
new directions with respect to the conjecture. Firstly, we consider the
frequencies of all elements among a union closed family and pose a
question generalizing the Union Closed Sets Conjecture. Secondly, we
investigate structures equivalent to union closed families and obtain a
weakening of the Union Closed Sets Conjecture. We pose some new
open questions about union closed families and related structures and
hint at some further directions of research regarding the conjecture.

Keywords: Union closed sets conjecture, element frequencies, interior op-
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1 Introduction

For an integer n € N set [n] == {1,...,n} and let P(n) := P([n]) be the
power set over [n]. A family F C P(n) is called nontrivial if

U]::: UF:[n]

(" F being defined similarly) and union closed if for A, B € F also AUB €
F. Notice that for any nontrivial, union closed family F C P(n) we have

n]=UF € F.

Conjecture 1.1 (Union Closed Sets Conjecture). For every nontrivial, union
closed F C P(n) there is an x € [n] with

#{FeF:xcF}y>- #F.

DO |
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Here #X denotes the cardinality of a set X. If we desire, we may assume
that () € F, since this only makes the above conjecture harder. Dating back
to at least the 1980s, the Union Closed Sets Conjecture [[L1] (also referred to
as Frankl’s conjecture) has a long and rich history. For more details on the
development of the conjecture and what is known about it see the survey [7].
In recent years [11 2] [6], 2] 15, 18, 20, 22| 23] 25] have further been published
investigating the conjecture with respect to one aspect or another. In this
context, the collaborative effort in [14] should also be mentioned.

Even though the Union Closed Sets Conjecture [LI] has a rather simple
statement, so far no proof or counterexample is known. In this paper, we want
to investigate the conjecture in two new ways. Firstly, we may reformulate
the conjecture to the statement that for every nontrivial, union closed family
F the most frequent element among F is contained in at least half of all sets
of F. It is natural to ask, whether we can make similar statements about the
other less frequent elements, which leads to a generalization of the conjecture.

Secondly, we will investigate structures equivalent (cryptomorphic) to
union closed families. While studying the Union Closed Sets Conjecture
[LI] by use of equivalent structures is not new, it seems that this approach
has not been used to its fullest yet. These equivalent structures enable us to
get a better idea of the inner structure of union closed families. In particular,
we will prove a weaker version of the conjecture. These ideas, while not being
strong enough to prove the conjecture itself, certainly give new insights on
how one can study union closed families further. Again, we pose some new
questions that give a hint on how to approach the conjecture in a new way.

2 Frequencies

Let F C P(n) be a nontrivial, union closed family. By permuting the ele-
ments of the ground set [n], we may assume

#H{FeF:1leF}>#{FeF:2e¢F}>--->#{FeF:nelF} (21)

The Union Closed Sets Conjecture [LLT] is then equivalent to the statement
that

#{Fe}":leF}zé#}".

What can be said about the other, less frequent elements? Notice that,
assuming the Union Closed Sets Conjecture [LI] holds, the family

F={F\{1}:1€ FeF}



is again a nontrivial, union closed family of size at least % - #JF now over the
ground set {2,...,n}. Applying the Union Closed Sets Conjecture [ to F”
we get an element x € {2,...,n} with

1 1
#{FG}":xEF}Z#{FG}"’:xEF}Z5.#}“’2Z.#]:_
In particular, since the element 2 is at least as frequent in F as x we get
1
#{FE}":2€F}21~#]—".

Iterating this argument we have shown (assuming the Union Closed Sets

Conjecture [LT)
1

for all £ € [n]. However, one might feel that every iterative step is a bit
wasteful since we only consider sets from F’ even though there might be a
lot of sets in F \ F’ also containing 2 or any other element. We therefore ask
whether the right hand side of ([2.2)) can be improved. We suggest that this
is indeed the case and that even the constant fraction on the right hand side
can be raised.

Question 2.1. Let F C P(n) be a nontrvial, union closed family fulfilling
[210), is it then true that

1

: > .
#{FeF kEF}_Qk_1+1

LT (2.3)

for all k € [n]?

Notice that k£ = 1 yields the Union Closed Sets Conjecture [LTl If Ques-
tion 2] indeed holds then the constant 1/(2%~! + 1) on the right hand side
of (23)) is optimal. For this fix k& € [n] and consider the family

F =Pk —-1)U{n]}, (2.4)

which already fulfils @1I). Here #F = 2" '+1and {F € F : k € F} = {[n]},
so that (23)) holds with equality. While this shows that the constant for this
specific k£ cannot be improved (if it holds at all), notice how (23] is very far
off for all the other [ € [n] \ {k}. This leads to a multitude of other related
questions one could ask in this context.

Question 2.2. How do the families F look where equality is achieved in
23) for some k € [n]? Are there other extremal construction next to (Z4)7
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A family F C P(n) is called separating if
{FeF:xeF}#{FeF:yeF} (2.5)

for all z,y € [n],z # y. Notice how in general (for £ < n) the construction
([24)) is not separating.

Question 2.3. Can the right hand side of (23] be improved if in addition
we assume J to be separating?

We will now give some justification for Question Il The general idea
would be an inductive proof of (2.3]) via induction on k£ with the induction
start k = n. Our aim should thus be to prove Question 2.1] for large £ first.
To do this, we use the following lemma.

Lemma 2.4. Let F C P(n) be a nontrivial, union closed family and x € [n].
For every A € F with x € A it holds

1

{FE}—35L’EF}ZW~

oy

Remark 2.5. To get large lower bounds on the frequency of x we would
wish to choose a small set A € F containing z. The proof of the lemma will
be analogous to the proof of the “folklore” theorem (see [7]) that if F is a
nontrivial, union closed family with {x} € F (that is it contains a singleton)
then z is contained in at least half of all the sets of F.

Proof of Lemma[2-]] Consider the surjective map
e {XCn:x2¢ X} >{YChn:ACY})LX— XUA

We claim that for every Y C [n], A C Y the fiber ¢=1(Y) is of cardinality
2#4-1 Indeed, it even holds that

p (V) ={X S\ {z}: X0 ([n]\ A) =Y N ([n]\ 4)},
which is clear by the elementary equivalence
XUA=Y & X\A=Y\A
Since Y N ([n] \ A) is a fixed set, we can only vary X on A\ {z}, so that

#o L (Y) = o#(AMad) — g#tA-1,



Let now F, x and A be as in the statement. Assume that {G € F : x ¢
G} # (0, otherwise the claim of the lemma is clear. Notice then, since F is
union closed, the above map ¢ restricts to a map

v {GeF:2¢Gt—={FeF:2eF},G—GUA.

By the first part of the proof, for every F' € F,x € F there are at most
2#4~ many G € F,x ¢ G with GU A = F. Thus

HGeF x¢Gy <2V P cFxcF})
and using #{G € F : v ¢ G} = #F — #{F € F : © € F} we proved the

lemma. O
Theorem 2.6. Question 2.1 holds for kK =n and k =n — 1.

Proof. The case k = n follows by applying Lemma 24 to 2 = n and A = [n].
For k = n — 1, we may assume F to be separating (see (21))). Otherwise,
we may combine elements that cannot be separated and we get a separating,
nontrivial, union closed family over a smaller ground set on which we could
work instead. Since then

{FeF:n—-1eF}#{FeF:nel}

but also
#HFeF:n—1eF}>#{FeF:necF},

there must be an

Ac{FeF:n—1eF}\{FeF:neF}.

Notice that A # [n], so in particular #A4 < n — 1. Apply now Lemma [Z7]
with x =n — 1 and this A to get the bound for k =n — 1. O

To prove the statement of Question2.Ilit remains to proceed by induction,
that is if the statement holds for £ > 1 we would need to show it for £ — 1.
It remains open how this could be done precisely.

3 Weakenings of the Union Closed Sets Con-
jecture

We now present some different ideas for the Union Closed Sets Conjecture
[Tl We begin by introducing some general theory which we will later apply
to study the structure of union closed families.
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3.1 Equivalent Structures

To start, we recapitulate some of the already applied structures to investigate
the Union Closed Sets Conjecture [Tl (see [7]). It is easy to show that a family
F C P(n) is union closed if and only if G := {[n|\ F' : F' € F} is intersection
closed (that is if A, B € G also AN B € G). Furthermore, an element x is
contained in at least half of all sets of F if and only if it is contained in at
most half of all sets of G. This observation gives the Intersection Closed Sets
Conjecture:

For every intersection closed family G C P(n) with (|G = 0 (the nontriv-
iality condition) there is an x € [n| with

#{GeG:xeG} < - #G.

DO | =

Of course, we have not gained very much by this equivalent statement.
However, other structures might be more useful, as described in [7]. A family
G C P(n) is called simply rooted if for every () # G € G there is an z € G
with

[,G] ={X CG:zxe X} CQG. (3.1)

It is straightforward to prove (see for example [4] Lemma 18) that F C P(n)
is union closed if and only if G = P(n) \ F is simply rooted. In a similar
way to intersection closed sets above we also get an analogue of the Union
Closed Sets Conjecture [ 1] for simply rooted families.

More akin to how we will use it below there is also an equivalent way to
state the Union Closed Sets Conjecture [LI] in the languages of lattices and
even graphs (see [7] for more details and references). In what follows, we will
use some theory from [8, [10] and apply it to study the Union Closed Sets
Conjecture [T We will adapt the terminology from [§]. Let us start with
the following consideration.

Let F C P(n) be a union closed family with () € F. For every set X C [n]

TX)=|\J{FeF:FCX}eF (3.2)
is the unique maximal set from F contained in X. This gives a map
7:Pn)—F
with the properties

(i) for all X € P it holds 7(X) C X (exclusivity);



(i) for all X CY C [n] it holds 7(X) C 7(Y) (monotonicity);
(iii) for all X C [n] it holds 7(7(X)) = 7(X) (idempotence).

A map 7 : P(n) — P(n) fulfilling the above conditions (i - iii) is called an
interior operator (notice that [8] uses the dual concept of a closure operator
as is more common in the order theoretic literature, but for union closed
families it is more convenient to work with interior operators; all statements
below will be taken from [8] with according adjustments). It is not hard to
show that for a given union closed ) € F C P(n) the map 7 from ([B.2) is an
interior operator and that furthermore

Fixt ={X Cnl:7(X)=X}=F.

In this way, union closed families containing the empty set are cryptomorphic
to interior operators.

Theorem 3.1. Let n € N, the correspondence

{F CP(n):0 e F union closed} — {7 : P(n) — P(n) interior operator}
Fro(xoJtFeF: Fcxy)

is a bijection with inverse given by
T — FixT.

Proof. See [8] Section 2.2 and references therein. 0

There does not seem to be a useful way to translate the Union Closed
Sets Conjecture [Tl into the language of interior operators. However, they
will turn out useful in the study of the structure of union closed families.
To go further into this direction we will continue to study interior operators.
Let 7 : P(n) — P(n) be an interior operator and set F = Fix7. For every
F € F define

T(F):=7"YF)CP(n).

Then P := {T(F) : F € F} is a partition of P(n) into #F classes. We call
a partitioning of P(n) that is obtained from an interior operator in this way
a congruence partition. Every partition implies a corresponding equivalence
relation v given by

XvY & XY €T(F) for some F € F.



By the way P is constructed out of 7 we have
XY < 7(X)=7(Y).

An equivalence relation 7 that is constructed out of an interior operator 7 in
the above manner will be called a congruence relation. There is an intrinsic
way to characterize congruence operator without mentioning any interior
operators.

Theorem 3.2. Let v be an equivalence relation on P(n). Then v is a
congruence relation if and only if for all A, B,C' C [n] it holds

AB = (ANC)y(BNO). (3.3)

Proof. See [8] Section 2.2 and references therein. Notice that congruence
relations there are defined in a dual way with unions instead of intersections.
This is again due to the fact that we are interested in union closed families
and not in intersection closed families. 0J

Notice that the above theorem gives another cryptomorphic way to study
union closed families now via equivalence relations on P(n) (and their im-
plied partitions) fulfilling ([B.3]). We will continue to study the structure of
congruence partitions in further detail.

Corollary 3.3. Let P = { P, ..., P,,} be a congruence partition. Then every
P; is intersection closed and for all A, B € P;, A C B it holds

[A, Bl ={XCB:ACX}CP,.

Proof. Let P; be an equivalence class of a congruence partition and ~ the
corresponding congruence relation. For the first part, notice that since A, B €
P;, applying (B3]) with C' = A we get

Ay(AN B),

so that (since A € P;) AN B € P,. For the second part let A C B in P; and
take A C X C B. Applying (33) with C' = X we get

A=(ANX)y(BNX)=X,

so (since A € P) X € P, O



Remark 3.4. By the above corollary every class P; of a congruence partition
has a minimal element X = (] P; and it holds that

P = U [XvY]

YePr;

If 7 is the interior operator associated to the congruence partition, then X =
7(Y) for all Y € P;. In particular, the minimal elements of all equivalence
classes are precisely the union closed family which generated the interior
operator 7 according to (3.2)).

For our purpose the following will be of importance.

Lemma 3.5. Let ) € F C P(n) be a union closed family, 7 : P(n) — P(n)
the corresponding interior operator and P = {7 (F) : F' € F} the corre-
sponding congruence partition. Let F, F € F with E C F| then #7(F) <

#T(E).
Proof. We will prove that
L=15 T(F) = T(E),X = X\ (F\E)

is an order embedding (that is X C Y if and only if «(X) C «(Y)), in
particular injective (see [9]). From this the statement follows.

We should first show that ¢ is well defined, that is if X € T(F') then X\ (F'\
E) € T(E). Indeed, apply B3) with A= X, B=F and C = [n]\ (F'\ E).
Since X, F' € T(F') we thus get

XN (FNENWF\(F\E)=EcT(E),

so that X\ (F'\ E) € T(F) as desired. To check that ¢ is an order embedding
simply note that for all X,Y € 7(F) it holds (since F'\ E C X,Y)

XCY & X\(F\E)CY\(F\E).

In particular we conclude the following.

Corollary 3.6. Let ) € F C P(n) be a union closed family and let {7 (F) :
F € F} be the corresponding congruence partition. Then there is a way to
label the sets from F = {Fy,..., F,,,} in such a way that

(i) #T(F1) < #T(F2) < ... < #T(F) and



(ii) if F; D Fj then i < j.

Proof. Define the ordering Fi,..., F,, by setting F; to be the unique (by
union closedness) maximal set of F and, having F,..., F; already defined,
choosing F;;; = F' to be a maximal set from F' € F \ {F},..., F;} such that
#T (F) is of minimal cardinality. The claimed properties (i) and (ii) then
follow from Lemma and the given construction respectively. O

3.2 Up-sets

An up-set (also called increasing family) is a family & C P(n) such that if
A C B C [n] with A € U, then also B € U. That is, up-sets are closed
under taking super sets. It is not new to study union closed sets using up-
sets via up-compression techniques (see [7] for details). We will give some
insight into this technique, also to demonstrate why the considerations below
use up-sets in a nouvelle way. Clearly, every up-set is union closed and it
is not hard to show that the Union Closed Sets Conjecture [L.T] holds for all
up-sets. By trying to add elements to the sets from a given nontrivial, union
closed family one tries to construct an up-set that is easier to work with than
general union closed families, but still gives information about the original
union closed family.

For what follows, up-sets will play a different roll. Let F C P(n) be a
union closed family and notice that for every x € [n] we can write

{FeF:xe€F}=Fn|z[n]

(see (B1)). Notice that [z,[n]] is an up-set of cardinality 2"~!. Thus the
following, which we will prove next using the theory developed in the previous
section, is a weakening of the Union Closed Sets Conjecture [Tl

Theorem 3.7. Let F C P(n) be a nontrivial, union closed family. There is
an up-set U C P(n) with #U < 2" such that

#(FNU)> - -H#U.

DO | —

Remark 3.8. It should be noted that the n up-sets of the form [z, [n]] only
make up a vanishingly small part out of all up-sets in P(n) of cardinality
at most 2""!. We therefore hope that these ideas can be improved upon
to get better results regarding the Union Closed Sets Conjecture [L1] in the
future. We will also demonstrate how the above result can be used to get a
statement about the frequency of the most common element among F in the
next section.
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For the proof we need an elementary lemma.

Lemma 3.9. Let 0 < n; <---<n,, be real numbers, set N = ZZI n; and
let ¥ € [0, 1]. Then

Here |-| denotes the floor-function. In the proof we will also use the
ceiling-function [-].

Proof. The statement is clear for ¥ < %, since then the right hand side is
zero. Suppose ¥ > L define the function f : (0,m] — R, f(z) = Ny
By monotonicity for the n;’s the function f is also monotonically increasing.
Thus, since = > 1, we have

[om]
fl@) < f (ﬁ - x)

for x € (0, [¥m]]. By the substitution y = > - x we get

o]
[9m] [9m] [9m ] m m Lﬁm J
Zn:/ e < | f(me -x)dxz/o ) Ly

m 5
=1

We can now proof Theorem 3.7 in a more general version.

Theorem 3.10. Let n,t € N and let 7 C P(n) be a nontrivial, union closed.
Then there is an up-set U C P(n) with #U < [2"/t] and

1
FEOU) 2 - 4 F,
Proof. We may assume () € F. Order #F = {Fy,...,F,,} as in Corollary
We claim that U = Uzznl/ﬂ T (F;) does the job. First, we have F NU =
{Fi,... . Frmyn} so #(FNU) > } - #F. Tt remains to show that ¢ is an

up-set with
1
#U < [; : 2"—‘ :

11



The fact that U is an up-set stems from the fact {'T(Fl) T (Frmya)} is
a partition of U fulfilling property (i) from Corollary To bound #U
notice that F; = [n] by nontriviality of F. Setting f; = (E) we thus have
=< fa << f, and

IR
=2
Applying Lemma tony = fo, .., N1 = [ With 0 = % we get
[m/t] [m/t]—1 Ir —‘ 1 m—1
#HU = Zfl—u Z g <1+t Zl”
m+t—1
— 1 1
<1+7(2"—1):1+—-(2 1)< --2"41,
-1 t t
but since #U is an integer we get the desired bound. O

Setting ¢t = 2 yields Theorem B.7)

3.3 A Demonstration

We demonstrate how one can apply Theorem B.7] to get a bound about the
frequency of the most frequent element among a nontrivial, union closed
family F. The here proven bound is unfortunately worse than all already
known bounds which we will collect further below. The author hopes that
these results still turn out fruitful in the further development of the Union
Closed Sets Conjecture [T} The following result might be interesting on its
OW.

Theorem 3.11. Let n € N;n > 2 and U C P(n) be an upset with #U <
2"l Let C=1+4+e!'=1367... andt € N,¢t > 1 C” . For any collection of

sets Ay, ..., Ay € U there are 1nd1(:es 1 < j with A ﬂ A +0.

That is, for any sufficiently large collection of sets from a sufficiently small
up-set there are two intersecting sets from that collection.

Proof. Assume U C P(n) is an up-set with #U < 2" ' and Ay,..., A, e U
are pairwise disjoint. We aim to bound ¢. For all i = 1,... ¢ then [A;, [n]] C
U, so



It holds that (;c;[Ai, [n]] = [U,e; 4, [n]] for all nonempty set of indices
I C [t]. Fori € [t] set a; .= #A,;. Since the A;’s are pairwise disjoint it holds

#JA=)

el icl

for all nonempty I C [t]. By inclusion-exclusion we get

t
#U > # Al = D ()P #A ] = D ()P 2 e
i=1 0£IC[t] iel DAIC[t]
t
=" (1 = 2—%)) :
i=1
For variables x1, ..., x; > 0 under the constraint 22:1 x; < n, the expression
t
1= JJa—2)
i=1

is minimized for z; = --- = x; = 2. This yields

2n71 Z #u Z on (1 o (1 o 27n/t)t> —on _ (2n/t o 1)157

1

Using e™* > 1 — z with z = mT2 one obtains

t

Straightforward but lengthy calculations finally show

equivalently

Cn

log,n’

t <

O

Remark 3.12. In the above theorem, it seems to be possible to relax the

condition
Cn
t >

~ logyn

13



to
(I+o0(1))n

t>
—  logyn

where o(1) denotes a function varying in n and tending to 0 as n tends to
infinity. While this will not affect the considerations below very much, it
might be of separate interest to investigate optimal conditions for Theorem
[BIT and related statements.

To continue we repeat some notions from graph theory, see [II] for a
detailed introduction. For a set X let ()2() be the set of two element subsets
of X. Let G = (V, E) be a (simple) graph. A clique in G is a subset X C V

with
2

The clique number w(G) of G is the size of a largest clique in G. A set A C V
is an independent set in G if
A
E =0.
( 2) N 0

The independence number o(G) of G is the size of a largest independent set in
G. The inequality o(G) < tis equivalent to the statement that any ¢ vertices
contain at least one edge. Denoting by G = (V, (}) \ E) the complement of

G, by definition it holds a(G) = w(G). Turdn’s theorem [24] gives a bound
on the number of edges in a graph with a given clique number.

Theorem 3.13. Let G = (V, E) be a graph on #V = n vertices and #E = m
edges. Let t € N.

(i) fw(G) <tthenm < (1—5) 2.

2

(i) If a(G) < t then m > - 2 —

|3

Proof. For (i) see [I1]. For (ii) apply (i) to the complement G. O

We will use Turan’s theorem together with Theorem B.I1] to get a bound
on the frequency of the most frequent element among a nontrivial, union
closed family.

Theorem 3.14. Let n € N,n > 2 and let F C P(n) be a nontrivial, union
closed family. Set #F = m and assume

™m
m > .
~ logyn

14



Then there is an x € [n] with

#{FeF :xeF}> Vl;)an.#]-".

n
Proof. By TheoremsB.7land B.ITthere is a subfamily & C F with p := #& >
% and such that, setting ¢ := { Cn -‘ with C = 1+4+e7!, forany A;,..., A4, € &

logy n

at least two of these sets have a nonempty intersection. Consider the graph

G = (€, E(Q)) with

£
E(G) = {E1E2 € <2) BN By 7& @} .
By construction «(G) < t, so that by Theorem (ii) we have

1w p
P U
#EG) 25775 73

For every E1E, € E(G) pick a ¢(E1E2) € Ey N Ey. This defines an edge
coloring ¢ : E(G) — [n]. Consequently, there is an = € [n] that appears on

at least
1 L p
. _~ 4
n (t—l 2 2) (3.4)

edges. Let G’ be the graph induced by the edges of color x and let i/ be the
number of vertices in G, so that (using (4) and ¢ < % + 1)

— logyn

N2 / 2 2
GO S (Y S Lo (L e
2 “\2) 7 n \t-1 2 2) o . 2

logy n
[u?logam  p
S HZ08 1 K
= Cn? n

The right hand side for p > % is minimized at = % (using the assumptions
from the statement), so that

> m2logo,mn  m 1 n \/loggn_m

iACn?2 2 E_leoan. n

so that

Using again the assumptions we finally obtain

1 1 /logy,n V/1ogyn
I : FY>u >/ — - —. .m > .
I eFizeFy=p2 4C 14 n = 3n m

15



Remark 3.15. There are already known lower bounds on the frequency of a
most frequent element in F, see [7]. In particular, by [3], 211, 26] respectively
(the third being an improvement by a constant of a bound in [I6]), it is
known that there is an element that is contained in an

Q(max{ /loan’long7 1 })
n n log,m

-fraction of all sets from F (for n and m sufficiently large). The first lower
bound supersedes the bound from Theorem [B.I4l Notice however that the
above proof does not use all the information known about £. In particular,
one could assume £ to be union closed. Also, one might see that the above
technique via Turan’s theorem might not be optimal since the intersection
E;N E5 might be very large so that there are a lot of possibilities for ¢(E; Es).
There is some hope that more refined arguments also yield a better bound.

3.4 Intersecting Families

The idea of the proof of Theorem [3.14] was that any union closed family F
contains a large subfamily £ so that any sufficiently large quantity of sets
from £ must contain two intersecting sets. One way one could improve the
bound from Theorem [B.14] is via the following open question. A family of
sets € is called intersecting if for all A, B € £ it holds AN B # ().

Question 3.16. For every nontrivial, union closed family F C P(n) does
there exist an intersecting subfamily £ C F with #& > % - H#F?

This is again a weaker version of the Union Closed Sets Conjecture [[1]
but would strengthen Theorem B.7l In this context, it is natural to ask
about the frequency of a most frequent element in an intersecting family.
Even though intersecting families are well studied objects in combinatorics
(dating back to [I3] for example), this aspect does not seem to have been
investigated so far.

Theorem 3.17. Let £ C P(n) be an intersecting family of size #& = m.
There is an x € [n] with

2 _ _
#{Eeg:xep}21+«/1+u21/m 1.#5'
2 4 n mn

The proof is an adapted version of the proof of Theorem [3.14]
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Proof. Consider the graph G = (&, (g)) and a coloring

c: <§) — [n], e(E\Es) € By N E.

There is a color x € [n] that appears on at least

(3

edges from G. Let G’ be the subgraph induced by the edges of color x and
let m’ be the number of vertices in G’. Thus

equivalently

,>1+ 1+m2—m
m' > -+ /= .
-2 4 n

Since (by construction) every vertex from G’ is a set containing x, the claim
follows. [

The bound from the above theorem can be sharp, for example for projec-
tive planes (see [ for details). For #& > 2 the theorem gives an element
contained in at least (2n)~/2. #&. Together with Question one would
then get an element contained in at least an Q(n~/2)-fraction of sets from a
nontrivial, union closed family /. While this is again worse than the bound
from [3], one could again try to refine the argument from above. In particular,
one can consider the following question.

Question 3.18. What can be said about the frequency of the most frequent
element in a nontrivial, union closed, intersecting family F C P(n)?

We finish by stating that it can also be of interest to combine Question

B.I8 with Question 2.1 We leave this for future research.
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