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Scaling limits and fluctuations of a family of

N-urn branching processes

Lirong Ren ∗

Beijing Jiaotong University

Xiaofeng Xue †

Beijing Jiaotong University

Abstract: In this paper we are concerned with a family of N -urn branching processes,
where some particles are put into N urns initially and then each particle gives birth to
several new particles in some urn when dies. This model includes the N -urn Ehrenfest
model and the N -urn branching random walk as special cases. We show that the scaling
limit of the process is driven by a C(T)-valued linear ordinary differential equation and
the fluctuation of the process is driven by a generalized Ornstein-Uhlenbeck process in the
dual of C∞(T), where T = (0, 1] is the one-dimensional torus. A crucial step for proofs of
above main results is to show that numbers of particles in different urns are approximately
independent. As applications of our main results, limit theorems of hitting times of the
process are also discussed.

Keywords: branching process, scaling limit, fluctuation.

1 Introduction

In this paper we are concerned with a family of N -urn branching processes. We first intro-
duce the model. Initially, some particles are put into N urns, where N ≥ 1 is an integer.
Let T = (0, 1] be the one-dimensional torus and {λk}k≥0, {ψk}k≥0 be positive functions
such that λk ∈ C∞(T2) and ψk ∈ C∞(T) for all k ≥ 0, then our model evolves according to
following two rules.

1) For any 1 ≤ i 6= j ≤ N and k ≥ 0, each particle in the ith urn dies and meanwhile

gives birth to k new particles in the jth urn at rate 1
N
λk
(

i
N
, j
N

)

.
2) For any 1 ≤ i ≤ N and k ≥ 0, each particle in the ith urn dies and meanwhile gives

birth to k new particles in the ith urn at rate ψk

(

i
N

)

.
Let Xt(i) be the number of particles in the ith urn at moment t and

Xt = (Xt(1), Xt(2), . . . , Xt(N)) ,

then our N -urn branching process {Xt}t≥0 is a continuous-time Markov process with sate
space

X = {0, 1, 2, . . . , }N .

For any x ∈ X and 1 ≤ i ≤ N , we use x(i) to denote the ith coordinate of x. For any

∗
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x ∈ X, k ≥ 0 and 1 ≤ i 6= j ≤ N . we use x
(i,j)
k to denote the configuration in X such that

x
(i,j)
k (l) =







x(l) if l 6= i, j,

x(i)− 1 if l = i,

x(j) + k if l = j

for all 1 ≤ l ≤ N . For any x ∈ X, 1 ≤ i ≤ N and integer k, we use xik to denote the
configuration in X such that

xik(l) =

{

x(l) if l 6= i,

x(i) + k if l = i

for all 1 ≤ l ≤ N . According to the definition of {Xt}t≥0, the generator L of {Xt}t≥0 is
given by

Lf(x) = 1

N

+∞
∑

k=0

N
∑

i=1

N
∑

j 6=i

x(i)λk

(

i

N
,
j

N

)

(

f(x
(i,j)
k )− f(x)

)

+

+∞
∑

k=0

N
∑

i=1

x(i)ψk

(

i

N

)

(

f(xik−1)− f(x)
)

(1.1)

for any x ∈ X and f from X to R. From now on, to distinguish different N , we write Xt

and L as XN
t and LN respectively.

In this paper we assume that

sup
u,v∈T

∑

k≥0

k2+ε0λk(u, v), sup
u∈T

∑

k≥0

k2+ε0ψk(u) < +∞

and
∑

k≥0 k
2+ε0λk ∈ C∞(T2),

∑

k≥0 k
2+ε0ψk ∈ C∞(T) for some ε0 > 0.

Example 1 Ehrenfest models. If λk ≡ 0 and ψk ≡ 0 for all k 6= 1, then our model
reduces to the N -urn generalized Ehrenfest model (see [1] and [8]), where particles perform
independent random walks between N urns such that a particle in the ith urn jumps to the
jth one at rate 1

N
λ1
(

i
N
, j
N

)

.
Example 2 Branching random walks. If λk ≡ 0 for all k 6= 1, then our model reduces

to the N -urn branching random walk, which also includes the Ehrenfest model as a special
case. In the branching random walk, each particle jumps between N -urns and eventually
dies in a urn and meanwhile gives birth to some new particles in the same urn.

In [8], limit theorems of empirical density fields of N -urn generalized Ehrenfest models
are given, which we will extend to the branching process case in this paper. That is to say,

we will give law of large numbers and central limit theorem of
∑N

i=1X
N
t (i)δ i

N
(du), where

δa(du) is the Dirac measure concentrated on a. Inspired by Section 11.4 of [2], we also
consider limit theorems of hitting times of {XN

t }t≥0 as applications of our main results. For
mathematical details, see Section 2.

In the special case where λk ≡ 0 for all k 6= 1 and ψk ≡ qk for some qk ∈ [0,+∞) for all

k ≥ 0, the total number NN
t =

∑N
i=1X

N
t (i) of particles is an example of density-dependent

Markov chains introduced in [3] such that

NN
t → NN

t + k − 1 at rate Nβk

(NN
t

N

)

for all k ≥ 0, where βk(u) = qku. Then limit theorems of NN
t are applications of main theo-

rems given in [3] and Chapter 11 of [2]. SinceNN
t can be considered as

∑N
i=1X

N
t (i)δ i

N
(f) for

f ≡ 1, we can revisit limit theorems of NN
t according to our main results. For mathematical

details, see Section 6.
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2 Main results

In this section we give our main results. First we introduce some notations and definitions
for later use. For any a, b ∈ R, we use N(a, b2) to denote the normal distribution with mean
a and variance b2. For any integer m ≥ 1, we use ‖ · ‖∞ to denote the l∞-norm on C(Tm),
i.e.,

‖f‖∞ = sup
u∈Tm

|f(u)|

for any f ∈ C(Tm). We use ‖ · ‖2 to denote the l2-norm on L2(Tm) for any integer m ≥ 1,
i.e.,

‖f‖2 =
∫

Tm

f2(u)du

for any f ∈ L2(Tm).
For any integer m ≥ 1, we use Sm to denote the dual of C∞(Tm) endowed with weak

topology, i.e., πn → π in Sm if and only if

lim
n→+∞

πn(f) = π(f)

for all f ∈ C∞(Tm). For simplicity, we write S1 as S. For integers m, k ≥ 1 and any
continuous linear operator R from C∞(Tm) to C∞(Tk), we use R∗ to denote the adjoint
operator of R, i.e., R∗ is a continuous linear operator from Sk to Sm such that

(R∗π)(f) = π(Rf)

for any π ∈ Sk and f ∈ C∞(Tm). For any t ≥ 0, we define

µN
t (du) =

1

N

N
∑

i=1

XN
t (i)δ i

N
(du),

where δa(du) is the Dirac measure concentrated on a, i.e., µN
t is in the dual of C(T) and

hence a S-valued random variable such that

µN
t (f) =

1

N

N
∑

i=1

XN
t (i)f

(

i

N

)

for any f ∈ C(T). We define P1,P2 as continuous linear operators from C(T) to C(T) such
that

(P1f)(u) =

∫

T

+∞
∑

k=0

λk(u, v)(kf(v)− f(u))dv + f(u)

+∞
∑

k=0

(k − 1)ψk(u)

and

(P2f)(u) = f(u)

+∞
∑

k=0

(k − 1)ψk(u) +

∫

T

+∞
∑

k=0

kλk(v, u)f(v)dv − f(u)

∫

T

+∞
∑

k=0

λk(u, v)dv

for any u ∈ T and f ∈ C(T). Note that P1,P2 are continuous since

‖Pif‖∞ ≤
(∥

∥

∥

∥

∥

+∞
∑

k=0

(k + 1)λk

∥

∥

∥

∥

∥

∞
+

∥

∥

∥

∥

∥

+∞
∑

k=0

(k + 1)ψk

∥

∥

∥

∥

∥

∞

)

‖f‖∞ (2.1)
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for any f ∈ C(T). By Equation (2.1), for any t ≥ 0 and i = 1, 2 it is reasonable to define
etPi as

etPi =

+∞
∑

k=0

tkPk
i

k!
.

Since
∑

k≥0 k
2+ε0λk ∈ C∞(T2) and

∑+∞
k=0 k

2+ε0ψk ∈ C∞(T), it is easy to check that Pi and

etPi are also continuous linear operators from C∞(T) to C∞(T) for i = 1, 2.
Throughout this paper we adopt the following initial assumption.
Assumption (A): {XN

0 (i)}1≤i≤N are independent and XN
0 (i) follows the Poisson dis-

tribution with mean φ
(

i
N

)

for all 1 ≤ i ≤ N , where φ ∈ C∞(T).

Now we can give our first main result about the law of large numbers of {µN
t }t≥0.

Theorem 2.1. Under Assumption (A),

lim
N→+∞

µN
t (f) =

∫

T

ρt(u)f(u)du

in L2 for any t ≥ 0 and f ∈ C(T), where {ρt}t≥0 is the unique solution to the ordinary
differential equation

{

d
dt
ρt = P2ρt,

ρ0 = φ
(2.2)

on C(T) endowed with the norm ‖ · ‖∞.

Remark 2.1. By Equation (2.1), Equation (2.2) satisfies the global Lipschitz’s condition.
Hence, the unique solution {ρt}t≥0 to Equation (2.2) is given by

ρt = etP2φ

according to Theorem 19.1.2 of [5]. Furthermore, let µt(du) = ρt(u)du, then {µt}t≥0 is the
unique element from [0,+∞) to the dual of C(T) such that

µt(f) =

∫

T

φ(u)f(u)du+

∫ t

0

µs(P1f)ds

for any t ≥ 0 and f ∈ C(T) according to the exchange of integration order.

By Theorem 2.1, the scaling limit of XN
t , i.e., law of large numbers of the empirical

density field µN
t (du), is driven by a C(T)-valued linear ordinary differential equation. It is

natural to further discuss the fluctuation of XN
t , i.e., the central limit theorem from above

law of large numbers of µN
t . Hence, for any t ≥ 0 we define

V N
t (du) =

1√
N

N
∑

i=1

(

XN
t (i)− EXN

t (i)
)

δ i
N
(du),

where E is the expectation operator. For some technical reasons we consider V N
t as random

elements in S, i.e.,

V N
t (f) =

1√
N

N
∑

i=1

(

XN
t (i)− EXN

t (i)
)

f

(

i

N

)

for all f ∈ C∞(T). Then for any T > 0, {V N
t }0≤t≤T is a random element in D ([0, T ],S),

where D ([0, T ],S) is the set of càdlàg functions from [0, T ] to S endowed with the Skorokhod
topology.
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To state our main result about the fluctuation of XN
t , we need introduce some notations

and definitions as preliminaries. For any s ≥ 0, we use As to denote the continuous linear
operator from C∞(T) to C∞(T) such that

(Asf)(u) =

√

√

√

√

+∞
∑

k=1

(k − 1)2ψk(u)
√

ρs(u)f(u)

for any u ∈ T and f ∈ C∞(T), where ρt is the unique solution to Equation (2.2). Note
that ρt ∈ C∞(T) since etP2 is from C∞(T) to C∞(T) and ρt = etP2φ as we have shown in
Remark 2.1. For any s ≥ 0 and k ≥ 0, we use Uk

s to denote the continuous linear operator
from C∞(T) to C∞(T2) such that

(Uk
s f)(u, v) =

√

λk(u, v)
√

ρs(u) (kf(v)− f(u))

for any u, v ∈ T and f ∈ C∞(T). We use {Bs}s≥0 to denote the standard Brownian motion
on L2(T) such that {Bs(f)}s≥0 is a real-valued Brownian motion with

Cov (Bs(f),Bs(f)) = s‖f‖22 = s

∫

T

f2(u)du

for any s ≥ 0 and f ∈ C∞(T). Similarly, we use {Ws}s≥0 to denote the standard Brownian
motion on L2(T2) such that {Ws(f)}s≥0 is a real-valued Brownian motion with

Cov (Ws(f),Ws(f)) = s‖f‖22 = s

∫

T2

f2(u, v)dudv

for any s ≥ 0 and f ∈ C∞(T2). Let {Wk
t : t ≥ 0}k≥0 be independent copies of {Wt : t ≥ 0}

and be independent of {Bt : t ≥ 0}, then for any T > 0 we introduce the definition of the
following S-valued Ornstein-Uhlenbeck (O-U) process {Vt}0≤t≤T :

{

dVt = P∗
1Vtdt+A∗

t dBt +
∑+∞

k=0

(

Uk
t

)∗
dWk

t for 0 ≤ t ≤ T,

V0 is independent of {Bt}t≥0 and {Wk
t : t ≥ 0}k≥0.

(2.3)

We define the solution to Equation (2.3) as the solution to the martingale problem with
respect to Equation (2.3). In detail, according to an analysis similar with that leading
to Theorem 1.4 of [4], when the distribution of V0 is given, there exists a unique random
element {Vt}0≤t≤T in D ([0, T ],S) with following two properties.

1) For any f ∈ C∞(T), {Vt(f)}0≤t≤T is continuous in t.
2) For any G ∈ C∞

c (R) and f ∈ C∞(T),

{

G (Vt(f))−G (V0(f))−
∫ t

0

G′ (Vs(f))Vs (P1f) ds

− 1

2

∫ t

0

G′′ (Vs(f))

(

‖Asf‖22 +
+∞
∑

k=0

‖Uk
s f‖22

)

ds

}

0≤t≤T

is a martingale.
We define the above {Vt}0≤t≤T as the unique solution to Equation (2.3). Now we can

give our second main result, which is about the fluctuation of XN
t .

Theorem 2.2. Under Assumption (A), {V N
t }0≤t≤T converges weakly to {Vt}0≤t≤T as N →

+∞ for any T > 0, where {Vt}0≤t≤T is the unique solution to Equation (2.3) with V0(f)
following normal distribution N

(

0,
∫

T
φ(u)f2(u)du

)

for all f ∈ C∞(T).

5



Remark 2.2. Since etP1 is a continuous linear operator from C∞(T) to C∞(T), (etP1)∗ is
well-defined. Furthermore,

(etP1)∗ =

+∞
∑

k=0

tk(P∗
1 )

k

k!
,

which can be formally written as etP
∗

1 . Hence it is also reasonable to define the solution Vt
to Equation (2.3) as

Vt = etP
∗

1 V0 +

∫ t

0

e(t−s)P∗

1 A∗
sdBt +

+∞
∑

k=0

∫ t

0

e(t−s)P∗

1 (Uk
t )

∗dWk
t . (2.4)

An important and natural question is whether above two definitions of Vt are equivalent. The
answer is positive since the analysis leading to the uniqueness of the solution to the mar-
tingale problem gives Fourier transforms of the distribution of this solution, which coincide
with Fourier transforms of the distribution of Vt given by Equation (2.4). For mathematical
details, see the proof of Theorem 1.4 of [4] or a similar analysis given in Appendix A.2 of [8].

By Theorem 2.2, the fluctuation of XN
t is driven by a S-valued O-U process. By Remark

2.2, we have the following corollary of Theorem 2.2.

Corollary 2.3. Under Assumption (A), V N
t (f) converges in distribution to N

(

0, θ2t (f)
)

as
N → +∞ for any t ≥ 0 and f ∈ C∞(T), where

θ2t (f) =

∫

T

φ(u)
(

etP1f
)2

(u)du +

∫ t

0

∥

∥

∥Ase
(t−s)P1f

∥

∥

∥

2

2
ds+

+∞
∑

k=0

∫ t

0

∥

∥

∥Uk
s e

(t−s)P1f
∥

∥

∥

2

2
ds.

Remark 2.3. Theorems 2.1 and 2.2 extend results about scaling limit and fluctuation of the
N -urn Ehrenfest model to the branching process case. The main new difficulty in the branch-
ing process case is that the total number of particles is not conserved, which makes several
techniques given in [8] for the Ehrenfest model not feasible for the branching process case.
For example, it is easy to show that numbers of particles in different urns are uncorrelated
in the Ehrenfest model by introducing fixed number of indicator functions recording positions
of every particles. However, in the branching process case new particles are born randomly
and then the proof of approximated independence between numbers of particles in different
urns follows from a totally different approach, where covariance of numbers of particles in
two different urns is bounded by the difference of respective solutions to two different linear
ordinary differential equations. For mathematical details, see Section 3.

As applications of our main result, we discuss limit theorems of hitting times of µN
t . For

given f ∈ C∞(T) and r >
∫

T
f(u)φ(u)du, we define

τNr,f = inf
{

t : µN
t (f) ≥ r

}

.

Let µt(du) = ρt(u)du as we have defined in Remark 2.1, then we define

τr,f = inf {t : µt(f) = r} .

We have the following result about law of large numbers and central limit theorem of τNr,f .

Theorem 2.4. If τr,f < +∞ and µτr,f (P1f) > 0, then τNr,f converges to τr,f in probability
and √

N
(

τNr,f − τr,f
)

converges to N

(

0,
θ2
τr,f

(f)

µ2
τr,f

(P1f)

)

in distribution as N → +∞.

6



Remark 2.4. As we have introduced in Remark 2.1,

d

dt
µt(f) = µt(P1f).

Hence, if f ∈ C∞(T) makes µ0(P1f) > 0, then there exists T0 > 0 such that µs(P1f) > 0
for s ∈ [0, T0] and µt(f) is increasing in t ∈ [0, T0]. Let r ∈ (µ0(f), µT0

(f)), then (f, r)
satisfies the assumption in Theorem 2.4.

The remainder of this paper is organized as follows. As a preliminary for proofs of main
theorems, in Section 3 we show that numbers of particles in different urns are approximately
independent as N → +∞, which is the main difficulty in our proofs. Proofs of Theorems
2.1 and 2.2 are given in Section 4. With the approximate independence between numbers
of particles in different urns given in Section 3, Theorem 2.1 follows from a mean-variance
analysis and Theorem 2.2 follows from a martingale strategy. Proof of Theorem 2.4 is given
in Section 5. According to the fact that µN

τN
r,f

(f) ≈ µτr,f (f), the central limit of τNr,f can

be related to fluctuation of {µN
t }t≥0. As applications of our main results, in Section 6

we revisit a special case which reduces to a density-dependent Markov chain. We apply
our main results to give new proofs of limit theorems of total particles number which are
corollaries of main theorems given in [3] and Chapter 11 of [2].

3 Approximate independence

In this section we prove the following lemma.

Lemma 3.1. For any t ≥ 0, there exists C1 = C1(t) < +∞ independent of N such that

∣

∣Cov
(

XN
s (i), XN

s (j)
)∣

∣ ≤ C1

N

for all N ≥ 1, 1 ≤ i 6= j ≤ N and 0 ≤ s ≤ t.

For the Ehrenfest model case, it is not difficult to show that Cov
(

XN
s (i), XN

s (j)
)

= 0

for i 6= j under Assumption (A) according to the fact that
∑+∞

i=0 X
N
t (i) =

∑+∞
i=0 X

N
0 (i). For

the branching process case, new particles are born randomly and hence we only have Lemma
3.1, which is a weaker conclusion that covariance of numbers of particles in two different
urns is O(N−1).

As a preliminary for the proof of Lemma 3.1, we introduce some definitions and notations.
For a finite set A, we call a function from A2 to R a A × A matrix. For any two A × A
matrices M1,M2, we define M1M2 as the A×A matrix such that

M1M2(k, l) =
∑

m∈A

M1(k,m)M2(m, l)

for any k, l ∈ A. Then for a A × A matrix M , t ≥ 0 and any inter n ≥ 2, we define
M2 =MM , Mn =Mn−1M for n ≥ 3 and

etM =

+∞
∑

k=0

tkMk

k!
.

Furthermore, for a A × A matrix M and function H from A to R, we define MH as the
function from A to R such that

MH(k) =
∑

m∈A

M(k,m)H(m)

7



for all k ∈ A. Let TN = {1, 2, . . . , N}, then we define ΓN
t , Γ̂

N
t as functions from (TN )2 to R

such that
ΓN
t (i, j) = EXN

t (i)EXN
t (j) and Γ̂N

t (i, j) = E
(

XN
t (i)XN

t (j)
)

for all i, j ∈ T
N . As a result,

Cov
(

XN
t (i), XN

t (j)
)

= Γ̂N
t (i, j)− Γt(i, j)

for all i, j ∈ T
N . Now we give the proof of Lemma 3.1.

Proof of Lemma 3.1. According to the generator LN of {XN
t }t≥0 given in Section 1 and

Chapman-Kolmogorov equation, for t ≥ 0 and 1 ≤ i ≤ N ,

d

dt
EXN

t (i) =− EXN
t (i)

N

+∞
∑

k=0

∑

j 6=i

λk

(

i

N
,
j

N

)

+
1

N

+∞
∑

k=0

∑

j 6=i

kλk

(

j

N
,
i

N

)

EXN
t (j)

+ EXN
t (i)

+∞
∑

k=0

(k − 1)ψk

(

i

N

)

. (3.1)

As a result,
d

dt
ΓN
t = MN

1 ΓN
t

and hence ΓN
t = etM

N
1 ΓN

0 , where MN
1 is a (TN )2 × (TN )2 matrix such that

MN
1 ((i, j), (w,m)) =



















































1
N

∑+∞
k=0 kλk

(

w
N
, i
N

)

if i 6= j, w 6= i and m = j,
1
N

∑+∞
k=0 kλk

(

m
N
, j
N

)

if i 6= j, w = i and m 6= j,

− 1
N

∑+∞
k=0

∑

l 6=i λk
(

i
N
, l
N

)

− 1
N

∑+∞
k=0

∑

l 6=j λk
(

j
N
, l
N

)

+
∑+∞

k=0(k − 1)ψk

(

i
N

)

+
∑+∞

k=0(k − 1)ψk

(

j
N

)

if i 6= j and (w,m) = (i, j),

− 2
N

∑+∞
k=0

∑

l 6=i λk
(

i
N
, l
N

)

+ 2
∑+∞

k=0(k − 1)ψk

(

i
N

)

if i = j and (w,m) = (i, i),
1
N

∑+∞
k=0 kλk

(

w
N
, i
N

)

if i = j, w 6= i and m = i,
1
N

∑+∞
k=0 kλk

(

m
N
, i
N

)

if i = j, w = i and m 6= i,

0 else.

Similarly, according to the generator LN and Chapman-Kolmogorov equation,

d

dt
E
(

XN
t (i)XN

t (j)
)

=

+∞
∑

k=0

λk
(

i
N
, j
N

)

N
E
(

XN
t (i)

(

−XN
t (j) + kXN

t (i)− k
))

+
+∞
∑

k=0

λk
(

j
N
, i
N

)

N
E
(

XN
t (j)

(

−XN
t (i) + kXN

t (j)− k
))

− E
(

XN
t (i)XN

t (j)
)

N

+∞
∑

k=0

∑

l 6=i,j

λk

(

i

N
,
l

N

)

− E
(

XN
t (i)XN

t (j)
)

N

+∞
∑

k=0

∑

l 6=i,j

λk

(

j

N
,
l

N

)

+
+∞
∑

k=0

∑

l 6=i,j

kE
(

XN
t (l)XN

t (j)
)

N
λk

(

l

N
,
i

N

)

+
+∞
∑

k=0

∑

l 6=i,j

kE
(

XN
t (i)XN

t (l)
)

N
λk

(

l

N
,
j

N

)

+

+∞
∑

k=0

(k − 1)E
(

XN
t (i)XN

t (j)
)

ψk

(

i

N

)

+

+∞
∑

k=0

(k − 1)E
(

XN
t (i)XN

t (j)
)

ψk

(

j

N

)

8



for i 6= j and

d

dt
E

(

(

XN
t (i)

)2
)

=
1

N

∑

l 6=i

+∞
∑

k=0

λk

(

i

N
,
l

N

)

E
(

XN
t (i)

(

−2XN
t (i) + 1

))

+
1

N

∑

l 6=i

+∞
∑

k=0

λk

(

l

N
,
i

N

)

E
(

XN
t (l)

(

2kXN
t (i) + k2

))

+

+∞
∑

k=0

ψk

(

i

N

)

E
(

XN
t (i)

(

2(k − 1)XN
t (i) + (k − 1)2

))

.

Then, since XN
t (i) ≤

(

XN
t (i)

)2
for all 1 ≤ i ≤ N ,

MN
2 Γ̂N

t (i, j) ≤ d

dt
Γ̂N
t (i, j) ≤ MN

3 Γ̂N
t (i, j)

for any 1 ≤ i, j ≤ N , where MN
2 ,MN

3 are (TN )2 × (TN )2 matrices such that

MN
2 ((i, j), (w,m)) =



















































1
N

∑+∞
k=0 kλk

(

w
N
, i
N

)

if i 6= j, w 6= i, j and m = j,
1
N

∑+∞
k=0 kλk

(

m
N
, j
N

)

if i 6= j, w = i and m 6= i, j,

− 1
N

∑+∞
k=0

∑

l 6=i λk
(

i
N
, l
N

)

− 1
N

∑+∞
k=0

∑

l 6=j λk
(

j
N
, l
N

)

+
∑+∞

k=0(k − 1)ψk

(

i
N

)

+
∑+∞

k=0(k − 1)ψk

(

j
N

)

if i 6= j and (w,m) = (i, j),

− 2
N

∑+∞
k=0

∑

l 6=i λk
(

i
N
, l
N

)

+ 2
∑+∞

k=0(k − 1)ψk

(

i
N

)

if i = j and (w,m) = (i, i),
1
N

∑+∞
k=0 kλk

(

w
N
, i
N

)

if i = j, w 6= i and m = i,
1
N

∑+∞
k=0 kλk

(

m
N
, i
N

)

if i = j, w = i and m 6= i,

0 else.

and

MN
3 ((i, j), (w,m)) =







































































1
N

∑+∞
k=0 kλk

(

w
N
, i
N

)

if i 6= j, w 6= i and m = j,
1
N

∑+∞
k=0 kλk

(

m
N
, j
N

)

if i 6= j, w = i and m 6= j,

− 1
N

∑+∞
k=0

∑

l 6=i λk
(

i
N
, l
N

)

− 1
N

∑+∞
k=0

∑

l 6=j λk
(

j
N
, l
N

)

+
∑+∞

k=0(k − 1)ψk

(

i
N

)

+
∑+∞

k=0(k − 1)ψk

(

j
N

)

if i 6= j and (w,m) = (i, j),

− 1
N

∑+∞
k=0

∑

l 6=i λk
(

i
N
, l
N

)

+
∑+∞

k=0

(

2(k − 1) + (k − 1)2
)

ψk

(

i
N

)

if i = j and (w,m) = (i, i),
1
N

∑+∞
k=0 kλk

(

w
N
, i
N

)

if i = j, w 6= i and m = i,
1
N

∑+∞
k=0 kλk

(

m
N
, i
N

)

if i = j, w = i and m 6= i,
1
N

∑+∞
k=0 k

2λk
(

w
N
, i
N

)

if i = j and w = m 6= i,

0 else.

Since MN
l ((i, j), (w,m)) ≥ 0 when (w,m) 6= (i, j) for l = 2, 3, we have

ΛN
t (i, j) ≤ Γ̂N

t (i, j) ≤ Λ
N

t (i, j) (3.2)

9



for all i, j ∈ {1, 2, . . . , N}, where Λ
N

t is the solution to

{

d
dt
Λ
N

t = MN
3 Λ

N

t ,

Λ
N

0 = Γ̂N
0

and ΛN
t is the solution to

{

d
dt
ΛN
t = MN

2 ΛN
t ,

ΛN
0 = Γ̂N

0 ,

i.e., Λ
N

t = etM
N
3 Γ̂N

0 and ΛN
t = etM

N
2 Γ̂N

0 . As a result, for i, j ∈ {1, 2, . . . , N} and any t ≥ 0,

−
∣

∣

∣etM
N
2 Γ̂N

0 (i, j)− etM
N
1 ΓN

0 (i, j)
∣

∣

∣ (3.3)

≤ Cov
(

XN
t (i), XN

t (j)
)

≤
∣

∣

∣etM
N
3 Γ̂N

0 (i, j)− etM
N
1 ΓN

0 (i, j)
∣

∣

∣ .

To bound lower and upper bounds in the above inequality, we point out some properties of
MN

l for l = 1, 2, 3. According to definitions of MN
l for l = 1, 2, 3, there exists C2 < +∞

independent of N such that
|MN

l H(i, j)| ≤ C2|H(i, j)| (3.4)

for any H from (TN )2 to R, l = 1, 2, 3 and 1 ≤ i, j ≤ N . For any i 6= j,

card
{

(w,m) : MN
l ((i, j), (w,m)) 6= 0

}

≤ 3N (3.5)

for l = 1, 2, 3, where card(A) is the cardinality of set A. For any i 6= j and l = 2, 3,

card
{

(w,m) : MN
l ((i, j), (w,m)) 6= MN

1 ((i, j), (w,m))
}

≤ 2. (3.6)

For any i 6= j,

MN
1 ((i, j), (i, j)) = MN

2 ((i, j), (i, j)) = MN
3 ((i, j), (i, j)) . (3.7)

There exists C3 < +∞ independent of N such that

∣

∣MN
l ((i, j), (w,m))

∣

∣ ≤ C3

N
(3.8)

for any 1 ≤ i, j ≤ N, (w,m) 6= (i, j) and l = 1, 2, 3. There exists C4 < +∞ independent of
N such that

∣

∣MN
l ((i, j), (i, j))

∣

∣ ≤ C4 (3.9)

for any 1 ≤ i, j ≤ N .
Now we bound the upper bound in inequality (3.3) from above. For integer k ≥ 0, let

ζNk = sup
{∣

∣

∣

(

MN
3

)k
Γ̂N
0 (i, j)−

(

MN
1

)k
ΓN
0 (i, j)

∣

∣

∣ : 1 ≤ i 6= j ≤ N
}

,

then ζN0 = 0 according to Assumption (A). Since

(

MN
3

)k+1
Γ̂N
0 (i, j) =

∑

(w,m)

MN
3 ((i, j), (w,m))

(

MN
3

)k
Γ̂N
0 (w,m)

and
(

MN
1

)k+1
ΓN
0 (i, j) =

∑

(w,m)

MN
1 ((i, j), (w,m))

(

MN
1

)k
ΓN
0 (w,m),

10



by Equations (3.4) to (3.9) we have

ζNk+1 ≤ C4ζ
N
k + 3N

C3

N
ζNk +

4C3

N
Ck

2

(

‖φ‖2∞ + ‖φ‖∞
)

= C5ζ
N
k +

C6C
k
2

N
,

where C5 = C4 + 3C3 and C6 = 4C3

(

‖φ‖2∞ + ‖φ‖∞
)

. Since ζN0 = 0, by induction,

ζNk ≤ C6

∑k−1
m=0 C

m
2 C

k−1−m
5

N
≤ C6(C2 + C5)

k−1

N

for k ≥ 1. As a result, for i 6= j,

∣

∣

∣etM
N
3 Γ̂N

0 (i, j)− etM
N
1 ΓN

0 (i, j)
∣

∣

∣ ≤ C6t

N
et(C2+C5).

According to a similar analysis, the above inequality still holds when we replace MN
3 by

MN
2 . Therefore, Lemma 3.1 holds with C1 = C1(t) = C6te

t(C2+C5).

4 Proofs of Theorems 2.1 and 2.2

In this section we prove Theorems 2.1 and 2.2.

Proof of Theorem 2.1. By Equation (3.4),

EXN
t (i) =

(

ΓN
t (i, i)

)
1
2 ≤ e

1
2
C2t‖φ‖∞ (4.1)

and

Var
(

XN
t (i)

)

≤ Γ̂N
t (i, i) ≤ sup

1≤i,j≤N

Γ̂N
t (i, j) (4.2)

= sup
1≤i,j≤N

E
(

XN
t (i)XN

t (j)
)

≤ eC2t
(

‖φ‖2∞ + ‖φ‖∞
)

for any 1 ≤ i ≤ N and t ≥ 0. Hence, for f ∈ C(T),

Var
(

µN
t (f)

)

≤ ‖f‖2∞
N2

N
∑

i=1

Var
(

XN
t (i)

)

+
‖f‖2∞
N2

∑

i6=j

∣

∣Cov
(

XN
t (i), XN

t (j)
)∣

∣

≤ eC2t
(

‖φ‖2∞ + ‖φ‖∞
)

‖f‖2∞
N

+
C1(t)‖f‖2∞

N
→ 0

as N → +∞ by Equation (4.2) and Lemma 3.1. As a result, by Chebyshev’s inequality, to
prove Theorem 2.1 we only need to show that

lim
N→+∞

̟N
t (f) = µt(f) (4.3)

for any f ∈ C(T), where µt(du) = ρt(u)du as we have defined in Section 2 and

̟N
t (du) =

1

N

N
∑

i=1

EXN
t (i)δ i

N
(du).
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For u ∈ T and t ≥ 0, we define ρNt (u) = EXN
t (i) when i−1

N
< u ≤ i

N
for some i ∈

{1, 2, . . . , N}. By Equations (3.1) and (4.1),

sup
0≤s≤t,u∈T

∣

∣

∣

∣

d

ds
ρNs (u)− P2ρ

N
s (u)

∣

∣

∣

∣

= O(N−1).

Since φ ∈ C∞(T), ‖ρ0 − ρN0 ‖∞ = O(N−1). As a result, according to the fact that d
dt
ρt(u) =

P2ρt(u),

‖ρNs − ρs‖∞ ≤ O(N−1) +

∫ s

0

‖P2(ρ
N
r − ρNr )‖∞dr

for 0 ≤ s ≤ t, where O(N−1) can be chosen uniformly in s ∈ [0, t]. Since

‖P2f‖∞ ≤
(∥

∥

∥

∥

∥

+∞
∑

k=0

(k + 1)ψk

∥

∥

∥

∥

∥

∞
+

∥

∥

∥

∥

∥

+∞
∑

k=0

(k + 1)λk

∥

∥

∥

∥

∥

∞

)

‖f‖∞

for any f ∈ C(T), by Grownwall’s inequality we have

‖ρNt − ρt‖∞ ≤ O(N−1) exp

{

t

(∥

∥

∥

∥

∥

+∞
∑

k=0

(k + 1)ψk

∥

∥

∥

∥

∥

∞
+

∥

∥

∥

∥

∥

+∞
∑

k=0

(k + 1)λk

∥

∥

∥

∥

∥

∞

)}

. (4.4)

Equation (4.3) follows from Equation (4.4) and the proof is complete.

As a preliminary for the proof of Theorem 2.2, we need following two lemmas.

Lemma 4.1. For any T ≥ 0, {V N
t : 0 ≤ t ≤ T }N≥1 are tight.

Lemma 4.2. For any ǫ > 0 and t > 0,

lim
N→+∞

P

(

sup
0≤s≤t

∣

∣µN
s (f)− µN

s−(f)
∣

∣ ≥ ǫ

N
4+3ε0
8+4ε0

)

= 0,

where s− is the moment just before s, i.e., µN
s−(f) = limr<s,r→s µ

N
r (f).

Lemma 4.1 ensures that {V N
t : 0 ≤ t ≤ T }N≥1 has weakly convergent subsequence.

Lemma 4.2 ensures that any weak limits of {µN
s (f) : 0 ≤ s ≤ t}N≥1 and {V N

s (f) : 0 ≤ s ≤
t}N≥1 are continuous. This lemma is trivial in the Ehrenfest case where µN

s (f)− µN
s−(f) =

O(N−1).

Proof of Lemma 4.1. By Aldous’ criterion and Theorem 4.1 of [6], Lemma 4.1 follows from
following two Equations.

(1) For any t > 0 and f ∈ C∞(T),

lim
M→+∞

lim sup
N→+∞

P
(

|V N
t (f)| ≥M

)

= 0. (4.5)

(2) For any ǫ > 0 and f ∈ C∞(T),

lim
δ→0

lim sup
N→+∞

sup
υ∈T ,s≤δ

P
(

|V N
υ+s(f)− V N

υ (f)| > ǫ
)

= 0, (4.6)

where T is the set of stopping times of {XN
t }t≥0 bounded by T .

By Lemma 3.1 and Equation (4.2),

E

(

(

V N
t (f)

)2
)

= O(1)
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and then Equation (4.5) follows from Markov’s inequality.
We define

ΥN
t = V N

0 (f) +

∫ t

0

(LN + ∂s) V
N
s (f)ds and ΞN

t = V N
t (f)−ΥN

t ,

then to prove Equation (4.6) we only need to show that

lim
δ→0

lim sup
N→+∞

sup
υ∈T ,s≤δ

P
(

|ΥN
υ+s(f)−ΥN

υ (f)| > ǫ
)

= 0 (4.7)

and
lim
δ→0

lim sup
N→+∞

sup
υ∈T ,s≤δ

P
(

|ΞN
υ+s(f)− ΞN

υ (f)| > ǫ
)

= 0. (4.8)

According to the definition of LN ,

(LN + ∂s)V
N
s (f) =

1

N
3
2

N
∑

i=1

∑

j 6=i

+∞
∑

k=0

(

XN
s (i)− EXN

s (i)
)

λk

(

i

N
,
j

N

)(

kf

(

j

N

)

− f

(

i

N

))

+
1√
N

N
∑

i=1

+∞
∑

k=0

(

XN
s (i)− EXN

t (i)
)

ψk

(

i

N

)

(k − 1)f

(

i

N

)

. (4.9)

Hence, by Equations (4.2), (4.9) and Lemma 3.1, we have

sup
0≤s≤T+1

E

(

(

(LN + ∂s)V
N
s (f)

)2
)

= O(1). (4.10)

Since

E
(

|ΥN
υ+s(f)−ΥN

υ (f)|2
)

≤ δ

∫ T+1

0

E

(

(

(LN + ∂s)V
N
s (f)

)2
)

ds

for δ < 1 and s < δ according to Cauchy-Schwarz inequality, Equation (4.7) follows from
Markov’s inequality and Equation (4.10).

According to Dynkin’s martingale formula, {ΞN
t }t≥0 is a martingale with quadratic vari-

ation process

〈ΞN 〉t =
∫ t

0

(

LN

(

(

V N
s (f)

)2
)

− 2V N
s (f)LNV

N
s (f)

)

ds.

According to the definition of LN ,

LN

(

(

V N
s (f)

)2
)

− 2V N
s (f)LNV

N
s (f)

=
1

N2

N
∑

i=1

∑

j 6=i

+∞
∑

k=0

λk

(

i

N
,
j

N

)

XN
s (i)

(

kf

(

j

N

)

− f

(

i

N

))2

+
1

N

N
∑

i=1

+∞
∑

k=0

XN
s (i)ψk

(

i

N

)

(k − 1)2f2

(

i

N

)

.

Therefore, by Equation (4.2),

sup
0≤s≤T+1

E

(

(

LN

(

(

V N
s (f)

)2
)

− 2V N
s (f)LNV

N
s (f)

)2
)

= O(1). (4.11)
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By Cauchy-Schwarz inequality,

E

(

∣

∣ΞN
υ+s(f)− ΞN

υ (f)
∣

∣

2
)

= E
(

〈ΞN 〉υ+s − 〈ΞN 〉υ
)

= E

(∫ υ+s

υ

(

LN

(

(

V N
r (f)

)2
)

− 2V N
r (f)LNV

N
r (f)

)

dr

)

≤
√

δ

∫ T+1

0

E

(

(

LN

(

(V N
r (f))

2
)

− 2V N
r (f)LNV N

r (f)
)2
)

ds

for δ < 1 and s < δ. Therefore, Equation (4.8) follows from Markov’s inequality and
Equation (4.11). Since Equations (4.7) and (4.8) hold, Equation (4.6) holds and the proof
is complete.

Proof of Lemma 4.2. For each integer k ≥ 1, let JN
k be the number of moments in [0, t]

when some particle dies and meanwhile gives birth to k new particles, then to complete the
proof we only need to show that

lim
N→+∞

P









∑

k≥ǫN
4+ε0
8+4ε0

JN
k ≥ 1









= 0. (4.12)

For M > 0, conditioned on sup0≤s≤t

∑N
i=1X

N
s (i) ≤ MN ,

∑

k≥ǫN
4+ε0
8+4ε0

JN
k is stochastic

dominated from above by Y
(

CN
7 MNt

)

, where {Y (t)}t≥0 is the Poisson process with rate 1
and

CN
7 =

∥

∥

∥

∥

∥

∥

∥

∥

∑

k≥N
4+ε0
8+4ε0 ǫ

λk

∥

∥

∥

∥

∥

∥

∥

∥

∞

+

∥

∥

∥

∥

∥

∥

∥

∥

∑

k≥N
4+ε0
8+4ε0 ǫ

ψk

∥

∥

∥

∥

∥

∥

∥

∥

∞

.

Since

CN
7 ≤

∥

∥

∥

∥

∥

∥

∥

∥

∑

k≥N
4+ε0
8+4ε0 ǫ

k2+ε0

(

N
4+ε0
8+4ε0 ǫ

)2+ε0
λk

∥

∥

∥

∥

∥

∥

∥

∥

∞

+

∥

∥

∥

∥

∥

∥

∥

∥

∑

k≥N
4+ε0
8+4ε0 ǫ

k2+ε0

(

N
4+ε0
8+4ε0 ǫ

)2+ε0
ψk

∥

∥

∥

∥

∥

∥

∥

∥

∞

≤

∥

∥

∥

∑

k≥0 k
2+ε0λk

∥

∥

∥

∞
+
∥

∥

∥

∑

k≥0 k
2+ε0ψk

∥

∥

∥

∞
N1+

ε0
4 ǫ2+ε0

,

by Markov’s inequality we have

P

(

∑

k≥ǫ
√
N

JN
k ≥ 1

∣

∣

∣

∣

∣

sup
0≤s≤t

N
∑

i=1

XN
s (i) ≤MN

)

≤

∥

∥

∥

∑

k≥0 k
2+ε0λk

∥

∥

∥

∞
+
∥

∥

∥

∑

k≥0 k
2+ε0ψk

∥

∥

∥

∞
N

ε0
4 ǫ2+ε0

Mt. (4.13)

Let X̂N
t be our process with parameters {λ̂k}k≥0 and {ψ̂k}k≥0 such that λ̂0 = 0, ψ̂0 = 0 and

λ̂k = λk, ψ̂k = ψk for all k ≥ 1, then
∑N

i=1 X̂
N
t (i) is increasing in t. Let X̂N

0 = XN
0 , then

14



∑N
i=1X

N
t (i) is stochastic dominated from above by

∑N
i=1 X̂

N
t (i) and hence

P

(

sup
0≤s≤t

N
∑

i=1

XN
s (i) ≥MN

)

≤ P

(

N
∑

i=1

X̂N
t (i) ≥ NM

)

.

Then by {X̂N
t }t≥0-version Equation (4.1) and Markov’s inequality,

lim
M→+∞

lim sup
N→+∞

P

(

sup
0≤s≤t

N
∑

i=1

XN
s (i) ≥MN

)

= 0. (4.14)

Equation (4.12) follows from Equations (4.13) and (4.14) and the proof is complete.

At last, we prove Theorem 2.2.

Proof of Theorem 2.2. By Lemma 4.1, any subsequence of {V N
t : 0 ≤ t ≤ T }N≥1 has weakly

convergent subsequence. Let {V̂t}0≤t≤T be a weak limit of a subsequence of {V N
t : 0 ≤ t ≤

T }N≥1, then we only need to show that {V̂t}0≤t≤T = {Vt}0≤t≤T to complete the proof. In

this proof we still denote the subsequence convergent to {V̂t}0≤t≤T by {V N
t : 0 ≤ t ≤ T }N≥1

for simplicity. By Lemma 4.2,

lim
N→+∞

P

(

sup
0≤t≤T

∣

∣V N
t (f)− V N

t−(f)
∣

∣ ≥ ǫ

N
ε0

8+4ε0

)

= 0

for any f ∈ C∞(T) and ǫ > 0. Hence, {V̂t(f)}0≤t≤T is continuous in t for any f ∈ C∞(T).

According to Assumption (A), V̂0(f) follows from N
(

0,
∫

T
φ(u)f2(u)du

)

. Therefore, to
complete the proof we only need to show that {mt(G, f)}0≤t≤T is a martingale for any
G ∈ C∞

c (R) and f ∈ C∞(T), where

mt(G, f) = G
(

V̂t(f)
)

−G
(

V̂0(f)
)

−
∫ t

0

G′
(

V̂s(f)
)

V̂s (P1f)ds

− 1

2

∫ t

0

G′′
(

V̂s(f)
)

(

‖Asf‖22 +
+∞
∑

k=0

‖Uk
s f‖22

)

ds.

For each N ≥ 1, let

mN
t (G, f) = G

(

V N
t (f)

)

−G
(

V N
0 (f)

)

−
∫ t

0

(LN + ∂s)G
(

V N
s (f)

)

ds,

then {mN
t (G, f)}0≤t≤T is a martingale by Dynkin’s martingale formula. According to the

definition of LN , Equation (4.2) and Taylor’s expansion up to the second order with La-
grange’s remainder,

mN
t (G, f) =G

(

V N
t (f)

)

−G
(

V N
0 (f)

)

−
∫ t

0

G′ (V N
s (f)

)

INs ds−
1

2

∫ t

0

G′′ (V N
s (f)

)

IINs ds+ δN4,t

for 0 ≤ t ≤ T , where

sup
0≤t≤T

E

(

(

δN4,t
)2
)

≤ C10‖G′′′‖2∞
N

15



for some C10 < +∞ independent of N ,

INs =
1√
N

N
∑

i=1

(

XN
s (i)− EXN

s (i)
) 1

N

∑

j 6=i

+∞
∑

k=0

λk

(

i

N
,
j

N

)(

kf

(

j

N

)

− f

(

i

N

))

+
1√
N

N
∑

i=1

(

XN
s (i)− EXN

s (i)
)

+∞
∑

k=0

ψk

(

i

N

)

(k − 1)f

(

i

N

)

and

IINs =
1

N

N
∑

i=1

XN
s (i)

1

N

∑

j 6=i

+∞
∑

k=0

λk

(

i

N
,
j

N

)(

kf

(

j

N

)

− f

(

i

N

))2

+
1

N

N
∑

i=1

XN
s (i)

+∞
∑

k=0

ψk

(

i

N

)

(k − 1)2f2

(

i

N

)

.

Therefore, {mN
t (G, f)}N≥1 are uniformly integrable for any 0 ≤ t ≤ T according to Lemma

3.1 and Equation (4.2). Hence, by Theorem 5.3 of [7], to prove that {mt(G, f)}0≤t≤T is a
martingale we only need to show that mN

t (G, f) converges weakly to mt(G, f) as N → +∞
for any 0 ≤ t ≤ T . By the definition of INs , Lemma 3.1 and Equation (4.2),

INs = V N
s (PN

1 f) + δN5,s

and
IINs = µN

s (PN
3 f) + δN6,s,

where

sup
0≤s≤T

E

(

(

δN5,s
)2
)

= O(N−1), sup
0≤s≤T

E

(

(

δN6,s
)2
)

= O(N−2),

(PN
1 f)(u) =

1

N

N
∑

j=1

+∞
∑

k=0

λk

(

u,
j

N

)(

kf

(

j

N

)

− f(u)

)

+

+∞
∑

k=0

ψk(u)(k − 1)f(u)

and

(PN
3 f)(u) =

1

N

N
∑

j=1

+∞
∑

k=0

λk

(

u,
j

N

)(

kf

(

j

N

)

− f(u)

)2

+

+∞
∑

k=0

ψk(u)(k − 1)2f2(u)

for any u ∈ T. Since f ∈ C∞(T),

‖Plf − PN
l f‖∞ = O(N−1)

for l = 1, 3, where

(P3f)(u) =

∫

T

+∞
∑

k=0

λk(u, v) (kf(v)− f(u))
2
dv +

+∞
∑

k=0

ψk(u)(k − 1)2f2(u)

for any u ∈ T. Therefore, by Theorem 2.1, Lemma 3.1 and Equation (4.2),

INs = V N
s (P1f) + δN7,s
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and

IINs = µs(P3f) + δN8,s = ‖Asf‖22 +
+∞
∑

k=0

‖Uk
s f‖22 + δN8,s,

where

lim
N→+∞

∫ T

0

|δN7,s|ds = 0 and lim
N→+∞

∫ T

0

|δN8,s|ds = 0

in probability. In conclusion,

mN
t (G, f) =G

(

V N
t (f)

)

−G
(

V N
0 (f)

)

−
∫ t

0

G′ (V N
s (f)

)

V N
s (P1f)ds

− 1

2

∫ t

0

G′′ (V N
s (f)

)

(

‖Asf‖22 +
+∞
∑

k=0

‖Uk
s f‖22

)

ds+ δN9,t,

where limN→+∞ δN9,t = 0 in probability. Let N → +∞ in the above equation, then mN
t (G, f)

converges weakly to mt(G, f) and the proof is complete.

5 Proof of Theorem 2.4

In this section we prove Theorem 2.4. Throughout this section we assume that f ∈ C∞(T)
and r >

∫

T
φ(u)du make τr,f < +∞ and µτr,f (P1f) > 0.

Proof of Theorem 2.4. As we have introduced in Remark 2.1, d
dt
µt(f) = µt(P1f). Since

µτr,f (P1f) =
d

dt
µt(f)

∣

∣

∣

t=τr,f
> 0,

there exists δ1 > 0 such that d
dt
µt(f)

∣

∣

∣

t=s
> 0 for s ∈ [τr,f − δ1, τr,f + δ1] and then µt(f) is

strictly increasing in s ∈ [τr,f − δ1, τr,f + δ1]. For any ǫ ∈ (0, δ1),

{

τNr,f > τr,f + ǫ
}

⊆
{

µN
τr,f+ǫ < r

}

and hence

P
(

τNr,f > τr,f + ǫ
)

≤ P
(

µN
τr,f+ǫ < r

)

.

By Theorem 2.1,
lim

N→+∞
µN
τr,f+ǫ = µτr,f+ǫ > µτr,f = r

in probability and hence
lim

N→+∞
P
(

τNr,f > τr,f + ǫ
)

= 0. (5.1)

For any T > 0, consider {µN
t (f)}0≤t≤T as a random element in D ([0, T ],R), then we claim

that {µN
t (f) : 0 ≤ t ≤ T }N≥1 are tight. We prove this claim at the end of this section.

Then, by Theorem 2.1, {µN
t (f)}0≤t≤T converges weakly to {µt(f)}0≤t≤T as N → +∞ and

hence
lim

N→+∞
sup

0≤t≤T

µN
t (f) = sup

0≤t≤T

µt(f)

17



in probability. Since
{

τNr,f < τr,f − ǫ
}

⊆
{

sup0≤t≤τr,f−ǫ µ
N
t (f) ≥ r

}

and

sup
0≤t≤τr,f−ǫ

µt(f) < r,

we have
lim

N→+∞
P
(

τNr,f < τr,f − ǫ
)

= 0. (5.2)

By Equations (5.1) and (5.2), limN→+∞ τNr,f = τr,f in probability.

For each N ≥ 1, let δN2 =
√
N
(

µN
τN
r,f

(f)− r
)

, then

δN2 ≤
√
N
(

µN
τN
r,f

(f)− µN
τN
r,f

−(f)
)

and hence

{

δN2 ≥ ǫ
}

⊆
{

τNr,f > τr,f + 1
}

⋃

{

sup
0≤s≤τr,f+1

∣

∣µN
s (f)− µN

s−(f)
∣

∣ >
ǫ√
N

}

for any ǫ > 0. Therefore, by Equation (5.1) and Lemma 4.2,

lim
N→+∞

δN2 = 0 (5.3)

in probability. Let δN3 =
∣

∣

∣

√
N
(

µτN
r,f

(f)−̟τN
r,f

(f)
)∣

∣

∣. By Equation (4.4),

sup
0≤t≤T

∣

∣µt(f)−̟N
t (f)

∣

∣ = O(N−1)

for given f ∈ C∞(T) and T > 0. Hence, for any ǫ > 0,

sup
0≤t≤τr,f+1

∣

∣

∣

√
N
(

µt(f)−̟N
t (f)

)

∣

∣

∣ < ǫ

and
{

δN3 ≥ ǫ
}

⊆
{

τNr,f > τr,f + 1
}

when N is sufficiently large. Therefore, by Equation (5.1),

lim
N→+∞

δN3 = 0 (5.4)

in probability. Since µτr,f (f) = r, by Equations (5.3) and (5.4),

V N
τN
r,f

(f) = −
√
N
(

µτN
r,f

(f)− µτr,f (f)
)

+ δN4 (5.5)

with limN→+∞ δN4 = 0 in probability. By Lagrange’s mean value theorem,

µτN
r,f

(f)− µτr,f (f) =
d

dt
µt(f)

∣

∣

∣

t=σN

(

τNr,f − τr,f
)

= µσN
(P1f)

(

τNr,f − τr,f
)

for some σN between τNr,f and τr,f . Since limN→+∞ τNr,f = τr,f in probability,

lim
N→+∞

µσN
(P1f) = µτr,f (P1f)

18



in probability. Therefore, by Corollary 2.3 and Equation (5.5), to complete the proof we
only need to show that V N

τN
r,f

(f) converges weakly to Vτr,f (f) as N → +∞. For any bounded

continuous function H and ǫ > 0,

EH(V N
τN
r,f

(f)) = E

(

H(V N
τN
r,f

(f))1{|τN
r,f

−τr,f |≤ǫ}
)

+ o(1)

≤ E

(

sup
τr,f−ǫ≤s≤τr,f+ǫ

H(V N
s (f))

)

+ o(1).

Then, by Theorem 2.2,

lim sup
N→+∞

EH(V N
τN
r,f

(f)) ≤ E

(

sup
τr,f−ǫ≤s≤τr,f+ǫ

H(Vs(f))

)

.

Since ǫ is arbitrary and Vt(f) is continuous in t, let ǫ→ 0, then

lim sup
N→+∞

EH(V N
τN
r,f

(f)) ≤ EH(Vτr,f (f)).

Since H is arbitrary, replace H by −H in the above inequality, then

lim inf
N→+∞

EH(V N
τN
r,f

(f)) ≥ EH(Vτr,f (f))

and hence
lim

N→+∞
EH(V N

τN
r,f

(f)) = EH(Vτr,f (f)).

As a result, V N
τN
r,f

(f) converges weakly to Vτr,f (f) as N → +∞ and the proof is complete.

At last, we prove the tightness of {µN
t (f) : 0 ≤ t ≤ T }N≥1.

Proof of the tightness of {µN
t (f) : 0 ≤ t ≤ T }N≥1. By Aldous’ criterion, we only need to

check following two Equations.
(1) For any t > 0,

lim
M→+∞

lim sup
N→+∞

P
(

|µN
t (f)| ≥M

)

= 0. (5.6)

(2) For any ǫ > 0,

lim
δ→0

lim sup
N→+∞

sup
υ∈T ,s≤δ

P
(

|µN
υ+s(f)− µN

υ (f)| > ǫ
)

= 0, (5.7)

where T is the set of stopping times of {XN
t }t≥0 bounded by T as we have introduced in

Section 4.

By Markov’s inequality, P
(

|µN
t (f)| ≥ M

)

≤ E|µN
t (f)|
M

and hence Equation (5.6) follows
from Equation (4.1). To check Equation (5.7), we define

ZN
t = µN

0 (f) +

∫ t

0

LNµ
N
s (f)ds and ΩN

t = µN
t (f)− ZN

t ,

then Equation (5.7) follows from

lim
δ→0

lim sup
N→+∞

sup
υ∈T ,s≤δ

P
(

|ZN
υ+s(f)− ZN

υ (f)| > ǫ
)

= 0 (5.8)
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and
lim
δ→0

lim sup
N→+∞

sup
υ∈T ,s≤δ

P
(

|ΩN
υ+s(f)− ΩN

υ (f)| > ǫ
)

= 0. (5.9)

By direct calculation

LNµ
N
s (f) =

1

N2

N
∑

i=1

∑

j 6=i

+∞
∑

k=0

XN
s (i)λk

(

i

N
,
j

N

)(

kf

(

j

N

)

− f

(

i

N

))

+
1

N

N
∑

i=1

+∞
∑

k=0

XN
s (i)ψk

(

i

N

)

(k − 1)f

(

i

N

)

.

Then, by Equation (4.2), there exists C9 < +∞ independent of N such that

E

(

(

LNµ
N
s (f)

)2
)

≤ C9‖f‖2∞ (5.10)

for all 0 ≤ s ≤ T + 1. By Cauchy-Schwarz inequality,

E
(

|ZN
υ+s(f)− ZN

υ (f)|2
)

≤ δ

∫ T+1

0

E

(

(

LNµ
N
s (f)

)2
)

ds

for δ < 1 and s < δ, then Equation (5.8) follows from Markov’s inequality and Equation
(5.10).

According to Dynkin’s martingale formula, {ΩN
t }t≥0 is a martingale with quadratic vari-

ation process

〈ΩN 〉t =
∫ t

0

(

LN

(

(

µN
s (f)

)2
)

− 2µN
s (f)LNµ

N
s (f)

)

ds.

By direct calculation,

LN

(

(

µN
s (f)

)2
)

− 2µN
s (f)LNµ

N
s (f)

=
1

N3

N
∑

i=1

∑

j 6=i

+∞
∑

k=0

λk

(

i

N
,
j

N

)

XN
s (i)

(

kf

(

j

N

)

− f

(

i

N

))2

+
1

N2

N
∑

i=1

+∞
∑

k=0

XN
s (i)ψk

(

i

N

)

(k − 1)2f2

(

i

N

)

.

Therefore, by Equation (4.1),

E

(

∣

∣ΩN
υ+s − ΩN

υ

∣

∣

2
)

= E
(

〈ΩN 〉υ+s − 〈ΩN 〉υ
)

(5.11)

≤
∫ T+1

0

E

(

LN

(

(

µN
s (f)

)2
)

− 2µN
s (f)LNµ

N
s (f)

)

ds = O(N−1)

for δ < 1 and s < δ. As a result, Equation (5.9) follows from Markov’s inequality and
Equation (5.11). Since Equations (5.8) and (5.9) hold, Equation (5.7) holds and the proof
is complete.
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6 Revisit to a density-dependent Markov chain case

As an application of our main result, in this section we revisit a special case of our model
which reduces to a density-dependent Markov chain. Throughout this section we assume
that λk ≡ 0 for k 6= 1 and ψk ≡ qk for some qk ∈ [0,+∞) for all k ≥ 0. Let

NN
t =

N
∑

i=1

XN
t (i),

then {NN
t }t≥0 is a density-dependent Markov chain as we have introduced in Section 1. Ac-

cording to limit theorems of density-dependent Markov chains given in [3], we have following
propositions.

Proposition 6.1. (Kurtz, 1978) Under Assumption (A),

lim
N→+∞

NN
t

N
= nt

in probability for any t ≥ 0, where

{

d
dt
nt = nt

∑+∞
k=0(k − 1)qk,

n0 =
∫

T
φ(u)du.

Proposition 6.2. (Kurtz, 1978) Let αN
t =

NN
t −ENN

t√
N

, then {αN
t }0≤t≤T converges weakly to

{αt}0≤t≤T as N → +∞ for any T ≥ 0, where







dαt =
(

∑+∞
k=0(k − 1)qk

)

αtdt+

√

(

∑+∞
k=0(k − 1)2qk

)

ntdBt,

α0 follows N
(

0,
∫

T
φ(u)du

)

,

where {Bt}t≥0 is a standard Brownian motion.

We further assume that
∑+∞

k=0(k − 1)qk > 0, then for any r >
∫

T
φ(u)du we define

βr = inf{t ≥ 0 : nt = r} and βN
r = inf

{

t ≥ 0 :
NN

t

N
≥ r
}

. By Theorem 11.4.1 of [2], we

have the following proposition.

Proposition 6.3. (Ethier and Kurtz, 1986) For r >
∫

T
φ(u)du,

√
N
(

βN
r − βr

)

converges

weakly to − αβr

(
∑+∞

k=0
(k−1)qk)nβr

as N → +∞.

Now we apply Theorems 2.1, 2.2 and 2.4 to give alternative proofs of above propositions.

An alternative proof of Proposition 6.1. Let ~1 be the constant function taking value 1, then
NN

t

N
= µN

t (~1). Hence, by Theorem 2.1,

lim
N→+∞

NN
t

N
=

∫

T

ρt(u)~1(u)du =

∫

T

ρt(u)du

in probability, where ρ0 = φ and
d

dt
ρt = P2ρt
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such that

∫

T

P2ρt(u)du =

(

+∞
∑

k=0

(k − 1)qk

)

∫

T

ρt(u)du

+

∫

T2

λ1(v, u)ρt(v)dudv −
∫

T2

λ1(u, v)ρt(u)dudv

=

(

+∞
∑

k=0

(k − 1)qk

)

∫

T

ρt(u)du.

Therefore,
∫

T
ρt(u)du = nt and the proof is complete.

An alternative proof of Proposition 6.2. Since αN
t = V N

t (~1), by Theorem 2.2, {αN
t }0≤t≤T

converges weakly to {Vt(~1)}0≤t≤T as N → +∞, where V0(~1) follows N
(

0,
∫

T
φ(u)du

)

and

dVt(~1) = Vt(P1(~1))dt+ dξt + dηt

with

ξt =

(∫ t

0

A∗
sdBs

)

(~1) and ηt =

(∫ t

0

(U1
s )

∗dW1
s

)

(~1).

According to the definition of U1
s , U1

s
~1 = 0 and hence ηt = 0. According to the definition of

P1, P1
~1 =

(

∑+∞
k=0(k − 1)qk

)

~1 and

Vt(P1(~1)) =

(

+∞
∑

k=0

(k − 1)qk

)

Vt(~1).

According to the definition of As,

Cov(ξt, ξt) =

∫ t

0

‖As
~1‖22ds

with

‖As
~1‖22 =

+∞
∑

k=0

(k − 1)2qk

∫

T

ρs(u)du =

+∞
∑

k=0

(k − 1)2qkns.

Therefore, dξt =

√

(

∑+∞
k=0(k − 1)2qk

)

ntdBt and

dVt(~1) =

(

+∞
∑

k=0

(k − 1)qk

)

Vt(~1)dt+

√

√

√

√

(

+∞
∑

k=0

(k − 1)2qk

)

ntdBt.

As a result, Vt(~1) = αt and the proof is complete.

An alternative proof of Proposition 6.3. As we have shown in the proof of Proposition 6.1,
nt =

∫

T
ρt(u)du = µt(~1). Then βr = τr,~1 and βN

r = τN
r,~1

. Hence, by Theorem 2.4,

22



√
N
(

βN
r − βr

)

converges weakly to N

(

0,
θ2
τ
r,~1

(~1)

µ2
τ
r,~1
(P1

~1)

)

as N → +∞. As we have shown

in the proof of proposition 6.2, P1
~1 =

(

∑+∞
k=0(k − 1)qk

)

~1 and hence

µτr,~1

(

P1
~1
)

=

(

+∞
∑

k=0

(k − 1)qk

)

µτr,~1
(~1) =

(

+∞
∑

k=0

(k − 1)qk

)

r =

(

+∞
∑

k=0

(k − 1)qk

)

nβr
.

As a result, to complete the proof we only need to show that αβr
follows N

(

0, θ2τr,~1(
~1)
)

.

According to definitions of {αt}t≥0 and nt, nt = n0e
t(
∑+∞

k=0
(k−1)qk) = n0e

tP1~1 and

αt = et(
∑+∞

k=0
(k−1)qk)α0 +

∫ t

0

e(t−s)(
∑+∞

k=0
(k−1)qk)

√

√

√

√

(

+∞
∑

k=0

(k − 1)2qk

)

nsdBs.

Hence, αβr
follows normal distribution with mean 0 and variance

Var(αβr
) =

n2
βr

n2
0

∫

T

φ(u)du +
1

n2
0

∫ βr

0

n2βr−s

(

+∞
∑

k=0

(k − 1)2qk

)

ds.

As we have shown in the proof of Proposition 6.2,

U1
s e

(t−s)P1~1 = e(t−s)
∑+∞

k=0
(k−1)qkU1

s = 0

and

‖Ase
(t−s)P1~1‖22 = (e(t−s)

∑+∞

k=0
(k−1)qk)2‖As

~1‖22

=
1

n2
0

n2
t−sns

+∞
∑

k=0

(k − 1)2qk =
1

n2
0

n2t−s

+∞
∑

k=0

(k − 1)2qk.

Therefore,

θ2τr,~1
(~1) =

n2
τr,~1

n2
0

∫

T

φ(u)du +
1

n2
0

∫ τr,~1

0

n2τ
r,~1

−s

+∞
∑

k=0

(k − 1)2qkds.

As a result, Var(αβr
) = θ2τr,~1

(~1) follows from τr,~1 = βr and the proof is complete.
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