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Abstract. This monograph is devoted to the theory of vector-valued

modular forms for orthogonal groups of signature (2, n). Our purpose

is multi-layered: (1) to lay a foundation of the theory of vector-valued

orthogonal modular forms; (2) to develop some aspects of the theory in

more depth such as geometry of the Siegel operators, filtrations asso-

ciated to 1-dimensional cusps, decomposition of vector-valued Jacobi

forms, square integrability etc; and (3) as applications derive several

types of vanishing theorems for vector-valued modular forms of small

weight. Our vanishing theorems imply in particular vanishing of holo-

morphic tensors of degree < n/2 − 1 on orthogonal modular varieties,

which is optimal as a general bound.

The fundamental ingredients of the theory are the two Hodge bun-

dles. The first is the Hodge line bundle which already appears in the the-

ory of scalar-valued modular forms. The second Hodge bundle emerges

in the vector-valued theory and plays a central role. It corresponds to the

non-abelian part O(n,R) of the maximal compact subgroup of O(2, n).

The main focus of this monograph is centered around the properties and

the role of the second Hodge bundle in the theory of vector-valued or-

thogonal modular forms.
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CHAPTER 1

Introduction

In the theory of modular forms of several variables, it is natural and

also necessary to study vector-valued modular forms. One way to account

for this is that scalar-valued modular forms are concerned only with the 1-

dimensional abelian quotient of the maximal compact subgroup K of the

Lie group, while the contribution from the whole K emerges if we con-

sider vector-valued modular forms. In more concrete levels, the significance

of vector-valued modular forms appears in the study of the cohomology

of modular varieties, holomorphic tensors on modular varieties, and con-

structions of Galois representations etc. The passage from scalar-valued to

vector-valued modular forms is an intrinsic non-abelianization step.

This subject has been well-developed for Siegel modular forms since the

pioneering work of Freitag, Weissauer and others around the early 1980’s

(see, e.g., [19] for a survey). In particular, a lot of detailed study have been

done in the case of Siegel modular forms of genus 2.

By contrast, despite its potential and expected applications, no system-

atic theory of vector-valued modular forms for orthogonal groups of signa-

ture (2, n) seems to have been developed so far. Only recently its applica-

tion to holomorphic tensors on modular varieties started to be investigated

([36]). The observation that some aspects of the theory of scalar-valued

Siegel modular forms of genus 2 have been generalized to orthogonal mod-

ular forms, rather than to Siegel modular forms of higher genus, also sug-

gests a promising theory.

Vector-valued orthogonal modular forms will have applications to the

geometry and arithmetic of orthogonal modular varieties, and so espe-

cially to the moduli spaces of K3 surfaces and holomorphic symplectic

varieties. Moreover, from the geometric viewpoint of K3 surfaces, vector-

valued modular forms on a period domain of (lattice-polarized) K3 surfaces

are considered as holomorphic invariants related to the family that can be

captured by the variation of the Hodge structures on H2(K3) but typically

not by the Hodge line bundle H0(KK3) alone. For example in this direc-

tion, the infinitesimal invariants of normal functions for higher Chow cycles

in CH2(K3, 1) give vector-valued modular forms with singularities (§3.8).
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6 1. INTRODUCTION

This geometric viewpoint offers another motivation to develop the theory of

vector-valued orthogonal modular forms.

The purpose of this monograph is multi-layered:

(1) to lay a foundation of the theory of vector-valued orthogonal mod-

ular forms,

(2) to investigate some aspects of the theory in more depth, and

(3) as applications to establish several types of vanishing theorems for

vector-valued modular forms of small weight.

Our theory is developed in a full generality in the sense that we work with

general arithmetic groups Γ < O+(L) for general integral quadratic forms

L of signature (2, n). The facts that unimodular lattices are rare even up to

Q-equivalence (unlike the symplectic case) and that various types of groups

Γ appear in the moduli examples urge us to work in this generality.

Our approach is geometric in the sense that we define modular forms

as sections of the automorphic vector bundles. Trivializations of the auto-

morphic vector bundles, and thus passage from sections of vector bundles

to vector-valued functions, are provided for each 0-dimensional cusp. This

approach is suitable for working with general Γ, without losing connection

with the more classical style.

In the rest of this introduction, we give a summary of the theory devel-

oped in this monograph.

The two Hodge bundles (§2). Let L be an integral quadratic lattice of

signature (2, n). We assume n ≥ 3 for simplicity. The Hermitian symmetric

domainD = DL attached to L is defined as an open subset of the isotropic

quadric in PLC. It parametrizes polarized Hodge structures 0 ⊂ F2 ⊂ F1 ⊂
LC of weight 2 on L with dim F2 = 1 and F1 = (F2)⊥. OverD we have two

fundamental Hodge bundles. The first is the Hodge line bundle

L = OPLC(−1)|D,
which geometrically consists of the period lines F2 in the Hodge filtrations.

In terms of representation theory, L is the homogeneous line bundle asso-

ciated to the standard character of C∗ ⊂ C∗ ×O(n,C), where C∗ ×O(n,C) is

the reductive part of a standard parabolic subgroup of O(LC) ≃ O(n + 2,C).

Invariant sections of powers of L are scalar-valued modular forms on D,

which have been classically studied.

The Hodge line bundle L is naturally embedded in LC ⊗ OD as an

isotropic sub line bundle. The second Hodge bundle is defined as

E = L⊥/L.
Geometrically this vector bundle consists of the middle graded quotients

F1/F2 of the Hodge filtrations. In terms of representation theory, E is
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the homogeneous vector bundle associated to the standard representation

of O(n,C) ⊂ C∗ ×O(n,C). It is this second Hodge bundle E that emerges in

the theory of vector-valued modular forms on D and plays a central role in

this monograph.

While L is concerned with scalar-valued modular forms, E is responsi-

ble for the higher rank aspect of the theory of vector-valued modular forms.

While L provides a polarization, E is an orthogonal vector bundle, and in

particular self-dual (but not trivial). Thus L and E are rather contrastive.

Vector-valued modular forms (§3). Weights of vector-valued modular

forms onD are expressed by pairs (λ, k), where λ = (λ1 ≥ · · · ≥ λn ≥ 0) is a

partition which corresponds to an irreducible representation Vλ of O(n,C),

and k is an integer which corresponds to a character of C∗. The partition λ
satisfies tλ1 +

tλ2 ≤ n where tλ is the transpose of λ. To such a pair (λ, k) we

associate the automorphic vector bundle

Eλ,k = Eλ ⊗ L⊗k,

where Eλ is the vector bundle constructed from E by applying the orthog-

onal Schur functor associated to λ. Modular forms of weight (λ, k) are de-

fined as holomorphic sections of Eλ,k over D invariant under a finite-index

subgroup Γ of O+(L) (with cusp conditions when n ≤ 2). We denote by

Mλ,k(Γ) the space of Γ-modular forms of weight (λ, k).

Sometimes it is more appropriate to work with irreducible represen-

tations of SO(n,C) rather than O(n,C), but in that way we obtain only

SO+(LR)-equivariant vector bundles. Since in some applications we en-

counter subgroups Γ of O+(L) not contained in SO+(L), we decided to work

with O(n,C) at the outset. It is not difficult to switch to SO(n,C) (see §3.6).

Fourier expansion (§3). A first basic point is that Eλ,k can be trivial-

ized for each 0-dimensional cusp of D in a natural way. Let I be a rank

1 primitive isotropic sublattice of L, which corresponds to a 0-dimensional

cusp ofD. The quotient lattice I⊥/I is naturally endowed with a hyperbolic

quadratic form. Then we have isomorphisms

I∨C ⊗ OD → L, (I⊥/I)C ⊗ OD → E,

canonically associated to I. If we write V(I)λ,k = ((I⊥/I)C)λ ⊗ (I∨
C

)⊗k, these

induce an isomorphism

V(I)λ,k ⊗ OD → Eλ,k,
which we call the I-trivialization of Eλ,k. Via this trivialization, modular

forms of weight (λ, k) are identified with V(I)λ,k-valued holomorphic func-

tions f on D satisfying invariance with the factor of automorphy. Then,
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after taking the tube domain realization of D associated to I ([40]), we ob-

tain the Fourier expansion of f of the form

(1.1) f (Z) =
∑

l∈U(I)∨
Z

a(l) exp(2πi(l, Z))), Z ∈ DI,

where DI is the tube domain in (I⊥/I)C ⊗ IC, U(I)∨
Z

is a certain lattice in

(I⊥/I)Q ⊗ IQ, and a(l) ∈ V(I)λ,k. By the Koecher principle, the index vectors

l range only over the intersection of U(I)∨
Z

with the closure of the positive

cone (a connected component of the locus of vectors of positive norm). We

prove that the constant term a(0) always vanishes unless λ = (0), (1n), which

correspond to the trivial and the determinant characters respectively. (In

what follows, we write λ = 1, det instead.) Therefore the Siegel operators

are interesting only at the 1-dimensional cusps. We can speak of rationality

of the Fourier coefficients a(l) because V(I)λ,k has a natural Q-structure.

In this way, the choice of a 0-dimensional cusp I determines a passage

to a more classical style of defining modular forms. Since there is no dis-

tinguished 0-dimensional cusp for a general arithmetic group Γ, we need

to treat all 0-dimensional cusps equally. Even after the I-trivialization, it is

more suitable to have V(I)λ,k as the canonical space of values, rather than

identifying it with CN by choosing a basis. This approach enables us to de-

velop various later constructions in an intrinsic and coherent way (and so in

a full generality) without sacrificing the classical style.

These most basic parts of the theory are developed in §2 and §3. In §4,

as a functorial aspect of the theory, we study pullback and quasi-pullback of

vector-valued modular forms to sub orthogonal modular varieties. This type

of operations are sometimes called the Witt operators. The consideration of

pullbacks leads to an elementary vanishing theorem for Mλ,k(Γ) in k ≤ 0

(Proposition 4.4). We prove that the quasi-pullback produces cusp forms

(Proposition 4.10), generalizing a result of Gritsenko-Hulek-Sankaran [23]

in the scalar-valued case.

After these foundational parts, this monograph is developed in the fol-

lowing two directions:

(1) Geometric treatment of the Siegel operators and the Fourier-Jacobi

expansions at 1-dimensional cusps (§5 – §9).

(2) Square integrability of modular forms (§10 – §11).

Both lead, as applications, to vanishing theorems of respective type for

modular forms of small weight.

Siegel operator (§6). Let J be a rank 2 primitive isotropic sublattice

of L. This corresponds to a 1-dimensional cusp HJ of D, which is isomor-

phic to the upper half plane. We take a geometric approach for introducing

and studying the Siegel operator and the Fourier-Jacobi expansion at the
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cusp HJ , by using the partial toroidal compactification over HJ . The Siegel

operator is the restriction to the boundary divisor, and the Fourier-Jacobi

expansion is the Taylor expansion along it.

The Siegel domain realization ofDwith respect to J ([40]) is a two-step

fibration

D π1→ VJ

π2→ HJ ,

where π1 is a fibration of upper half planes and π2 is an affine space bun-

dle. Dividing D by a rank 1 abelian group U(J)Z < Γ, the quotient

X(J) = D/U(J)Z is a fibration of punctured discs over VJ . The partial

toroidal compactification X(J) ֒→ X(J) is obtained by filling the origins of

the punctured discs ([2]). Its boundary divisor∆J is naturally identified with

VJ . We can extend Eλ,k to a vector bundle over X(J) via the I-trivialization

for an arbitrary 0-dimensional cusp I ⊂ J, the result being independent of

I (§5.4). This is an explicit form of Mumford’s canonical extension [37]

which is suitable for dealing with the Fourier-Jacobi expansion. If f is a

Γ-modular form of weight (λ, k), it extends to a holomorphic section of the

extended bundle Eλ,k over X(J).

Intuitively (and more traditionally), the Siegel operator should be an op-

eration of “restriction to HJ” which produces vector-valued modular forms

of some reduced weight on HJ . Geometrically this requires some justi-

fication because of the complicated structure around the boundary of the

Baily-Borel compactification. We take a somewhat indirect but more geo-

metrically tractable approach, working with the automorphic vector bundle

Eλ,k over the partial toroidal compactification X(J).

Let LJ be the Hodge line bundle on HJ . We write V(J) = (J⊥/J)C. For

λ = (λ1 ≥ · · · ≥ λn) we denote by V(J)λ′ the irreducible representation of

O(V(J)) ≃ O(n − 2,C) for the partition λ′ = (λ2 ≥ · · · ≥ λn−1).

Theorem 1.1 (Theorem 6.1). Let λ , 1, det. There exists a sub vector

bundle EJ
λ,k

of Eλ,k such that EJ
λ,k
|∆J
≃ π∗

2
L⊗k+λ1

J
⊗V(J)λ′ and that the restric-

tion of every modular form f of weight (λ, k) to ∆J takes values in EJ
λ,k
|∆J

.

In particular, there exists a V(J)λ′-valued cusp form ΦJ f of weight k + λ1

on HJ such that f |∆J
= π∗

2
(ΦJ f ).

The map

Mλ,k(Γ)→ Sk+λ1
(ΓJ) ⊗ V(J)λ′ , f 7→ ΦJ f ,

is the Siegel operator at the J-cusp, where ΓJ is a suitable subgroup of

SL(J) ≃ SL(2,Z). If we take the I-trivialization for a 0-dimensional cusp

I ⊂ J and introduce suitable coordinates (τ, z,w) on the tube domain in

which the Siegel domain realization is given by (τ, z,w) 7→ (τ, z) 7→ τ, the
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Siegel operator can be expressed as

(ΦJ f )(τ) = lim
t→∞

f (τ, 0, it), τ ∈ H.

In this way, the naive ”restriction to HJ” can be geometrically justified at

the level of automorphic vector bundles as the combined operation

restrict to ∆J + reduce to EJ
λ,k + descend toHJ .

This a priori tells us the modularity of ΦJ f with its weight. When n = 3,

the weight calculation in Theorem 1.1 agrees with the corresponding result

for Siegel modular forms of genus 2 ([47], [1]). The sub vector bundle EJ
λ,k

will be taken up in §8 again from the viewpoint of a filtration on Eλ,k.

Fourier-Jacobi expansion (§7). Next we explain the Fourier-Jacobi

expansion at the J-cusp. Let ΘJ be the conormal bundle of ∆J in X(J).

After certain choices, we have a special generator ωJ of the ideal sheaf of

∆J . With this normal coordinate, we can take the Taylor expansion of a

modular form f ∈ Mλ,k(Γ) along ∆J as a section of the extended bundle

Eλ,k:

(1.2) f =
∑

m≥0

φmω
m
J .

The m-th Taylor coefficient φm, or rather φm⊗ω⊗m
J

, is essentially a section of

the vector bundleEλ,k⊗Θ⊗m
J

over∆J . We call (1.2) the Fourier-Jacobi expan-

sion of f at the J-cusp, and call the section φm⊗ω⊗m
J

of Eλ,k⊗Θ⊗m
J

for m > 0

the m-th Fourier-Jacobi coefficient of f . (φ0 is just f |∆J
considered above.)

Although the choice of ωJ is needed for defining the Fourier-Jacobi expan-

sion, the resulting expansion and the sections of Eλ,k ⊗Θ⊗m
J

are independent

of this choice, thus canonically determined by J (§7.2). This geometric

definition of Fourier-Jacobi expansion, whose advantage is its canonicity,

agrees with the more familiar style of defining Fourier-Jacobi expansion by

slicing the Fourier expansion (§7.1) if we take the (I, ωJ)-trivialization.

In general, we define vector-valued Jacobi forms of weight (λ, k) and in-

dex m > 0 as holomorphic sections of Eλ,k ⊗Θ⊗m
J

over ∆J = VJ which is in-

variant under the integral Jacobi group and satisfies a certain cusp condition

(Definition 7.10). The m-th Fourier-Jacobi coefficient of a modular form of

weight (λ, k) is such a vector-valued Jacobi form (Proposition 7.12). In the

scalar-valued case, our geometric definition agrees with the classical defini-

tion of Jacobi forms ([44], [21]) after introducing suitable coordinates and

trivialization (§7.4). When n = 3, our vector-valued Jacobi forms essen-

tially agree with those considered by Ibukiyama-Kyomura [28] for Siegel

modular forms of genus 2.
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Filtrations associated to 1-dimension cusps (§8). While a 0-

dimensional cusp of D provides a trivialization of Eλ,k which enables the

Fourier expansion, we will show that a 1-dimensional cusp introduces a fil-

tration on Eλ,k which is useful when studying the Fourier-Jacobi expansion.

To start with, we observe that for each 1-dimensional cusp J, the second

Hodge bundle E has an isotropic sub line bundle EJ canonically determined

by J. This defines the filtration

0 ⊂ EJ ⊂ E⊥J ⊂ E
associated to the J-cusp, which we call the J-filtration. Its graded quotients

are respectively isomorphic to

EJ ≃ π∗LJ , E⊥J /EJ ≃ (J⊥/J)C ⊗ OD, E/E⊥J ≃ π∗L−1
J ,

where π = π2 ◦ π1 is the projection from D to HJ . The J-filtration is trans-

lated to a constant filtration on V(I) ⊗ OD by the I-trivialization for every

adjacent 0-dimensional cusp I ⊂ J (Proposition 8.3).

The J-filtration on E induces a (decreasing) filtration on a general au-

tomorphic vector bundle Eλ,k, also called the J-filtration, whose graded

quotient in level r is isomorphic to a direct sum of copies of π∗L⊗k+r
J

.

Representation-theoretic calculations show that the J-filtration on Eλ,k has

length ≤ 2λ1 + 1 (from level −λ1 to λ1), and that the sub vector bundle EJ
λ,k

of Eλ,k in Theorem 1.1 is exactly the last (= level λ1) sub vector bundle in

the J-filtration (Proposition 8.13). Moreover, we have a duality between the

graded quotients in level r and −r.

We give two applications of the J-filtration. The first is decomposi-

tion of vector-valued Jacobi forms. We prove that a vector-valued Jacobi

form of weight (λ, k) decomposes, in a certain sense, into a tuple of scalar-

valued Jacobi forms of various weights in the range [k − λ1, k + λ1] (Propo-

sition 8.15). More precisely, what is proved is that certain graded pieces

are scalar-valued Jacobi forms, so this result does not mean that the theory

of vector-valued Jacobi forms reduces to the scalar-valued theory. Nev-

ertheless this decomposition theorem enables us to derive some basic re-

sults for vector-valued Jacobi forms from those for scalar-valued ones. For

example, we deduce that vector-valued Jacobi forms of weight (λ, k) with

k + λ1 < n/2 − 1 vanish (Corollary 8.18). In the case of Siegel modular

forms of genus 2 (namely n = 3), the fact that vector-valued Jacobi forms

decompose into scalar-valued Jacobi forms was first found by Ibukiyama

and Kyomura [28]. Their method is different, using differential operators,

but it might be plausible that their decomposition agrees with that of us.

Vanishing theorem I (§9). It is a classical fact that there is no nonzero

scalar-valued modular form of weight 0 < k < n/2− 1 onD. Two proofs of

this fact are well-known. The first uses vanishing of Jacobi forms (cf. [21],
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[44]), and the second uses classification of unitary representations. We give

two generalizations of this classical vanishing theorem to the vector-valued

case, corresponding to these two approaches.

Our first vanishing theorem belongs to the Jacobi form approach, and

is obtained as the second application of the J-filtration. We assume that L

has Witt index 2, i.e., D has a 1-dimensional cusp. This is always satisfied

when n ≥ 5.

Theorem 1.2 (Theorem 9.1). Let λ , 1, det. If k < λ1 + n/2 − 1, then

Mλ,k(Γ) = 0. In particular, Mλ,k(Γ) = 0 whenever k < n/2.

As a consequence, we obtain the following vanishing theorem for holo-

morphic tensors on the modular variety Γ\D.

Corollary 1.3 (Theorem 9.5). Let X be the regular locus of Γ\D. Then

we have H0(X, (Ω1
X
)⊗k) = 0 for all 0 < k < n/2 − 1.

Moreover, we obtain a classification of possible types of holomorphic

tensors of the next few degrees up to n/2 (Proposition 9.6). The vanishing

bound k < n/2 − 1 is optimal as a general bound.

The proof of Theorem 1.2 is built on the results of §7 and §8, and pro-

ceeds as follows. We apply the classical vanishing theorem of scalar-valued

Jacobi forms of weight < n/2 − 1 ([44], [21]) to the first graded quotient of

the J-filtration on Eλ,k. This implies that the Fourier-Jacobi coefficients of

f ∈ Mλ,k(Γ) take values in a certain sub vector bundle of Eλ,k⊗Θ⊗m
J

. Passing

to the Fourier expansion at I ⊂ J, we see that the Fourier coefficients of f

are contained in a proper subspace of V(I)λ,k. Finally, running J over all

1-dimensional cusps containing I, we conclude that the Fourier coefficients

are zero.

In the case of Siegel modular forms of genus 2, the idea to use Ja-

cobi forms to deduce a vanishing theorem for vector-valued modular forms

seems to go back to Ibukiyama ([26] Section 6). Our proof of Theorem 1.2

can be regarded as a generalization of his argument.

In this way, we have the unified viewpoint that the Siegel operator is

concerned with the last sub vector bundle in the J-filtration, while the proof

of Theorem 1.2 makes use of the first graded quotient. We expect that a

closer look at the intermediate pieces of the J-filtration would tell us more.

Square integrability (§10). We now turn to our second line of investi-

gation. We can explicitly define and calculate an invariant Hermitian metric

on E (and on L, which is well-known). They are essentially the Hodge

metrics. They induce an invariant Hermitian metric ( , )λ,k on a general au-

tomorphic vector bundle Eλ,k. Apart from the matter of convergence, this
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defines the Petersson inner product on Mλ,k(Γ):

( f , g) =

∫

Γ\D
( f , g)λ,kvolD, f , g ∈ Mλ,k(Γ),

where volD is the invariant volume form onD. When f or g is a cusp form,

this integral converges as usual. Conversely, we prove the following. Let

λ̄ = (λ̄1, · · · , λ̄[n/2]) = (λ1 − λn, λ2 − λn−1, · · · , λ[n/2] − λn+1−[n/2])

be the highest weight for SO(n,C) associated to λ. We write |λ̄| = ∑

i λ̄i.

Theorem 1.4 (Theorem 10.1). Let λ , 1, det and assume that k ≥ n +

|λ̄| − 1. Then a modular form f of weight (λ, k) is a cusp form if and only if

( f , f ) < ∞.

This holds also for λ = 1, det at least when L has Witt index 2 (Remark

10.13). In fact, Theorem 10.1 contains one more result that any modular

form of weight (λ, k) with k < n− |λ̄| − 1 and λ , 1, det is square integrable,

but this is rather an intermediate step in the proof of our second vanishing

theorem.

Vanishing theorem II (§11). Our study of square integrability is partly

motivated by the following vanishing theorem. Let corank(λ) be the maxi-

mal index 1 ≤ i ≤ [n/2] such that λ̄1 = λ̄2 = · · · = λ̄i. Let Sλ,k(Γ) ⊂ Mλ,k(Γ)

be the subspace of cusp forms.

Theorem 1.5 (Theorem 11.1). Let λ , 1, det. If k < n+λ1−corank(λ)−1,

there is no nonzero square integrable modular form of weight (λ, k). In

particular,

(1) Sλ,k(Γ) = 0 if k < n + λ1 − corank(λ) − 1.

(2) Mλ,k(Γ) = 0 if k < n − |λ̄| − 1.

Although λ1 + n/2 − 1 < n + λ1 − corank(λ) − 1, Theorem 1.5 does

not supersede Theorem 1.2 because it is about square integrable modular

forms. It depends on (λ, k) which bound in Theorem 1.2 or Theorem 1.5 (2)

is larger. The two vanishing theorems are rather complementary.

The proof of Theorem 1.5 is parallel to Weissauer’s vanishing theorem

[47] for Siegel modular forms. If we have a square integrable modular form,

we can construct a unitary highest weight module for SO+(LR) by a standard

procedure. Then the bound k < n + λ1 − corank(λ) − 1 is derived from the

classification of unitary highest weight modules ([13], [12], [29]). The more

specific conclusions (1), (2) are consequences of the square integrability

theorem (Theorem 10.1).
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Organization. The logical dependence between the chapters is as fol-

lows. A dotted arrow means that the dependence is weak.

§4 §6

�� !!
§2 // §3 //

==⑤⑤⑤⑤⑤⑤⑤⑤

!!❇
❇❇

❇❇
❇❇

❇
§5 //

<<③③③③③③③③

��

§7 // §8 // §9

§10 // §11

Notations. Let us summarize some standing terminologies and nota-

tions.

(1) By a lattice we mean a free Z-module L of finite rank equipped with

a nondegenerate symmetric bilinear form (·, ·) : L× L → Z. (Sometimes we

still use the word ”lattice” when the bilinear form is only Q-valued.) The

dual lattice Hom(L,Z) of L is written as L∨. A sublattice M of L is called

primitive if L/M is free. We denote by M⊥ the orthogonal complement of

M in L. A sublattice I of L is called isotropic if (I, I) ≡ 0. The lattice L is

called an even lattice if (l, l) ∈ 2Z for every l ∈ L. The orthogonal group of

a lattice L is denoted by O(L). For F = Q,R,C we write LF = L ⊗Z F. This

is a quadratic space over F. Its orthogonal group is denoted by O(LF). The

special orthogonal group, namely the subgroup of O(LF) of determinant 1,

is denoted by SO(LF). A lattice L in a Q-quadratic space V is called a full

lattice in V if V = LQ. For a rational number α , 0 we write L(α) for the α-

scaling of L, namely the same underlying Z-module with the bilinear form

multiplied by α. In the context of lattices, the symbol U will stand for the

integral hyperbolic plane, namely the even unimodular lattice of signature

(1, 1).

(2) Let G be a group acting on a set X and let Y be a subset of X. By

the stabilizer of Y in G, we mean the subgroup of G consisting of elements

g such that g(Y) = Y .

(3) Let V be a nondegenerate quadratic space over F = Q,R,C. Let I

be an isotropic line in V , and P(I) be the stabilizer of I in O(V). Then we

have the canonical exact sequence

(1.3) 0→ (I⊥/I) ⊗F I → P(I) → GL(I) × O(I⊥/I)→ 1.

Here P(I) → GL(I) and P(I) → O(I⊥/I) are the natural maps, and the map

(I⊥/I) ⊗F I → P(I) sends a vector m ⊗ l of (I⊥/I) ⊗F I to the isometry Em⊗l

of V defined by

(1.4) Em⊗l(v) = v − (m̃, v)l + (l, v)m̃ − 1

2
(m,m)(l, v)l, v ∈ V.
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Here m̃ ∈ I⊥ is a lift of m ∈ I⊥/I. In particular, when v ∈ I⊥, (1.4) is

simplified to

Em⊗l(v) = v − (m, v)l.

The isometries Em⊗l are sometimes called the Eichler transvections. If we

take a basis e1, · · · , en of V such that I = 〈e1〉, I⊥ = 〈e1, · · · , en−1〉 and

(e1, en) = 1, (ei, en) = 0 for i > 1, then Em⊗e1
is expressed by the matrix



















1 −m∨ −(m,m)/2
0 In−2 m

0 0 1



















where we regard m ∈ 〈e2, · · · , en−1〉 ≃ I⊥/I. The group (I⊥/I)⊗F I of Eichler

transvections is the unipotent radical of P(I).

(4) We will not distinguish between vector bundles and locally free

sheaves on a complex manifold X. The fiber of a vector bundle F over

a point x ∈ X is denoted by Fx (not the germ of the sheaf). A collection

of sections of a vector bundle F is called a frame of F when it defines an

isomorphism O⊕r
X
≃ F , i.e., it forms a basis in every fiber. The dual vector

bundle of F is denoted by F ∨.

(5) Let X be a complex manifold and G be a group acting on X. Let F
be a G-equivariant vector bundle on X. Suppose that F is endowed with an

isomorphism ι : V ⊗ OX → F for a C-linear space V . Then the factor of

automorphy of the G-action on F with respect to the trivialization ι is the

GL(V)-valued function on G × X defined by

(1.5) j(g, x) = ι−1
gx ◦ g ◦ ιx : V → Fx → Fgx → V

for g ∈ G, x ∈ X. Here the middle map is the equivariant action by g. If Γ

is a subgroup of G, a Γ-invariant section of F over X is identified via ι with

a V-valued holomorphic function f on X satisfying f (γx) = j(γ, x) f (x) for

every γ ∈ Γ and x ∈ X.

(6) We write e(z) = exp(2πiz) for z ∈ C/Z. We use the symbol H for the

upper half plane {τ ∈ C | Im(τ) > 0}.
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CHAPTER 2

The two Hodge bundles

In this chapter we study some basic properties of the Hodge bundles L
and E. In §2.1 we recall basic facts on the Hermitian symmetric domains of

type IV. The Hodge line bundle L is well-known, and we recall it in §2.2.

In §2.3 and §2.4 we study the second Hodge bundle E. In §2.5 we describe

E and L in the case n ≤ 4 under the accidental isomorphisms.

2.1. The domain

Let L be a lattice of signature (2, n). Let Q = QL be the isotropic quadric

in PLC defined by the equation (ω,ω) = 0 for ω ∈ LC. We express a point of

Q as [ω] = Cω. The open set of Q defined by the inequality (ω, ω̄) > 0

has two connected components. They are interchanged by the complex

conjugationω 7→ ω̄. We choose one of them and denote it byD = DL. This

is the Hermitian symmetric domain attached to L. In Cartan’s classification,

D is a Hermitian symmetric domain of type IV. The isotropic quadric Q is

the compact dual of D. Points ofD are in one-to-one correspondence with

positive-definite planes in LR, by associating

D ∋ [ω] 7→ Hω = 〈Re(ω), Im(ω)〉.

The choice of the component D determines orientation on the positive-

definite planes. Note that (Re(ω), Im(ω)) = 0 and (Re(ω),Re(ω)) =

(Im(ω), Im(ω)) by the isotropicity condition (ω,ω) = 0.

We denote by O+(LR) the index 2 subgroup of O(LR) preserving the

component D. Then O+(LR) consists of two connected components, the

identity component being SO+(LR) = O+(LR)∩SO(LR). The stabilizer K of

a point [ω] ∈ D in O+(LR) is the same as the stabilizer of the oriented plane

Hω, and is described as

K = SO(Hω) × O(H⊥ω ) ≃ SO(2,R) × O(n,R).

This is a maximal compact subgroup of O+(LR). We have D ≃ O+(LR)/K.

On the other hand, as explained in (1.3), the stabilizer P of [ω] in O(LC) sits

in the canonical exact sequence

(2.1) 0→ (ω⊥/Cω) ⊗ Cω→ P→ GL(Cω) × O(ω⊥/Cω)→ 1.

17
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The reductive part

GL(Cω) × O(ω⊥/Cω) ≃ C∗ × O(n,C)

is the complexification of K.

The domainD has two types of rational boundary components (cusps):

0-dimensional and 1-dimensional cusps. The 0-dimensional cusps corre-

spond to rational isotropic lines in LQ, or equivalently, rank 1 primitive

isotropic sublattices I of L. The point pI = [IC] of Q is in the closure of D,

and this is the 0-dimensional cusp corresponding to I. The 1-dimensional

cusps correspond to rational isotropic planes in LQ, or equivalently, rank 2

primitive isotropic sublattices J of L. Each such J determines the line PJC
on Q. If we remove PJR from PJC, then PJC − PJR consists of two copies

of the upper half plane, one in the closure ofD. This component, say HJ , is

the 1-dimensional cusp corresponding to J. A 0-dimensional cusp pI is in

the closure of a 1-dimensional cusp HJ if and only if I ⊂ J.

Let O+(L) = O(L) ∩ O+(LR) and Γ be a finite-index subgroup of O+(L).

By Baily-Borel [3], the quotient space

F (Γ)bb = Γ\














D∪
⋃

J

HJ ∪
⋃

I

pI















has the structure of a normal projective variety of dimension n. Here the

union of D and the cusps is equipped with the so-called Satake topology.

In particular, the quotient

F (Γ) = Γ\D
is a normal quasi-projective variety. The variety F (Γ)bb is called the Baily-

Borel compactification of F (Γ).

2.2. The Hodge line bundle

In this section we recall the first Hodge bundle. Let OQ(−1) be the

tautological line bundle over Q ⊂ PLC. The Hodge line bundle over D is

defined as

L = OQ(−1)|D.
This is an O+(LR)-invariant sub line bundle of LC ⊗ OD. The fiber of L
over [ω] ∈ D is the line Cω. By definition L extends over Q naturally, and

we sometimes write L = OQ(−1) when no confusion is likely to occur. A

holomorphic section of L⊗k overD invariant under a finite-index subgroup

of O+(L) and holomorphic at the cusps (in the sense explained later) is called

a (scalar-valued) modular form of weight k.

The stabilizer K ⊂ O+(LR) of a point [ω] ∈ D acts on the fiber L[ω] of

L as the weight 1 character of SO(2,R) ⊂ K. Therefore, if we denote by
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W ≃ C the representation space of the weight 1 character of SO(2,R), we

have an O+(LR)-equivariant isomorphism

L ≃ O+(LR) ×K L[ω] ≃ O+(LR) ×K W.

Similarly, the extension OQ(−1) over Q is the homogeneous line bundle

corresponding to the weight 1 character of C∗ ⊂ C∗ × O(n,C).

A trivialization of L can be defined for each 0-dimensional cusp of D
as follows. Let I be a rank 1 primitive isotropic sublattice of L. For later

use, it is useful to work over the following enlargement ofD:

Q(I) = Q − Q ∩ PI⊥C .

This is a Zariski open set of Q containingD. Its complement Q∩PI⊥
C

is the

cone over the isotropic quadric in P(I⊥/I)C with vertex [IC]. If [ω] ∈ Q(I),

the pairing between IC and Cω is nonzero. This defines an isomorphism

Cω → I∨
C

. Since Cω is the fiber of L = OQ(−1) over [ω], by varying [ω]

we obtain an isomorphism

(2.2) I∨C ⊗ OQ(I) → L

of line bundles on Q(I). We call this isomorphism the I-trivialization of L.

This is equivariant with respect to the stabilizer of IC in O(LC). Over Q the

I-trivialization has pole of order 1 at the divisor Q∩PI⊥
C

, and hence extends

to an isomorphism

I∨C ⊗ OQ → L(Q ∩ PI⊥C ).

In what follows, we work over D. We call the restriction of (2.2) to D
the I-trivialization ofL too. If we choose a nonzero vector of I∨

C
, it defines a

nowhere vanishing section ofL via the I-trivialization. To be more specific,

we choose a vector l , 0 ∈ I and let sl be the section of L corresponding

to the dual vector of l. This section is determined by the condition that the

vector sl([ω]) ∈ L[ω] = Cω has pairing 1 with l. The factor of automorphy

of the O+(LR)-action on L with respect to the I-trivialization is a function

on O+(LR) × D which can be written as

(2.3) j(g, [ω]) =
g · sl([ω])

sl([gω])
=

(gω, l)

(ω, l)
, g ∈ O+(LR), [ω] ∈ D.

This gives a more classical style of defining scalar-valued modular forms.

Note that if g acts trivially on IR, then j(g, [ω]) ≡ 1.

2.3. The second Hodge bundle

In this section we define the second Hodge bundle. We have a natural

quadratic form on the vector bundle LC ⊗ OD. By the definition of Q, L is
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an isotropic sub line bundle of LC ⊗ OD, so we have L ⊂ L⊥. The second

Hodge bundle is defined by

E = L⊥/L.
This is an O+(LR)-equivariant vector bundle of rank n over D. The fiber

of E over [ω] ∈ D is ω⊥/Cω. The quadratic form on LC ⊗ OD induces a

nondegenerate O+(LR)-invariant quadratic form on E. In other words, E is

an orthogonal vector bundle. In particular, we have E∨ ≃ E. Since L is

naturally defined on Q, E is also naturally defined on Q. This is an O(LC)-

equivariant vector bundle. By abuse of notation, we often use the same

notation E for this extended vector bundle.

The stabilizer K ⊂ O+(LR) of a point [ω] ∈ D acts on the fiber E[ω] of E
as the standard C-representation of O(n,R) ⊂ K, because we have a natural

isomorphism H⊥ω ⊗R C ≃ ω⊥/Cω. Therefore, if we denote by V = Cn the

standard representation space of O(n,C), we have an O+(LR)-equivariant

isomorphism

(2.4) E ≃ O+(LR) ×K E[ω] ≃ O+(LR) ×K V.

Similarly, the extension of E over Q is the homogeneous vector bundle cor-

responding to the standard representation of O(n,C) ⊂ C∗ × O(n,C).

We present some examples where E and L appear naturally.

Example 2.1. The “third” Hodge bundle (LC⊗OD)/L⊥ is isomorphic to

L−1 by the natural pairing with L.

Example 2.2. The determinant line bundle detE = ∧nE of E is isomor-

phic, as an O+(LR)-equivariant bundle, to the line bundle det ⊗ OD associ-

ated to the determinant character det : O+(LR) → {±1} of O+(LR). Indeed,

by Example 2.1, we have the O+(LR)-equivariant isomorphism

detE ≃ det(LC ⊗ OD) ⊗ L ⊗ L−1 ≃ det(LC ⊗ OD) ≃ det ⊗ OD.
The line bundle det ⊗ OD appears in the study of scalar-valued modular

forms with determinant character.

Example 2.3. Let TD and Ω1
D be the tangent and cotangent bundles of

D respectively. Then we have the canonical isomorphisms

(2.5) TD ≃ E ⊗ L−1, Ω1
D ≃ E ⊗ L.

Indeed, by the Euler sequence for PLC, we have

TPLC ≃ OPLC(1) ⊗ ((LC ⊗ OPLC)/OPLC(−1)).

As a sub vector bundle of TPLC |Q, we have

TQ ≃ OQ(1) ⊗ (OQ(−1)⊥/OQ(−1)) = L−1 ⊗ E.
The isomorphism for Ω1

Q
is obtained by taking the dual.
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Tautologically, the identity of D can be regarded as the period map

[ω] 7→ L[ω] for the universal variation 0 ⊂ L ⊂ L⊥ ⊂ LC ⊗ OD of Hodge

structures on D. Then the isomorphism TD ≃ L−1 ⊗ E is nothing but the

differential of this tautological period map (cf. [46] §10.1). By taking the

adjunctions of TD ≃ L−1 ⊗ E, we obtain the homomorphisms

(2.6) L ⊗ TD
≃→ E, E ⊗ TD → L−1.

These are familiar forms in the context of variation of Hodge structures.

Here the second homomorphism is given by the pairing on E:

E ⊗ TD ≃ E ⊗ E ⊗ L−1 → L−1.

Example 2.4. Adjunctions of (2.6) induce the following complex of vec-

tor bundles onD (the Koszul complex):

(2.7) L → E ⊗Ω1
D → L−1 ⊗ Ω2

D.

Here the second homomorphism is the composition

E ⊗Ω1
D ≃ L−1 ⊗ Ω1

D ⊗ Ω1
D
∧→ L−1 ⊗Ω2

D.

By (2.5), the Koszul complex is identified with the complex

L ⊗ (OD → E⊗2 ∧→ ∧2E),

whereOD → E⊗2 is the embedding defined by the quadratic form on E. This

shows that (2.7) is indeed a complex, and its middle cohomology sheaf is

isomorphic to

(Sym2E/OD) ⊗ L ≃ E(2) ⊗ L,
where E(2) is the automorphic vector bundle associated to the representation

Sym2Cn/C of O(n,C) (see §3.2). The Koszul complex will be taken up in

§3.8.

2.4. I-trivialization of the second Hodge bundle

In this section we define a trivialization of E associated to each 0-

dimensional cusp. This is the starting point of various later constructions.

Let I be a rank 1 primitive isotropic sublattice of L. The quadratic form

on L induces a hyperbolic quadratic form on the Z-module I⊥/I. We write

V(I)F = (I⊥/I) ⊗Z F for F = Q,R,C. This is a quadratic space over F. We

especially abbreviate V(I) = V(I)C. We consider the following sub vector

bundle of LC ⊗ OQ(I):

I⊥ ∩ L⊥ = (I⊥C ⊗ OQ(I)) ∩ L⊥.
Th fiber of I⊥ ∩L⊥ over [ω] ∈ Q(I) is the subspace I⊥

C
∩ω⊥ of LC. The pro-

jectionL⊥ → E induces a homomorphism I⊥∩L⊥ → E, and the projection

I⊥
C
→ V(I) induces a homomorphism I⊥ ∩ L⊥ → V(I) ⊗ OQ(I).



22 2. THE TWO HODGE BUNDLES

Lemma 2.5. The homomorphisms I⊥ ∩ L⊥ → E and I⊥ ∩ L⊥ → V(I) ⊗
OQ(I) are isomorphisms. Therefore we obtain an isomorphism

(2.8) V(I) ⊗ OQ(I) → E
of vector bundles on Q(I). This is equivariant with respect to the stabilizer

of IC in O(LC), and preserves the quadratic forms on both sides.

Proof. At the fibers over a point [ω] ∈ Q(I), the two homomorphisms

are given by the linear maps I⊥
C
∩ ω⊥ → ω⊥/Cω and I⊥

C
∩ ω⊥ → (I⊥/I)C

respectively. The source and the target have the same dimension (= n) for

both maps, so it suffices to check the injectivity of these two maps. This is

equivalent to I⊥
C
∩ Cω = 0 and ω⊥ ∩ IC = 0 respectively, and both follow

from the nondegeneracy (IC,Cω) , 0 for [ω] ∈ Q(I).

Since both I⊥
C
∩ ω⊥ → ω⊥/Cω and I⊥

C
∩ ω⊥ → (I⊥/I)C preserve the

quadratic forms, so does the composition ω⊥/Cω → (I⊥/I)C. Hence (2.8)

preserves the quadratic forms. The equivariance of (2.8) can be verified

similarly. �

We call the isomorphism (2.8) and its restriction toD the I-trivialization

of E. This is a trivialization as an orthogonal vector bundle. See Claim 6.10

for the boundary behavior of this isomorphism at a Zariski open set of the

divisor Q ∩ PI⊥
C

.

For later use, we calculate the sections of E corresponding to vectors of

V(I). We choose a vector l , 0 of I and let sl be the corresponding section

of L as defined in §2.2.

Lemma 2.6. Let v be a vector of V(I). We define a section of I⊥ ∩L⊥ by

sv([ω]) = ṽ − (ṽ, sl([ω]))l, [ω] ∈ Q(I),

where ṽ ∈ I⊥
C

is a lift of v ∈ V(I) and we regard sl([ω]) ∈ Cω ⊂ LC. Then the

image of sv in E is the section of E which corresponds by the I-trivialization

to the constant section of V(I) ⊗ OQ(I) with value v.

Proof. It is straightforward to check that sv([ω]) does not depend on the

choice of the lift ṽ and that (sv([ω]), ω) = (sv([ω]), l) = 0. Thus sv is indeed

a section of I⊥ ∩ L⊥. Since sv([ω]) ≡ ṽ mod IC as a vector of I⊥
C

, the image

of sv([ω]) in V(I) is v. This proves our assertion. �

2.5. Accidental isomorphisms

When n ≤ 4, orthogonal modular varieties are isomorphic to other types

of classical modular varieties by the so-called accidental isomorphisms. In

this section we explain how the second Hodge bundle E in n ≤ 4 is trans-

lated under the accidental isomorphism. (This is well-known forL; we also
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include it for completeness.) This correspondence is the basis of compar-

ing vector-valued orthogonal modular forms in n = 3, 4 with vector-valued

Siegel and Hermitian modular forms respectively. We explain the transla-

tion from both algebro-geometric and representation-theoretic viewpoints.

Since the contents of this section will be used only sporadically in the rest

of this monograph, the reader may skip it for the moment.

2.5.1. Modular curves. When n = 1, the accidental isomorphism be-

tween the real Lie groups is PSL(2,R) ≃ SO+(1, 2). Its complexification

is PSL(2,C) ≃ SO(3,C). This lifts to SL(2,C) ≃ Spin(3,C). The iso-

morphism between the compact duals is provided by the anti-canonical em-

bedding P1 ֒→ P2 of P1, which maps P1 to a conic Q ⊂ P2. This gives

an isomorphism between the upper half plane and the type IV domain in

n = 1. The line bundle L = OQ(−1) on Q is identified with OP1(−2) on

P1. This means that orthogonal modular forms of weight k correspond to

elliptic modular forms of weight 2k.

The reductive part of a standard parabolic subgroup of SL(2,C) is the

1-dimensional torus T consisting of diagonal matrices

(

α 0

0 α−1

)

of deter-

minant 1. The corresponding group in PSL(2,C) is T/ − 1. The weight 2

character α 7→ α2 of T defines an isomorphism T/ − 1 ≃ C∗. This explains

OQ(−1) ≃ OP1(−2) from representation theory.

The full orthogonal group O(3,C) is SO(3,C)× {±id}. By Example 2.2,

the second Hodge bundle E is the line bundle associated to the determinant

character det : O(3,C)→ {±1}. This is nontrivial as an O(3,C)-line bundle,

but trivial as an SO(3,C)-line bundle. Therefore E cannot be detected at the

side of SL(2,C).

2.5.2. Hilbert modular surfaces. When n = 2, the accidental isomor-

phism between the real Lie groups is

SL(2,R) × SL(2,R)/(−1,−1) ≃ SO+(2, 2).

Its complexification is

SL(2,C) × SL(2,C)/(−1,−1) ≃ SO(4,C).

This lifts to SL(2,C) × SL(2,C) ≃ Spin(4,C). The isomorphism between

the compact duals is provided by the Segre embedding P1 × P1 ֒→ P3 of

P1 × P1, which maps P1 × P1 to a quadric surface Q ⊂ P3. This gives an

isomorphism between the product of two upper half planes and the type IV

domain in n = 2. Since the Segre embedding is defined by OP1×P1(1, 1), the

Hodge line bundle L = OQ(−1) on Q is identified with OP1×P1(−1,−1) on

P1 × P1. This means that orthogonal modular forms of weight k correspond

to Hilbert modular forms of weight (k, k).
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We explain the representation-theoretic aspect. The reductive part of

a standard parabolic subgroup of SL(2,C) × SL(2,C) is the 2-dimensional

torus T1 × T2 ≃ C∗ × C∗ consisting of pairs (α, β) of diagonal matrices in

each SL(2,C). The corresponding group in SL(2,C) × SL(2,C)/(−1,−1) is

T1 × T2/(−1,−1). We have natural isomorphisms

(2.9) T1 × T2/(−1,−1) ≃ C∗ × C∗ ≃ C∗ × SO(2,C),

where the first isomorphism is induced by

T1 × T2 → C∗ × C∗, (α, β) 7→ (αβ, α−1β).

This is the isomorphism between the reductive parts of standard parabolic

subgroups of SL(2,C) × SL(2,C)/(−1,−1) and SO(4,C). The pullback of

the weight 1 character of C∗ ⊂ C∗×SO(2,C) to T1×T2 by (2.9) is the tensor

product χ1 ⊠ χ2 of the weight 1 characters χ1, χ2 of T1, T2. This explains

OQ(−1) ≃ OP1×P1(−1,−1) from representation theory.

The second Hodge bundle E is described as follows.

Lemma 2.7. We have an O(4,C)-equivariant isomorphism

(2.10) E ≃ OP1×P1(−1, 1) ⊕ OP1×P1(1,−1).

Proof. Let πi : P
1 × P1 → P1 be the i-th projection. Then

Ω1
P1×P1 ≃ π∗1Ω1

P1 ⊕ π∗2Ω1
P1 ≃ OP1×P1(−2, 0) ⊕ OP1×P1(0,−2).

By (2.5) and L−1 ≃ OP1×P1(1, 1), we have

E ≃ Ω1
P1×P1 ⊗ OP1×P1(1, 1)

≃ OP1×P1(−1, 1) ⊕ OP1×P1(1,−1).

This proves (2.10). �

Note that O(4,C) is the semi-productS2 ⋉SO(4,C), whereS2 switches

the two SL(2,C). This involution switches the two rulings of Q ≃ P1 × P1,

and acts on the right hand side of (2.10) by switching the two components.

At the level of representations, the isomorphism (2.10) comes from the

following correspondence. Let χ be the weight 1 character of SO(2,C) ≃
C∗. The 2-dimensional standard representation of SO(2,C) is χ ⊕ χ−1. The

pullback of χ to T1×T2 by (2.9) is the character χ−1
1 ⊠χ2. Hence the pullback

of the standard representation of SO(2,C) to T1×T2 is (χ−1
1
⊠χ2)⊕(χ1⊠χ

−1
2

).

This explains (2.10) from representation theory.

By Lemma 2.7, a general automorphic vector bundle Eλ,k on Q decom-

poses into a direct sum of various line bundles OP1×P1(a, b). This means that

vector-valued orthogonal modular forms in n = 2 decompose into tuples of

scalar-valued Hilbert modular forms of various weights, so we have nothing

new here.
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2.5.3. Siegel modular 3-folds. When n = 3, the accidental isomor-

phism between the real Lie groups is PSp(4,R) ≃ SO+(2, 3). Its complexi-

fication is PSp(4,C) ≃ SO(5,C), which lifts to Sp(4,C) ≃ Spin(5,C). The

isomorphism between the compact duals is provided by the Plücker embed-

ding LG(2, 4) ֒→ PV = P4 of the Lagrangian Grassmannian LG(2, 4). Here

V is the 5-dimensional irreducible representation of Sp(4,C) appearing in

∧2C4. The Plücker embedding maps LG(2, 4) to a 3-dimensional quadric

Q ⊂ P4, and hence gives an isomorphism between the Siegel upper half

space of genus 2 and the type IV domain in n = 3.

Let F be the rank 2 universal sub vector bundle over LG(2, 4). (This

is the weight 1 Hodge bundle for Siegel modular 3-folds.) Since the

Plücker embedding is defined by OLG(1) = detF ∨, the Hodge line bun-

dle L = OQ(−1) on Q is identified with detF on LG(2, 4). This means that

orthogonal modular forms of weight k correspond to Siegel modular forms

of weight k.

We explain the representation-theoretic aspect. The reductive part of

a standard parabolic subgroup of Sp(4,C) is isomorphic to GL(2,C). The

corresponding group in PSp(4,C) is GL(2,C)/ − 1. We have a natural iso-

morphism

(2.11) GL(2,C)/ − 1 ≃ C∗ × PGL(2,C) ≃ C∗ × SO(3,C),

where GL(2,C) → C∗ in the first isomorphism is the determinant charac-

ter, and PGL(2,C) ≃ SO(3,C) in the second isomorphism is the accidental

isomorphism in n = 1. This gives the isomorphism between the reductive

parts of standard parabolic subgroups of PSp(4,C) and SO(5,C). By con-

struction, the pullback of the weight 1 character of C∗ to GL(2,C) by (2.11)

is the determinant character of GL(2,C). This explains L ≃ detF from

representation theory.

The second Hodge bundle E is described as follows.

Lemma 2.8. We have an SO(5,C)-equivariant isomorphism

(2.12) E ≃ Sym2F ⊗ L−1.

Proof. As it is well-known, we have an Sp(4,C)-equivariant isomor-

phism Ω1
LG
≃ Sym2F (see, e.g., [19] §14). Then (2.12) follows from the

isomorphism E ≃ Ω1
LG ⊗ L−1 in (2.5). �

Note that F is not SO(5,C)-linearized but Sym2F is. At the level of

representations, the isomorphism (2.12) comes from the following fact: the

symmetric square of the standard representation of GL(2,C), when viewed

as a representation of C∗ × SO(3,C) via (2.11), is isomorphic to the tensor

product of the weight 1 character of C∗ and the standard representation of

SO(3,C).
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The full orthogonal group O(5,C) is SO(5,C) × {±id}. As an O(5,C)-

vector bundle, we have

E ≃ Sym2F ⊗ L−1 ⊗ det .

The twist by det cannot be detected at the side of Sp(4,C).

2.5.4. Hermitian modular 4-folds. When n = 4, the accidental iso-

morphism between the real Lie groups is SU(2, 2)/ − 1 ≃ SO+(2, 4). The

complexification is SL(4,C)/ − 1 ≃ SO(6,C). This lifts to SL(4,C) ≃
Spin(6,C). The isomorphism between the compact duals is provided by the

Plücker embedding G(2, 4) ֒→ P(∧2C4) = P5 of the Grassmannian G(2, 4).

This maps G(2, 4) to a 4-dimensional quadric Q ⊂ P5, and gives an isomor-

phism between the Hermitian upper half space of degree 2 and the type IV

domain in n = 4.

The reductive part of a standard parabolic subgroup of SL(4,C) is the

group

G =

{ (

g1 0

0 g2

)
∣

∣

∣

∣

∣

∣

g1, g2 ∈ GL(2,C), det g2 = det g−1
1

}

.

The corresponding group in SL(4,C)/ − 1 is G/ − 1. We have a natural

isomorphism

(2.13) G/ − 1 ≃ C∗ × (SL(2,C) × SL(2,C)/(−1,−1)) ≃ C∗ × SO(4,C).

Here the first isomorphism sends (g1, g2) ∈ G to (det g1,±α−1g1,±αg2)

where α is one of the square roots of det g1, and the second isomorphism is

given by the accidental isomorphism in n = 2. This is the isomorphism be-

tween the reductive parts of standard parabolic subgroups of SL(4,C)/ − 1

and SO(6,C).

Let F , G be the universal sub and quotient vector bundles on G(2, 4) re-

spectively. Since the Plücker embedding is defined by OG(2,4)(1) = detG =
(detF )−1, the Hodge line bundle L = OQ(−1) is isomorphic to detF . Thus

orthogonal modular forms of weight k correspond to Hermitian modular

forms of weight k. At the level of representations, this comes from the

fact that the pullback of the weight 1 character of C∗ to G by (2.13) is the

character of G given by (g1, g2) 7→ det g1.

The second Hodge bundle E is described as follows.

Lemma 2.9. We have an SO(6,C)-equivariant isomorphism

(2.14) E ≃ F ⊗ G.

Proof. We have a canonical isomorphism TG(2,4) ≃ F ∨ ⊗G. The natural

symplectic form F ⊗ F → detF induces an isomorphism F ∨ ≃ F ⊗ L−1.
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Therefore, by (2.5), we have

E ≃ TG(2,4) ⊗ L ≃ F ∨ ⊗ G ⊗ L ≃ F ⊗ G.
This proves (2.14). �

Note that each F , G is not SO(6,C)-linearized, but F ⊗ G is. At the

level of representations, the isomorphism (2.14) comes from the following

correspondence. Let Vi, i = 1, 2, be the representation of G obtained as the

pullback of the standard representation of GL(2,C) by the i-th projection

G → GL(2,C), (g1, g2) 7→ gi. Then V1,V2 correspond to the homogeneous

vector bundles F ,G respectively. Each V1,V2 is not a representation of

G/−1, but V1⊗V2 is. Then, as a representation of C∗×(SL(2,C)2/(−1,−1))

via the first isomorphism in (2.13), V1 ⊗ V2 is isomorphic to the external

tensor product of the standard representations of the two SL(2,C) (with

weight 0 on C∗). This in turn is the standard representation of SO(4,C) via

the second isomorphism in (2.13). This explains the isomorphism (2.14)

from representation theory.

Finally, O(6,C) is the semi-product S2 ⋉ SO(6,C) where S2 = 〈ι〉 acts

on G(2, 4) by the following involution: choose a symplectic form on C4 (say

the standard one), and sends 2-dimensional subspaces W ⊂ C4 to W⊥ ⊂ C4.

This involution exchanges the two P3-families of planes on G(2, 4) = Q.

(This is essentially the involution Z 7→ Z′ in [16] §1 on the Hermitian upper

half space.) The involution ι acts on the vector bundle F ⊗ G ≃ F ∨ ⊗
G∨ by ι∗F ≃ G∨ and ι∗G ≃ F ∨. Then (2.14) is an O(6,C)-equivariant

isomorphism.





CHAPTER 3

Vector-valued modular forms

In this chapter we define vector-valued orthogonal modular forms (§3.2)

and explain their Fourier expansions at 0-dimensional cusps (§3.3 – §3.5).

These are the most fundamental parts of this monograph. The rest of this

chapter (§3.6 – §3.8) is devoted to supplementary materials: the passage

from O to SO, an example of explicit construction, and an interaction with

algebraic cycles.

3.1. Representations of O(n,C)

We begin by recollection of some basic facts from the representation

theory for O(n,C). Our main reference for representation theory is [39] §8

(whose main contents are more or less covered by [18] §19 and [20] §5.5.5,

§10.2). In what follows and in §3.6, all representations are assumed to be

finite-dimensional over C.

Irreducible representations of O(n,C) are labelled by partitions λ =
(λ1 ≥ · · · ≥ λn ≥ 0) such that tλ1 +

tλ2 ≤ n, where tλ is the transpose

of λ. The irreducible representation corresponding to such a partition λ
is constructed as follows. Let V = Cn be the standard representation of

O(n,C). Let d = |λ| = ∑

i λi be the size of λ. We denote by V [d] the inter-

section of the kernels of the contraction maps V⊗d → V⊗d−2 for all pairs of

indices. Vectors in V [d] are called traceless tensors or harmonic tensors in

the literature. The symmetric group Sd acts on V⊗d naturally and preserves

V [d]. Let T = T
↓
λ be the column canonical tableau on λ (namely 1, 2, · · · , tλ1

on the first column, tλ1 + 1, · · · , tλ1 +
tλ2 on the second column, · · · ). Let

cλ = bλaλ ∈ CSd be the Young symmetrizer associated to T , where

aλ =
∑

σ∈HT

σ, bλ =
∑

τ∈VT

sgn(τ)τ

as usual. (HT and VT are the row and the column Young subgroups of Sd

for the tableau T respectively.) We apply the orthogonal Schur functor for

λ to V:

Vλ = cλ · V [d] = V [d] ∩ (cλ · V⊗d).

29
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This space Vλ is the irreducible representation of O(n,C) labelled by the

partition λ. Since bλ maps V⊗d to ∧tλ1V ⊗ · · · ⊗ ∧tλλ1 V , we have

(3.1) Vλ ⊂ ∧
tλ1V ⊗ · · · ⊗ ∧tλλ1 V ⊂ V⊗d.

If we take a basis e1, · · · , en of V such that (ei, e j) = 1 when i + j = n + 1

and (ei, e j) = 0 otherwise, Vλ especially contains the vector

(3.2) (e1 ∧ · · · ∧ etλ1
) ⊗ (e1 ∧ · · · ∧ etλ2

) ⊗ · · · ⊗ (e1 ∧ · · · ∧ etλλ1
)

(see [39] §8.3.1).

Example 3.1. (1) The exterior tensor ∧dV for 0 ≤ d ≤ n corresponds

to the partition λ = (1d) = (1, · · · , 1). By abuse of notation, we sometimes

write λ = 1, St,∧d, det instead of λ = (0), (1), (1d), (1n) respectively.

(2) The symmetric tensor SymdV is reducible and decomposes as

SymdV = V(d) ⊕ Symd−2V = · · ·
= V(d) ⊕ V(d−2) ⊕ · · · ⊕ V(1)or(0).

Geometrically, V(d) is the cohomology H0(OQn−2
(d)) for the isotropic quadric

Qn−2 ⊂ PV of dimension n − 2.

3.2. Automorphic vector bundles

In this section we define automorphic vector bundles and vector-valued

modular forms. Let L be a lattice of signature (2, n). For simplicity of

exposition we assume n ≥ 3 so that the Koecher principle holds. (This

assumption can be somewhat justified by our calculation of E in the case

n ≤ 2 in §2.5.) Let λ = (λ1 ≥ · · · ≥ λn) be a partition as in §3.1 and let

d = |λ|. Recall that the second Hodge bundle E is endowed with a canonical

quadratic form. Let E[d] ⊂ E⊗d be the intersection of the kernels of the

contractions E⊗d → E⊗d−2 for all pairs of indices. The fibers of E[d] consist

of traceless tensors in the fibers of E⊗d. The symmetric groupSd acts on E⊗d

fiberwisely and preserves E[d]. We define the vector bundle Eλ by applying

the orthogonal Schur functor for λ relatively to E:

Eλ = cλ · E[d] = E[d] ∩ (cλ · E⊗d).

By construction Eλ is a sub vector bundle of E⊗d, naturally defined over Q

and is O(LC)-invariant.

Let I be a rank 1 primitive isotropic sublattice of L. Recall from §2.4

that we have the I-trivializationE ≃ V(I)⊗OQ(I) over Q(I) = Q−Q∩PI⊥
C

. Let

V(I)λ be the irreducible representation of O(V(I)) ≃ O(n,C) obtained by ap-

plying the orthogonal Schur functor for λ to V(I). Since the I-trivialization

of E preserves the quadratic forms, it induces an isomorphism

Eλ ≃ V(I)λ ⊗ OQ(I)
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over Q(I). We call this isomorphism the I-trivialization of Eλ.
Next for k ∈ Z we consider the tensor product

Eλ,k = Eλ ⊗ L⊗k.

This is an O(LC)-equivariant vector bundle on Q. If we write

V(I)λ,k = V(I)λ ⊗ (I∨C)⊗k,

the I-trivializations of Eλ and L⊗k induce an isomorphism

Eλ,k ≃ V(I)λ,k ⊗ OQ(I)

over Q(I). This is equivariant with respect to the stabilizer of IC in O(LC).

We call this isomorphism the I-trivialization of Eλ,k.
In what follows, we work overD. We use the same notations Eλ,Eλ,k for

the restriction of Eλ,Eλ,k toD. These are O+(LR)-equivariant vector bundles

onD. Like (2.4), we have an O+(LR)-equivariant isomorphism

(3.3) Eλ ≃ O+(LR) ×K (Eλ)[ω] ≃ O+(LR) ×K Vλ,

where K is the stabilizer of [ω] in O+(LR). The I-trivialization of Eλ,k is

defined over D. Let j(g, [ω]) be the factor of automorphy for the O+(LR)-

action on Eλ,k with respect to the I-trivialization. This is a GL(V(I)λ,k)-

valued function on O+(LR)×D. Since the I-trivialization is equivariant with

respect to the stabilizer of IR in O+(LR), we especially have the following.

Lemma 3.2. When g ∈ O+(LR) stabilizes IR, the value of j(g, [ω]) is

constant overD, given by the natural action of g on V(I)λ,k.

Now let Γ be a finite-index subgroup of O+(L). We call a Γ-invariant

holomorphic section of Eλ,k over D a modular form of weight (λ, k) with

respect to Γ. By the I-trivialization, a modular form of weight (λ, k) is

identified with a V(I)λ,k-valued holomorphic function f onD such that

f (γ[ω]) = j(γ, [ω]) f ([ω])

for every γ ∈ Γ and [ω] ∈ D. We denote by Mλ,k(Γ) the space of modular

forms of weight (λ, k) with respect to Γ. When λ = (0), we especially write

M(0),k(Γ) = Mk(Γ) as usual.

When −id ∈ Γ, the weight (λ, k) satisfies a parity condition. We state it

in a slightly generalized form.

Lemma 3.3. Let [ω] ∈ D and Γ[ω] be the stabilizer of [ω] in Γ. The

value of a Γ-modular form of weight (λ, k) at [ω] is contained in the Γ[ω]-

invariant part of (Eλ,k)[ω]. In particular, when −id ∈ Γ and k + |λ| is odd, we

have Mλ,k(Γ) = 0.
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Proof. The first assertion follows from the Γ[ω]-invariance of the sec-

tion. As for the second assertion, we note that −id acts on both L and E as

the scalar multiplication by −1. Since Eλ is a sub vector bundle of E⊗|λ|, −id

acts on Eλ,k as the scalar multiplication by (−1)k+|λ|. Therefore, when k + |λ|
is odd, −id has no nonzero invariant part in every fiber of Eλ,k. �

Product of vector-valued modular forms can be given as follows. Sup-

pose that we have a nonzero O(n,C)-homomorphism

(3.4) ϕ : Vλ1
⊗ Vλ2

→ Vλ3

for partitions λ1, λ2, λ3 for O(n,C). This uniquely induces an O+(LR)-

equivariant homomorphism

ϕ : Eλ1,k1
⊗ Eλ2 ,k2

→ Eλ3 ,k1+k2
.

If f1, f2 are Γ-modular forms of weight (λ1, k1), (λ2, k2) respectively, then

f1 ×ϕ f2 := ϕ( f1 ⊗ f2)

is a Γ-modular form of weight (λ3, k1+k2). This is the “ϕ-product” of f1 and

f2. Note that a homomorphism (3.4) exists exactly when Vλ3
appears in the

irreducible decomposition of Vλ1
⊗Vλ2

, and it is unique up to constant when

the multiplicity is 1. This information can be read off from the Littlewood-

Richardson numbers ([30], [32], see also [39] §12).

The map (3.4) also uniquely induces an O(V(I))-homomorphism

(3.5) ϕI : V(I)λ1 ,k1
⊗ V(I)λ2 ,k2

→ V(I)λ3 ,k1+k2
.

If we denote by ι the relevant I-trivialization maps, then we have

(3.6) ι( f1) ×ϕI
ι( f2) = ι( f1 ×ϕ f2).

In this sense, ϕ-product and I-trivialization are compatible.

It will be useful to know how orthogonal weights (λ, k) in n = 3, 4 are

translated by the accidental isomorphisms. For simplicity we assume tλ1 <
n/2, namely tλ1 = 1. See §3.6 for some justification of this assumption.

(There is no essential loss of generality when n = 3.) Henceforth we write

λ = (d) with d a natural number.

Example 3.4. Let n = 3. Let F be the rank 2 Hodge bundle considered

in §2.5.3. Automorphic vector bundles on Siegel modular 3-folds can be

expressed as Sym jF ⊗ L⊗l with j ∈ Z≥0 and l ∈ Z. In the literature this

is often referred to as weight (Sym j, detl). This corresponds to the highest

weight (ρ1, ρ2) = ( j + l, l) of GL(2,C). When j = 2d is even, we have

Sym2dF ≃ (Sym2F )(d) ≃ E(d) ⊗ L⊗d

by Lemma 2.8. Therefore

Sym2dF ⊗ L⊗l ≃ E(d) ⊗ L⊗l+d.
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Thus we have the following correspondence of weights:

orthogonal weight ((d), k)

↔ Siegel weight (Sym j, detl) with ( j, l) = (2d, k − d)

↔ GL(2,C)-weight (ρ1, ρ2) = (k + d, k − d)

Example 3.5. Let n = 4. Let F and G be the rank 2 Hodge bundles

considered in §2.5.4. Automorphic vector bundles on Hermitian modular

4-folds can be expressed as

(3.7) L⊗k ⊗ Sym j1F ⊗ Sym j2G, k ∈ Z, j1, j2 ∈ Z≥0.

On the other hand, in [16] §2, weights of vector-valued Hermitian modular

forms of degree 2 are expressed as (r, ρ1 ⊠ ρ2) where r ∈ Z and ρ1, ρ2

are symmetric tensors of the standard representation of GL(2,C). (We are

working with SU(2, 2) rather than U(2, 2), and we do not consider twist

by a character as in [16].) Then L corresponds to the weight r = 1, F
corresponds to the weight ρ1 = St, and L ⊗ G ≃ G∨ ≃ ι∗F corresponds

to the weight ρ2 = St. Thus the vector bundle (3.7) corresponds to the

Hermitian weight (r, ρ1 ⊠ ρ2) with r = k − j2, ρ1 = Sym j1 and ρ2 = Sym j2 .

Now, by Lemma 2.9, we have

E(d) ≃ SymdF ⊗ SymdG.

Therefore the orthogonal weight ((d), k) corresponds to the Hermitian

weight (r, ρ1 ⊠ ρ2) with r = k − d and ρ1 = ρ2 = Symd. In [16] §3 and

§4, some examples in the case d = 1 are studied in detail.

3.3. Tube domain realization

In this section we recall the tube domain realization of D associated to

a 0-dimensional cusp. We refer the reader to [22], [34], [35] for some more

details. This section is preliminaries for the Fourier expansion (§3.4).

We choose a rank 1 primitive isotropic sublattice I of L, which is fixed

throughout §3.3 – §3.5. Recall that this corresponds to the 0-dimensional

cusp [IC] of D. The Z-module (I⊥/I) ⊗Z I is canonically endowed with the

structure of a hyperbolic lattice, from the quadratic form on I⊥/I and the

standard quadratic form I × I → I⊗2 ≃ Z on I in which the generators of I

have norm 1. For F = Q,R,C we write

U(I)F = (I⊥/I)F ⊗F IF = V(I)F ⊗F IF .

This is a quadratic space over F, hyperbolic when F = Q,R.
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3.3.1. Tube domain realization. The linear projection PLC d

P(L/I)C from the point [IC] ∈ Q defines an isomorphism

(3.8) Q(I) → P(L/I)C − PV(I).

We choose, as an auxiliary data, a rank 1 sublattice I′ ⊂ L such that (I, I′) ,
0. This determines a base point of the affine space P(L/I)C − PV(I) and

hence an isomorphism

(3.9) P(L/I)C − PV(I) → V(I) ⊗C IC = U(I)C.

Since the quadratic form on U(I)R is hyperbolic, the set of vectors v ∈ U(I)R
with (v, v) > 0 consists of two connected components. The choice of the

componentD determines one of them, which we denote by CI (the positive

cone). Let

DI = {Z ∈ U(I)C | Im(Z) ∈ CI}
be the tube domain associated to CI. Then the composition of (3.8) and

(3.9) gives an isomorphism

(3.10) D ≃→ DI ⊂ U(I)C.

This is the tube domain realization of D associated to I. If we change I′,
this isomorphism is shifted by the translation by a vector of U(I)Q.

3.3.2. Stabilizer. Next we recall the structure of the stabilizer of the

I-cusp. Let F = Q,R. We denote by Γ(I)F the stabilizer of I in O+(LF)

(not the stabilizer of IF). Elements of Γ(I)F act on U(I)F as isometries. Let

O+(U(I)F) be the subgroup of O(U(I)F) preserving the positive cone CI. By

(1.3), Γ(I)F sits in the canonical exact sequence

(3.11) 0→ U(I)F → Γ(I)F → O+(U(I)F) × GL(I) → 1.

Here the subgroup U(I)F consists of the Eichler transvections of LF with

respect to the isotropic line IF . The adjoint action of Γ(I)F on U(I)F via

(3.11) coincides with the natural action of Γ(I)F on (I⊥/I)F ⊗ IF .

The choice of I′ determines the lift V(I)F ≃ (IF ⊕ I′
F
)⊥ of V(I)F in I⊥

F
,

and thus a splitting LF ≃ UF ⊕ V(I)F . This determines a section of (3.11)

O+(U(I)F) × GL(I) ֒→ Γ(I)F ,

by letting O+(U(I)F ) ≃ O+(V(I)F) act on the lifted component V(I)F ⊂ LF

and mapping GL(I) = {±1} to {±id}. In this way, from the choice of I′, we

obtain a splitting of (3.11):

(3.12) Γ(I)F ≃ (O+(U(I)F ) × GL(I)) ⋉ U(I)F ,

where O+(U(I)F) acts on U(I)F in the natural way and GL(I) acts on U(I)F

trivially. This splitting is compatible with the tube domain realization in the
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following sense. We translate the Γ(I)F-action on D to action of Γ(I)F on

DI via the tube domain realization (3.10) defined by (the same) I′. Then,

• the unipotent radical U(I)F ⊂ Γ(I)F acts on DI as the translation

by U(I)F on U(I)C,

• the lifted group O+(U(I)F) in (3.12) acts onDI by its linear action

on U(I)C,

• the lifted group GL(I) = {±id} acts trivially.

Now let Γ be a finite-index subgroup of O+(L). We write

Γ(I)Z = Γ(I)Q ∩ Γ, U(I)Z = U(I)Q ∩ Γ, Γ(I)Z = Γ(I)Z/U(I)Z.

The group Γ(I)Z is the stabilizer of I in Γ. The exact sequence

(3.13) 0→ U(I)Z → Γ(I)Z → Γ(I)Z → 1

is naturally embedded in (3.11). The group U(I)Z is a full lattice in U(I)Q.

It defines the algebraic torus

T (I) = U(I)C/U(I)Z.

Then the tube domain realization (3.10) induces an isomorphism

D/U(I)Z
≃→ DI/U(I)Z ⊂ T (I).

The group Γ(I)Z acts on D/U(I)Z ≃ DI/U(I)Z. Let γ̄ ∈ Γ(I)Z and let

γ ∈ Γ(I)Z be its lift. According to the splitting (3.12), we express γ as

(3.14) γ = (γ1, ε, α), γ1 ∈ O+(U(I)Z), ε = ±id, α ∈ U(I)Q.

Here γ1, a priori an element of O+(U(I)Q), is contained in O+(U(I)Z) be-

cause the adjoint action of Γ(I)Z on U(I)Q preserves the lattice U(I)Z. Then

the action of γ̄ on DI/U(I)Z is given by the linear action by γ1 plus the

translation by [α] ∈ U(I)Q/U(I)Z. Note that γ̄ is determined by (γ1, ε) be-

cause the projection Γ(I)Z → O+(U(I)Q) × GL(I) is injective. Nevertheless

the translation component [α] could be nontrivial because (3.13) may not

necessarily split.

3.4. Fourier expansion

Let I and I′ be as in §3.3. Let f be a modular form of weight (λ, k) onD
with respect to a finite-index subgroup Γ of O+(L). By the I-trivialization

Eλ,k ≃ V(I)λ,k ⊗ OD and the tube domain realization D ≃ DI, we regard

f as a V(I)λ,k-valued holomorphic function on the tube domain DI (again

denoted by f ). The subgroup U(I)Z of Γ(I)Z acts on DI by translation, and

acts on V(I)λ,k trivially . By Lemma 3.2, this shows that the function f is
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invariant under the translation by the lattice U(I)Z. Therefore it admits a

Fourier expansion of the form

(3.15) f (Z) =
∑

l∈U(I)∨
Z

a(l)ql, ql = e((l, Z)),

for Z ∈ DI, where a(l) ∈ V(I)λ,k and U(I)∨
Z
⊂ U(I)Q is the dual lattice

of U(I)Z. This series is convergent when Im(Z) is sufficiently large. The

Fourier coefficients a(l) can be expressed as

(3.16) a(l) =

∫

U(I)R/U(I)Z

f (Z0 + v) e(−(Z0 + v, l)) dv,

where dv is the flat volume form on U(I)R normalized so that U(I)R/U(I)Z
has volume 1.

The Koecher principle says that we have a(l) , 0 only when l is in the

closure of the positive cone CI, which is the dual cone of CI. See, e.g.,

[19] p.191 for a proof of the Koecher principle in the vector-valued Siegel

modular case. The present case can be proved similarly by using (3.16) and

Proposition 3.6 below. See also [8] Proposition 4.15 for the scalar-valued

case. In general, when n ≤ 2, the condition a(l) , 0 ⇒ l ∈ CI is the

holomorphicity condition required around the I-cusp. The modular form f

is called a cusp form if a(l) , 0 only when l ∈ CI at every 0-dimensional

cusp I. We denote by Sλ,k(Γ) ⊂ Mλ,k(Γ) the subspace of cusp forms.

It should be noted that the Fourier expansion depends on the choice of

I′. If we change I′, the tube domain realization is shifted by the translation

by a vector of U(I)Q, say v0. Then we need to replace f (Z) by f (Z+v0), and

the Fourier coefficient a(l) is replaced by e((l, v0)) · a(l). In what follows,

when we speak of Fourier expansion at the I-cusp, the choice of I′ (and

hence of the tube domain realizationD → DI) is subsumed.

The Fourier coefficients satisfy the following symmetry under Γ(I)Z.

Proposition 3.6. Let γ̄ ∈ Γ(I)Z. Let γ = (γ1, ε, α) be its lift in Γ(I)Z
expressed as in (3.14). Then we have

(3.17) a(γ1l) = e(−(γ1l, α)) · γ(a(l))

for every l ∈ U(I)∨
Z

.

Proof. By Lemma 3.2, the factor of automorphy for γ is given by its

natural action on V(I)λ,k. Therefore we have

f (γ(Z)) = γ( f (Z)), Z ∈ DI,
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where γ acts on DI via the tube domain realization D ≃ DI. We compute

the Fourier expansion of both sides. Since γ(Z) = γ1Z + α, we have

f (γ(Z)) =
∑

l

a(l)e((l, γ1Z + α))

=
∑

l

a(l)e((l, α))e((γ−1
1 l, Z))

=
∑

l

a(γ1l)e((γ1l, α))e((l, Z)).

In the last equality we rewrote l as γ1l. Comparing this with

γ( f (Z)) =
∑

l

γ(a(l))e((l, Z)),

we obtain γ(a(l)) = e((γ1l, α))a(γ1l). �

In the right hand side of (3.17), the action of γ on a(l) ∈ V(I)λ,k is

determined by (γ1, ε). More precisely, γ acts on IC by ε ∈ {±1}, and on

V(I) = U(I)C ⊗ I∨
C

by γ1 ⊗ ε.
Proposition 3.6 implies the vanishing of the constant term a(0) in most

cases.

Proposition 3.7. Assume that λ , 1, det. Then a(0) = 0.

Proof. We apply Proposition 3.6 to l = 0 and elements γ̄ in the subgroup

(3.18) { γ̄ ∈ Γ(I)Z | ε = 1, det γ1 = 1 }
of Γ(I)Z. By trivializing I ≃ Z, we identify V(I)λ,k = V(I)λ. We also

identify SO(U(I)Q) = SO(V(I)Q) naturally. Then elements γ̄ of the group

(3.18) act on V(I)λ,k by the action of γ1 ∈ SO(V(I)Q) on V(I)λ. Therefore, by

Proposition 3.6, we find that a(0) = γ1(a(0)) ∈ V(I)λ for every such γ̄. The

mapping γ̄ 7→ γ1 embeds the group (3.18) into SO(V(I)Q), and the image

is an arithmetic subgroup of SO(V(I)Q). By the density theorem of Borel

[5] (see also [42] Corollary 5.15), it is Zariski dense in SO(V(I)). Therefore

the vector a(0) ∈ V(I)λ is invariant under the action of SO(V(I)) on V(I)λ.

However, by our assumption λ , 1, det, the SO(n,C)-representation Vλ
contains no nonzero invariant vector (cf. §3.6). Therefore a(0) = 0. �

Remark 3.8. Since V(I) and IC have the natural Q-structures V(I)Q and

IQ respectively, V(I)λ,k has the natural Q-structure V(I)Q,λ ⊗ (I∨
Q

)⊗k where

V(I)Q,λ = cλ ·V(I)[d]

Q
is the Q-representation of O(V(I)Q) obtained by apply-

ing the orthogonal Schur functor to V(I)Q. Thus we can speak of rationality

and algebraicity of the Fourier coefficients a(l). (Rationality depends on

the choice of I′, but algebraicity does not because the transition constant

e((l, v0)) is a root of unity.) When the homomorphism ϕI in (3.5) is defined
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over Q, the ϕ-product of two modular forms with rational Fourier coeffi-

cients at the I-cusp again has rational Fourier coefficients by (3.6).

3.5. Geometry of Fourier expansion

Let I and I′ be as in §3.3 and §3.4. In this section we recall the partial

toroidal compactifications ofD/U(I)Z following [2] and explain the Fourier

expansion from that point of view.

3.5.1. Partial toroidal compactification. We write X(I) = D/U(I)Z.

The tube domain realization identifies X(I) with the open set DI/U(I)Z of

the torus T (I). Let C+
I
= CI ∪

⋃

v R≥0v be the union of the positive cone

CI and the rays R≥0v generated by rational isotropic vectors v in CI. Let

ΣI = (σα) be a rational polyhedral cone decomposition of C+
I
, namely a fan

in U(I)R whose support is C+
I
. Note that every rational isotropic ray in C+

I

must be included in ΣI. We will often abbreviate ΣI = Σ when I is clear

from the context. The fan Σ is said to be Γ(I)Z-admissible if it is preserved

by the Γ(I)Z-action on U(I)R and there are only finitely many cones up to

the Γ(I)Z-action. The fan Σ is called regular if each cone σα is generated by

a part of a Z-basis of U(I)Z. It is possible to choose Σ to be Γ(I)Z-admissible

and regular ([2], [14]).

Let Σ be Γ(I)Z-admissible. It determines a Γ(I)Z-equivariant torus em-

bedding T (I) ֒→ T (I)Σ. The toric variety T (I)Σ is normal; it is nonsingular

if Σ is regular. The cones σ in Σ correspond to the boundary strata of T (I)Σ,

say ∆σ. A stratum ∆σ is in the closure of another stratum ∆τ if and only if τ
is a face of σ. Each stratum ∆σ is isomorphic to the quotient torus of T (I)

defined by the quotient lattice U(I)Z/U(I)Z ∩ 〈σ〉, where 〈σ〉 is the R-span

of σ. In particular, the rays R≥0v in Σ correspond to the boundary strata of

codimension 1, say ∆v. If we take v to be a primitive vector of U(I)Z, the

stratum ∆v is isomorphic to the quotient torus of T (I) defined by U(I)Z/Zv.

The variety T (I)Σ is nonsingular along ∆v. If we take a vector l ∈ U(I)∨
Z

with (v, l) = 1, then ql = e((l, Z)) is a character of T (I) and extends holo-

morphically over ∆v. The divisor ∆v is defined by ql = 0. More generally,

a character ql of T (I) where l ∈ U(I)∨
Z

extends holomorphically around a

boundary stratum ∆σ (i.e., extends over ∆σ and the strata ∆τ which contains

∆σ in its closure) if and only if (l, σ) ≥ 0, or in other words, l is in the dual

cone of σ. If moreover l has positive pairing with the relative interior of σ,

the extended function vanishes identically at ∆σ.

Now let X(I)Σ be the interior of the closure of X(I) in T (I)Σ. We call

X(I)Σ the partial toroidal compactification of X(I) defined by the fan Σ.

As a partial compactification of X(I) = D/U(I)Z, this does not depend on

the choice of I′. When a cone σ ∈ Σ is not an isotropic ray, its relative

interior is contained in CI, and the corresponding boundary stratum ∆σ of
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T (I)Σ is totally contained in X(I)Σ. On the other hand, when σ = R≥0v is

an isotropic ray, only an open subset of ∆v is contained in X(I)Σ. (This will

be glued with the boundary of the partial toroidal compactification over the

corresponding 1-dimensional cusp: see §5.3.) By abuse of notation, we still

write ∆v for the boundary stratum in X(I)Σ in this case.

3.5.2. Fourier expansion and Taylor expansion. Let f (Z) =
∑

l a(l)ql

be the Fourier expansion of a Γ-modular form of weight (λ, k) at the I-cusp.

This can be viewed as the expansion of the V(I)λ,k-valued function f on

X(I) by the characters of T (I).

Lemma 3.9. The function f onX(I) extends holomorphically overX(I)Σ.

When λ , 1, det and σ is not an isotropic ray, f vanishes at the corre-

sponding boundary stratum ∆σ. When f is a cusp form, it vanishes at every

boundary stratum ∆σ.

Proof. Since the dual cone of CI is CI itself, CI is contained in the dual

cone of every cone σ in Σ. Therefore, if l ∈ U(I)∨
Z
∩ CI, then l is contained

in the dual cone of every σ, which implies that the function ql extends holo-

morphically over X(I)Σ. By the cusp condition in the Fourier expansion,

this shows that the function f extends holomorphically over X(I)Σ.

When σ is not an isotropic ray, its relative interior is contained in CI.

Hence any nonzero vector l ∈ U(I)∨
Z
∩ CI has positive pairing with the rel-

ative interior of σ. This shows that the corresponding character ql vanishes

at the boundary stratum ∆σ. It follows that f |∆σ is the constant a(0). By

Proposition 3.7, this vanishes when λ , 1, det.

Finally, if f is a cusp form, we have a(l) , 0 only when l ∈ CI. Such a

vector l has positive pairing with the relative interior of every cone σ ∈ Σ,

and so ql vanishes at ∆σ. Therefore f vanishes at the boundary ofX(I)Σ. �

Let us explain that the Fourier expansion gives Taylor expansion along

each boundary divisor. Let σ = R≥0v be a ray in Σ with v ∈ U(I)Z primitive.

We can rewrite the Fourier expansion of f as

(3.19) f (Z) =
∑

m≥0

∑

l∈U(I)∨
Z

(l,v)=m

a(l)ql.

We choose a vector l0 ∈ U(I)∨
Z

with (l0, v) = 1 and put q0 = ql0 . The

boundary divisor ∆v is defined by q0 = 0. We put

φm =
∑

l∈U(I)∨
Z

(l,v)=m

a(l)ql−ml0 =
∑

l∈v⊥∩U(I)∨
Z

a(l + ml0)ql.
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Note that v⊥∩U(I)∨
Z

is the dual lattice of U(I)Z/Zv and hence is the character

lattice of the quotient torus ∆v. Therefore φm is (the pullback of) a V(I)λ,k-

valued function on ∆v. Then (3.19) can be rewritten as

f (Z) =
∑

m≥0

φmqm
0 .

This is the Taylor expansion of f along the divisor∆v with normal parameter

q0, and φm (as a function on ∆v) is the m-th Taylor coefficient. In particular,

the restriction of f to ∆v is given by φ0:

f |∆v
= φ0 =

∑

l∈v⊥∩U(I)∨
Z

a(l)ql.

When (v, v) , 0, this reduces to a(0) because v⊥ ∩ CI = {0} holds (cf. the

proof of Lemma 3.9). On the other hand, when (v, v) = 0, this reduces to

(3.20) f |∆v
=

∑

l∈Qv∩U(I)∨
Z

a(l)ql

because v⊥ ∩ CI = R≥0v.

Remark 3.10. Sometimes it is useful to allow l0 from an overlattice of

U(I)∨
Z
, e.g., when considering the Fourier-Jacobi expansion (§7). Then q0

and φm are still defined, as functions on a finite cover of T (I).

3.5.3. Canonical extension. In §3.4 and §3.5, we regarded modular

forms as V(I)λ,k-valued functions via the I-trivialization. Let us go back to

the viewpoint of sections of Eλ,k. The vector bundle Eλ,k on D descends to

a vector bundle on X(I) = D/U(I)Z, which we again denote by Eλ,k. We

extend it over X(I)Σ as follows.

Since the I-trivialization Eλ,k ≃ V(I)λ,k ⊗ OD is equivariant with respect

to U(I)Z which acts on V(I)λ,k trivially, it descends to an isomorphismEλ,k ≃
V(I)λ,k ⊗ OX(I) over X(I). Then we can extend Eλ,k to a vector bundle over

X(I)Σ (still denoted by Eλ,k) so that this isomorphism extends to Eλ,k ≃
V(I)λ,k ⊗ OX(I)Σ over X(I)Σ. In other words, the extension is defined so that

the frame of Eλ,k over X(I) corresponding to a basis of V(I)λ,k by the I-

trivialization extends to a frame of the extended bundle Eλ,k. This is an

explicit form of Mumford’s canonical extension [37]. By construction, a

section f of Eλ,k overX(I) extends to a holomorphic section of the extended

bundle Eλ,k over X(I)Σ if and only if f viewed as a V(I)λ,k-valued function

via the I-trivialization extends holomorphically over X(I)Σ. Then Lemma

3.9 can be restated as follows.

Lemma 3.11. A modular form f ∈ Mλ,k(Γ) as a section of Eλ,k over X(I)

extends to a holomorphic section of the extended bundle Eλ,k over X(I)Σ.
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When λ , 1, det andσ is not an isotropic ray, this extended section vanishes

at ∆σ. When f is a cusp form, this section vanishes at every ∆σ.

3.6. Special orthogonal groups

In the theory of orthogonal modular forms, there is an option at the

outset: which Lie group to mainly work with. The full orthogonal group

O, or the special orthogonal group SO, or the spin group Spin, or even the

pin group Pin. We decided to start with O for two reasons: (1) in some

applications we need to consider subgroups Γ of O+(L) not contained in

SO+(L), and (2) the explicit construction by the orthogonal Schur functor

for E will be useful at some points.

On the other hand, it is sometimes more convenient to work with SO.

In this section we explain the switch from O to SO. The contents of this

section will be used only in §6.1, §10 and §11, so the reader may skip it for

the moment.

3.6.1. Representations of SO(n,C). We first recall some basic facts

from the representation theory of SO(n,C) following [39] §4, §8 and [18]

§19. Irreducible representations of SO(n,C) are labelled by their highest

weights. When n = 2m is even, the highest weights are expressed by m-

tuples ρ = (ρ1, · · · , ρm) of integers, nonnegative for i < m, such that ρ1 ≥
· · · ≥ ρm−1 ≥ |ρm|. We write ρ† = (ρ1, · · · , ρm−1,−ρm) for such ρ. When

n = 2m + 1 is odd, the highest weights are expressed by m-tuples ρ =
(ρ1, · · · , ρm) of nonnegative integers such that ρ1 ≥ · · · ≥ ρm ≥ 0. We

denote by Wρ the irreducible representation of SO(n,C) with highest weight

ρ. The dual representation W∨
ρ is isomorphic to Wρ itself when n is odd or

4|n, while it is isomorphic to Wρ† in the case n ≡ 2 mod 4.

By the Weyl unitary trick, Wρ remains irreducible as a representation

of SO(n,R) ⊂ SO(n,C), and the above classification is the same as the

classification of irreducible C-representations of SO(n,R).

The restriction rule from O(n,C) to SO(n,C) is as follows ([39] Propo-

sition 8.24). Let λ = (λ1 ≥ · · · ≥ λn ≥ 0) be a partition expressing an

irreducible representation Vλ of O(n,C). We define a highest weight λ̄ for

SO(n,C) by

λ̄ = (λ1 − λn, λ2 − λn−1, · · · , λ[n/2] − λn+1−[n/2]).

Note that λ̄ itself can be viewed as a partition for O(n,C). When n is odd

or n = 2m is even with tλ1 , m, the O(n,C)-representation Vλ remains irre-

ducible as a representation of SO(n,C), with highest weight λ̄. The vector

defined in (3.2) is a highest weight vector. Thus Vλ ≃ Wλ̄ as a representa-

tion of SO(n,C) in this case. In particular, since the highest weight for the

partition λ̄ is λ̄ itself, we have Vλ ≃ Vλ̄ as SO(n,C)-representations. More
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specifically, when tλ1 < n/2 we have λ̄ = λ, while when tλ1 > n/2 we have

Vλ ≃ Vλ̄ ⊗ det as O(n,C)-representations. (In the latter case, the partitions λ
and λ̄ are called associated in [39] and [18].)

In the remaining case, namely when n = 2m is even and tλ1 = m, Vλ
gets reducible when restricted to SO(n,C). More precisely,

(3.21) Vλ ≃ Wλ̄ ⊕Wλ̄†

as a representation of SO(n,C). Note that λ̄ = λ and λm , 0 in this case.

Since λ̄ , λ̄†, this decomposition is unique. In this case, Vλ is the induced

representation from the representation Wλ̄ of SO(n,C) ⊂ O(n,C).

3.6.2. Automorphic vector bundles. We go back to the automorphic

vector bundles onD. We choose a base point [ω0] ∈ D. Let K ≃ SO(2,R)×
O(n,R) and SK ≃ SO(2,R) × SO(n,R) be the stabilizers of [ω0] in O+(LR)

and in SO+(LR) respectively (cf. §2.1).

Proposition 3.12. The following holds.

(1) If either n is odd or n = 2m is even with tλ1 , m, then Eλ remains

irreducible as an SO+(LR)-equivariant vector bundle, and we have Eλ ≃
SO+(LR) ×SK Wλ̄. In particular, we have Eλ ≃ Eλ̄ as SO+(LR)-equivariant

vector bundles.

(2) If n is even and tλ1 = n/2, then Eλ as an SO+(LR)-vector bundle

decomposes into the direct sum of two non-isomorphic vector bundles:

(3.22) Eλ ≃ E+λ ⊕ E−λ
with each component isomorphic to SO+(LR) ×SK Wλ̄ and SO+(LR) ×SK Wλ̄†

respectively.

Proof. By (3.3), we have Eλ ≃ O+(LR) ×K Vλ as an O+(LR)-equivariant

vector bundle. Therefore, as an SO+(LR)-equivariant vector bundle, we have

Eλ ≃ SO+(LR)×SK Vλ. Note that the representation of O(n,R) ≃ O(H⊥ω0
) ⊂ K

on Vλ = (ω⊥
0
/Cω0)λ ≃ (H⊥ω0

⊗R C)λ extends to a representation of O(n,C) ≃
O(H⊥ω0

⊗R C) naturally. Then our assertions follow from the restriction rule

for SO(n,C) ⊂ O(n,C). �

At each fiber, the decomposition (3.22) is the irreducible decomposi-

tion of (ω⊥/Cω)λ as a representation of SO(ω⊥/Cω). The I-trivialization

respects the decomposition (3.22) in the following sense. As a representa-

tion of SO(V(I)), V(I)λ decomposes according to (3.21), which we denote

by V(I)λ = W(I)λ̄ ⊕W(I)λ̄† . By the uniqueness of the decomposition (3.21),

the I-trivialization Eλ ≃ V(I)λ ⊗ OD sends the decomposition (3.22) of Eλ
to the decomposition

V(I)λ ⊗ OD = (W(I)λ̄ ⊗ OD) ⊕ (W(I)λ̄† ⊗ OD)



3.7. RANKIN-COHEN BRACKETS 43

of V(I)λ ⊗ OD. Thus we have the I-trivializations

(3.23) E+λ ≃ W(I)λ̄ ⊗ OD, E−λ ≃ W(I)λ̄† ⊗ OD
of each component E+λ , E−λ .

3.7. Rankin-Cohen brackets

In this section, as an example of explicit construction of vector-valued

modular forms, we define the Rankin-Cohen bracket of two scalar-valued

modular forms. This is a general method: see, e.g., [43], [27], [9], [16], [17]

for the case of some other types of modular forms, where Rankin-Cohen

bracket is a successful technique for explicitly describing some modules of

vector-valued modular forms.

Let f , g be nonzero scalar-valued modular forms of weight k, l respec-

tively for Γ < O+(L). We define the Rankin-Cohen bracket of f and g by

{ f , g} = (gk+1/ f l−1) ⊗ d( f l/gk).

Here gk+1/ f l−1 is a meromorphic section of L⊗l(k+1)−k(l−1) = L⊗k+l, and

d( f l/gk) is the exterior differential of the meromorphic function f l/gk on

D. Thus d( f l/gk) is a meromorphic 1-form on D. It is immediate to see

that {g, f } = −{ f , g}. When k = l, the Rankin-Cohen bracket reduces to the

more simple expression

{ f , g} = (gk+1/ f k−1) ⊗ k ( f /g)k−1 · d( f /g)

= k g2 ⊗ d( f /g).

Proposition 3.13. The Rankin-Cohen bracket { f , g} is a modular form

of weight (St, k+ l+1) for Γ. We have { f , g} , 0 unless when f l is a constant

multiple of gk.

Proof. Since gk+1/ f l−1 and d( f l/gk) are meromorphic sections of L⊗k+l

andΩ1
D ≃ E⊗L respectively, { f , g} is a meromorphic section of E⊗L⊗k+l+1,

i.e., has weight (St, k+l+1). The Γ-invariance is obvious from the definition.

It remains to check the holomorphicity overD. We take a frame s of L and

write f = f̃ s⊗k, g = g̃s⊗l with f̃ , g̃ holomorphic functions onD. Then

{ f , g} = (g̃k+1/ f̃ l−1)s⊗k+l ⊗ d( f̃ l/g̃k)

= s⊗k+l ⊗ (l (d f̃ )g̃ − k (dg̃) f̃ ).

From this expression, we find that { f , g} is holomorphic. The nonvanishing

assertion is apparent. �

When f = 0 or g = 0, we simply set { f , g} = 0. Then the Rankin-Cohen

bracket defines a bilinear map

Mk(Γ) × Ml(Γ)→ MSt,k+l+1(Γ).

When k = l, this induces ∧2Mk(Γ) → MSt,2k+1(Γ) by the anti-commutativity.
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3.8. Higher Chow cycles on K3 surfaces

One of the geometric significance of vector-valued modular forms onD
is the appearance of the middle graded piece of the Hodge filtration, while

scalar-valued modular forms are concerned only with the first piece. Thus

the connection between modular forms and geometry related to the variation

of Hodge structures on D shows up fully. In this section we present such

an example of geometric construction of vector-valued modular forms with

singularities. This section is independent of the rest of the monograph.

Let π : X → B be a smooth family of K3 surfaces. We say that π : X →
B is lattice-polarized with period lattice L if we have a sub local systemΛNS

of R2π∗Z whose fibers are primitive hyperbolic sublattices of the Néron-

Severi lattices of the π-fibers Xb and the fibers of ΛT = Λ
⊥
NS are isometric

to L. Let B̃ be an unramified cover of B where the local system ΛT can be

trivialized (e.g., the universal cover) and let X̃ = X ×B B̃. After choosing a

base point o ∈ B̃ and an isometry (ΛT )o ≃ L, we have the period map

P̃ : B̃→D, b 7→ [H2,0(X̃b) ⊂ LC].

If Γ is a finite-index subgroup of O+(L) which contains the monodromy

group of ΛT , P̃ descends to a holomorphic map

P : B→ F (Γ).

When B is algebraic, P is a morphism of algebraic varieties by Borel’s

extension theorem.

Let Z = (Zb) be a family of higher Chow cycles in CH2(Xb, 1). By this,

we mean that

• Z is a higher Chow cycle of type (2, 1) on the total space X, i.e., a

codimension 2 cycle on X × A1 which meets X × {0} and X × {1}
properly and satisfies Z|X×{0} = Z|X×{1}, and

• the restriction Zb = Z|Xb
to each fiber Xb is well-defined, i.e., with-

out using the moving lemma, Z already intersects with Xb × A1

properly and gives a higher Chow cycle on Xb.

The normal function νZ of Z is defined as a holomorphic section of the

fibration of the generalized intemediate JacobiansH/(F2H +R2π∗Z). Here

H = R2π∗C⊗OB and (F pH)p is the Hodge filtration onH . The infinitesimal

invariant δνZ of νZ is defined as a section of the middle cohomology sheaf

of the Koszul complex

(3.24) F2H → (F1H/F2H) ⊗Ω1
B → (H/F1H) ⊗Ω2

B

over B. See [45], [11] for more details and examples.

We explain the connection with vector-valued modular forms. We first

consider the case where B̃ = B is an analytic open set of D and the period
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map B→ D coincides with the inclusion map. Then we can identify

F2H = L|B, F1H/F2H = E|B ⊕ (ΛNS ⊗Z OB), H/F1H = L−1|B.
The Koszul complex (3.24) is the direct sum of the complex

0→ ΛNS ⊗Ω1
B → 0

and the modular Koszul complex (2.7) restricted to B:

L → E ⊗Ω1
B → L−1 ⊗ Ω2

B.

According to this decomposition, we can write δνZ as ((δνZ)pol, (δνZ)prim)

where (δνZ)pol is a section of ΛNS ⊗ Ω1
B

and (δνZ)prim is a section of the

middle cohomology sheaf of the modular Koszul complex over B. By the

calculation in Example 2.4, we see that

(δνZ)prim ∈ H0(B,E(2) ⊗ L),

namely (δνZ)prim is a local modular form of weight (λ, k) = ((2), 1) over B.

Now we consider the case where the family π : X → B is algebraic,

−id < Γ, and the algebraic period map P : B → F (Γ) is birational. By

removing some divisors from B if necessary, we may assume that P is an

open immersion and D → F (Γ) is unramified over B ⊂ F (Γ). Then we

may take B̃ to be a Γ-invariant Zariski open set of D. In this case, the

Koszul complex (3.24) over B is the direct sum of 0 → ΛNS ⊗ Ω1
B → 0 and

the descent of the modular Koszul complex (2.7) from B̃ ⊂ D to B ⊂ F (Γ).

Let Z be a family of higher Chow cycles on X → B as above. According to

the decomposition of the Koszul complex over B, we can write

δνZ = ((δνZ)pol, (δνZ)prim)

as in the local case. Then the pullback of the primitive part (δνZ)prim to B̃ is a

Γ-invariant holomorphic section of E(2)⊗L over B̃. By a vanishing theorem

proved later (Theorem 9.1), there is no nonzero holomorphic modular form

of weight ((2), 1) on D. Hence, if (δνZ)prim does not vanish identically, it

must have a singularity at some component of the complement of B̃ in D.

In other words, the primitive part (δνZ)prim of the infinitesimal invariant δνZ

of Z is a modular form of weight ((2), 1) with singularities.





CHAPTER 4

Witt operators

In this chapter, as a functorial aspect of the theory, we study pullback of

vector-valued modular forms to sub orthogonal modular varieties, an oper-

ation sometimes called the Witt operator. Let L be a lattice of signature

(2, n) and L′ be a primitive sublattice of L of signature (2, n′). We put

K = (L′)⊥ ∩ L and r = rank(K) = n − n′. If we write D′ = DL′ , then

D′ = PL′
C
∩ D. Let f be a vector-valued modular form on D. In §4.1

we study the restriction of f to D′. This produces a vector-valued mod-

ular form on D′, whose weight (in general reducible) can be known from

the branching rule for O(n′,C) ⊂ O(n,C). An immediate consequence is

the vanishing of Mλ,k(Γ) in k ≤ 0 (Proposition 4.4). A more interesting

situation is the case when f vanishes identically at D′, which we study in

§4.2. In that case, we can define the so-called quasi-pullback of f , which

produces a cusp form on D′ (Proposition 4.10). These operations will be

useful when studying concrete examples.

Restriction of modular forms to sub modular varieties has been consid-

ered classically for scalar-valued Siegel modular forms, going back to Witt

[48]. Quasi-pullback has been also considered in this case: see [10] §2 for

a general treatment.

Quasi-pullback of orthogonal modular forms was first considered for

Borcherds products by Borcherds ([6], [7]), and later for general scalar-

valued modular forms by Gritsenko-Hulek-Sankaran ([23] §8.4) in the case

r = 1. Our terminology ”quasi-pullback” comes from this series of work.

The cuspidality of quasi-pullback was first proved in [22], [23] in the scalar-

valued case. Our Proposition 4.10 is the vector-valued generalization.

4.1. Ordinary pullback

We embed O+(L′
R

) × O(KR) in O+(LR) naturally. This is the stabilizer

of L′
R

in O+(LR). Let Γ be a finite-index subgroup of O+(L). Then Γ′ =
Γ∩O+(L′) is a finite-index subgroup of O+(L′), and G = Γ∩O(K) is a finite

group. The product Γ′ × G is a finite-index subgroup of the stabilizer of L′

in Γ.

47
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LetL′, E′ be the Hodge bundles onD′. Since OPLC(−1)|PL′
C
= OPL′

C
(−1),

we have L|D′ = L′. We also have a natural isomorphism

(4.1) E|D′ ≃ E′ ⊕ (KC ⊗ OD′),
which at each fiber is the decomposition

(ω⊥ ∩ LC)/Cω = ((ω⊥ ∩ L′C)/Cω) ⊕ KC.

This corresponds to the decomposition St = St′ ⊕ St′′ of the standard rep-

resentation of O(n,C) when restricted to the subgroup O(n′,C) × O(r,C),

where St′ and St′′ are the standard representations of O(n′,C) and O(r,C)

respectively.

Let λ be a partition expressing an irreducible representation Vλ of

O(n,C). We denote by

(4.2) Vλ ≃
⊕

α

V ′λ′(α) ⊠ V ′′λ′′(α)

the irreducible decomposition as a representation of O(n′,C) × O(r,C),

where V ′λ′(α) (resp. V ′′λ′′(α)) is the irreducible representation of O(n′,C)

(resp. O(r,C)) with partition λ′(α) (resp. λ′′(α)). See [31], [33] for an

explicit description of this restriction rule in terms of the Littlewood-

Richardson numbers. Let k be an integer.

Proposition 4.1. Restriction of modular forms to D′ ⊂ D defines a

linear map

Mλ,k(Γ) →
⊕

α

Mλ′(α),k(Γ
′) ⊗ (KC)G

λ′′(α), f 7→ f |D′.

This maps cusp forms to cusp forms.

For the proof of Proposition 4.1, we need to calculate the Fourier ex-

pansion of f |D′ . We take a rank 1 primitive isotropic sublattice I of L′. Let

U(I)Z ⊂ U(I)Q be as in §3.3 and we define U(I)′
Z
⊂ U(I)′

Q
similarly for

(L′, Γ′). Then U(I)′
Q
⊂ U(I)Q and U(I)′

Z
⊂ U(I)Z. If we write K′

Q
= KQ⊗ IQ,

we have U(I)Q = U(I)′
Q
⊕K′

Q
. The tube domain realization with respect to I

(with I′ also taken from L′) identifiesD′ ⊂ D withD′
I
= DI ∩U(I)′

C
⊂ DI.

Lemma 4.2. Let f (Z) =
∑

l∈U(I)∨
Z

a(l)ql be the Fourier expansion of f ∈
Mλ,k(Γ) at the I-cusp ofD. Then we have

(4.3) f |D′
I
(Z′) =

∑

l′∈(U(I)′
Z

)∨

b(l′)(q′)l′ , (q′)l′ = e((l′, Z′)),

for Z′ ∈ D′I, where

b(l′) =
∑

l′′∈K′
Q

l′+l′′∈U(I)∨
Z

a(l′ + l′′).
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Proof. Let π : U(I)Q → U(I)′
Q

be the orthogonal projection. This maps

U(I)∨
Z

to a sublattice of (U(I)′
Z
)∨. For l ∈ U(I)∨

Z
, the restriction of the func-

tion ql = e((l, Z)) to D′
I
⊂ DI is (q′)π(l) = e((π(l), Z′)). Then our assertion

follows by substituting ql = (q′)π(l) in f =
∑

l a(l)ql. Note that the sum

defining b(l′) is actually a finite sum by the condition l′ + l′′ ∈ CI (the cusp

condition for f ) and the fact that K′
Q

is negative-definite. �

Now we prove Proposition 4.1.

(Proof of Proposition 4.1). From the expression (3.3) and the decom-

position (4.2), we see that

(4.4) Eλ|D′ ≃
⊕

α

E′λ′(α) ⊗ (KC)λ′′(α)

as an O+(L′
R

) × O(KR)-equivariant vector bundle on D′. With the isomor-

phism L|D′ = L′, we obtain

Eλ,k|D′ ≃
⊕

α

E′λ′(α),k ⊗ (KC)λ′′(α).

If f is a Γ-invariant section of Eλ,k overD, this shows that f |D′ is a Γ′ ×G-

invariant section of
⊕

α
E′λ′(α),k⊗(KC)λ′′(α) overD′. Hence it is a Γ′-invariant

section of
⊕

α
E′λ′(α),k ⊗ (KC)G

λ′′(α)
overD′.

Holomorphicity of f |D′ at the cusps of D′ holds automatically when

n′ ≥ 3 by the Koecher principle. In general, this can be seen from Lemma

4.2 as follows. Let I and K′
Q

be as in Lemma 4.2. Since K′
Q

is negative-

definite, the orthogonal projection U(I)R → U(I)′
R

maps the positive cone

CI of U(I)R to the positive cone C′
I

of U(I)′
R

, and maps CI to C′
I
. Hence

the vectors l′ in (4.3) actually range over (U(I)′
Z
)∨ ∩ C′

I
. This proves the

holomorphicity of f |D′ around the I-cusp of D′. Since I is arbitrary, f is

holomorphic at all cusps ofD′. When f is a cusp form, the vectors l′ range

over (U(I)′
Z
)∨∩C′

I
for the same reason. This means that f |D′ is a cusp form.

This proves Proposition 4.1. �

Example 4.3. Let us look at a typical example. Let λ = St. As

noticed before, this decomposes as St = St′ ⊕ St′′ when restricted to

O(n′,C)×O(r,C), which corresponds to the decomposition (4.1). Therefore

restriction toD′ gives a linear map

MSt,k(Γ)→ MSt′,k(Γ
′) ⊕ (Mk(Γ

′) ⊗ KG
C ).

The first component MSt,k(Γ) → MSt′,k(Γ
′) can be considered as the main

component of the restriction, but we also obtain some scalar-valued modular

forms in Mk(Γ
′) ⊗ KG

C
as ”extra” components. When G fixes no nonzero

vector of K, these extra components vanish. For example, this happens

when Γ contains a reflection and L′ is the fixed lattice of this reflection.
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As an application of Proposition 4.1, we obtain the following elemen-

tary vanishing theorem. Although this will be superseded later (§9), we

present it here because it can be proved easily and is already informative.

Proposition 4.4. When k < 0, we have Mλ,k(Γ) = 0. Moreover, we have

Mλ,0(Γ) = 0 when λ , 1, det.

Proof. Let f ∈ Mλ,k(Γ) with k < 0. We consider restriction of f to

1-dimensional domains DL′ ⊂ D for sublattices L′ ⊂ L of signature (2, 1).

As a representation of O(1,C) = {±id}, Vλ is a direct sum of copies of the

trivial character and the determinant character. By Proposition 4.1 and the

calculation in §2.5.1, we see that f |DL′ is a tuple of scalar-valued modular

forms of weight 2k < 0 on the upper half plane DL′ . Since there is no

nonzero elliptic modular form of negative weight, we find that f vanishes

identically at DL′ . Now, if we vary L′, then DL′ run over a dense subset of

D. Therefore f ≡ 0.

When f ∈ Mλ,0(Γ) with λ , 1, det, by combining Proposition 3.7 and

Lemma 4.2, we see that f |DL′ is a tuple of scalar-valued cusp forms of

weight 0 onDL′ , which vanish identically. Therefore f ≡ 0 similarly. �

The idea to deduce a vanishing theorem by considering restriction to

sub modular varieties is classical. In the case of Siegel modular forms, this

goes back to Freitag [15].

Proposition 4.4 in particular implies the following.

Proposition 4.5. Let n ≥ 3. Assume that 〈Γ,−id〉 does not contain a

reflection. Let X be the regular locus of F (Γ) = Γ\D. Then H0(X, T⊗k
X

) = 0

for every k > 0.

Proof. Let π : D → F (Γ) be the projection and X′ ⊂ X be the locus

where π is unramified. By [22], the absence of reflection in 〈Γ,−id〉 implies

that π is unramified in codimension 1, so the complement of π−1(X′) in D
has codimension ≥ 2. Since we can pullback sections of T⊗k

X′ by the étale

map π−1(X′)→ X′, we see that

H0(X, T⊗k
X ) = H0(X′, T⊗k

X′ ) = H0(π−1(X′), T⊗k

π−1(X′)
)Γ = H0(D, T⊗k

D )Γ.

Since TD ≃ E ⊗ L−1 by (2.5), we find that

H0(X, T⊗k
X ) = H0(D,E⊗k ⊗ L⊗−k)Γ =

⊕

i

Mλ(i),−k(Γ),

where λ(i) run over the irreducible summands of St⊗k. By Proposition 4.4,

the last space vanishes when −k < 0. �
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4.2. Quasi-pullback

In this section we show that when f |D′ ≡ 0, we can still obtain a nonzero

cusp form on D′ by considering the Taylor expansion of f along D′. We

assume n′ ≥ 3 for simplicity of exposition, but the results below hold also

when n′ ≤ 2 (see the proof of Proposition 4.10).

We first describe the normal bundleN = ND′/D ofD′ inD.

Lemma 4.6. We haveN ≃ (L′)−1⊗KC as an O+(L′
R
)×O(KR)-equivariant

vector bundle onD′.

Proof. By (2.5) and (4.1), we have natural isomorphisms

TD|D′ ≃ (E ⊗ L−1)|D′ ≃ (E′ ⊕ (KC ⊗ OD′)) ⊗ (L′)−1

≃ TD′ ⊕ ((L′)−1 ⊗ KC).

This impliesN ≃ (L′)−1 ⊗ KC. �

Let I be the ideal sheaf ofD′ ⊂ D and ν ≥ 0. By Lemma 4.6 we have

(4.5) Iν/Iν+1|D′ ≃ SymνN∨ ≃ (L′)⊗ν ⊗ SymνK∨C

as an O+(L′
R

) × O(KR)-equivariant vector bundle onD′. Therefore we have

the exact sequence

(4.6) 0→ Iν+1Eλ,k → IνEλ,k → Eλ|D′ ⊗ (L′)⊗k+ν ⊗ SymνK∨C → 0

of sheaves onD. By (4.4) we have an O+(L′
R

) ×O(KR)-equivariant isomor-

phism

Eλ|D′ ⊗ (L′)⊗k+ν ⊗ SymνK∨C ≃
⊕

α

E′λ′(α),k+ν ⊗ (KC)λ′′(α) ⊗ SymνK∨C .

Note that K∨
C
≃ KC canonically by the pairing on K. Taking global sections

in (4.6), and then the Γ′ ×G-invariant part, we obtain the exact sequence

0→ H0(D, Iν+1Eλ,k)Γ
′×G → H0(D, IνEλ,k)Γ

′×G

→
⊕

α

Mλ′(α),k+ν(Γ
′) ⊗ ((KC)λ′′(α) ⊗ SymνKC)G.(4.7)

By definition, a modular form f ∈ Mλ,k(Γ) vanishes to order ≥ ν alongD′ if

it is a section of the subsheaf IνEλ,k of Eλ,k. The vanishing order of f along

D′ is the largest ν for which f is a section of IνEλ,k.

Definition 4.7. Let f ∈ Mλ,k(Γ) and ν be the vanishing order of f atD′.
We define the quasi-pullback of f

f ||D′ ∈
⊕

α

Mλ′(α),k+ν(Γ
′) ⊗ ((KC)λ′′(α) ⊗ SymνKC)G

as the image of f by the last map in (4.7).
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By the exactness of (4.7) and the definition of the vanishing order, we

have f ||D′ . 0. Note that the vanishing order ν contributes to the increase

k { k + ν of the scalar weight. When ν = 0, the quasi-pullback is just the

ordinary pullback considered in §4.1.

Example 4.8. When r = 1, ignoring the symmetry by G ⊂ {±id}, the

quasi-pullback f ||D′ belongs to
⊕

α
Mλ′(α),k+ν(Γ

′). Explicitly, f ||D′ is given

by the restriction of f /(·, δ)ν to D′, where δ is a nonzero vector of K and

(·, δ) is the section of O(1) defined by the pairing with δ.

Example 4.9. The quasi-pullback of a Borcherds product f considered

by Borcherds ([6], [7]) is defined as f /
∏

δ(δ, ·)|D′ , where δ run over primi-

tive vectors in K (with multiplicity) such that f vanishes at δ⊥ ∩ D. This is

a single scalar-valued modular form (again a Borcherds product), while our

quasi-pullback produces a tuple of scalar-valued modular forms, or more

canonically, a SymνKC-valued modular form. The relationship is as fol-

lows.

The denominator
∏

δ(δ, ·) is a section of Iν · O(ν) over D. This corre-

sponds to a sheaf homomorphism ι : L⊗ν → Iν. By a property of Borcherds

products, f is a section of the subsheaf ι(L⊗ν) · L⊗k of Iν · L⊗k. Let

ῑ : (L′)⊗ν → SymνN∨ be the embedding induced by ι|D′ and (4.5). Un-

der the isomorphism SymνN∨ ≃ (L′)⊗ν ⊗ SymνK∨
C

, this corresponds to the

vector
∏

δ(·, δ) of SymνK∨
C

, which in turn corresponds to the vector
∏

δ δ of

SymνKC. Then f ||D′ as a section of SymνN∨ ⊗ (L′)⊗k takes values in the

sub line bundle ῑ((L′)⊗ν) ⊗ (L′)⊗k ≃ (L′)⊗k+ν. This section of (L′)⊗k+ν is the

quasi-pullback in [6] and [7].

Next we prove the cuspidality of quasi-pullback. In the case λ = 0 and

r = 1, this is due to Gritsenko-Hulek-Sankaran ([23] Theorem 8.18).

Proposition 4.10. Let f ∈ Mλ,k(Γ) and ν be the vanishing order of f at

D′. Suppose that ν > 0. Then f ||D′ is a cusp form. Thus

f ||D′ ∈
⊕

α

Sλ′(α),k+ν(Γ
′) ⊗ ((KC)λ′′(α) ⊗ SymνKC)G.

For the proof of Proposition 4.10, we calculate the Fourier expansion

of f ||D′ . We work under the same setting and notation as in the proof of

Lemma 4.2. We choose a basis of K′
Q

. According to the decomposition

U(I)Q = U(I)′
Q
⊕ K′

Q
, we express a point of U(I)C as Z = (Z′, z1, · · · , zr)

with Z′ ∈ U(I)′
C

and zi ∈ C. Then D′I ⊂ DI is defined by z1 = · · · = zr = 0.

The coordinates z1, · · · , zr give a trivialization of the conormal bundle N∨
ofD′

I
. The quasi-pullback f ||D′ as a V(I)λ,k⊗SymνCr-valued function onD′

I

is given, up to constants, by the Taylor coefficients of f alongD′I in degree
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ν:

f ||D′(Z′) =
(

∂ν f

∂zν1
1
· · ·∂zνrr

(Z′, 0)

)

ν1+···+νr=ν
We calculate the Fourier expansion of the Taylor coefficients. In what fol-

lows, we identify (K′
Q

)∨ ≃ Qr by the dual basis of the chosen basis of K′
Q

and express vectors of (K′
Q

)∨ as (n1, · · · , nr), ni ∈ Q.

Lemma 4.11. Let f (Z) =
∑

l a(l)ql be the Fourier expansion of f . Let

(ν1, · · · , νr) be an index with ν1 + · · · + νr = ν. Then we have

∂ν f

∂zν1
1
· · ·∂zνrr

(Z′, 0) = (2π
√
−1)ν

∑

l′∈(U(I)′
Z

)∨

b(l′)(q′)l′ ,

where (q′)l′ = e((l′, Z′)) and

b(l′) =
∑

(n1 ,··· ,nr)∈Qr

l′+(n1 ,··· ,nr)∈U(I)∨
Z

n
ν1
1
· · · nνrr · a(l′ + (n1, · · · , nr)).

Here, by convention, 00 = 1 but 0m = 0 when m > 0.

Note that the sum defining b(l′) is actually a finite sum for the same

reason as in Lemma 4.2.

Proof. We can rewrite the Fourier expansion of f as

f (Z′, z1, · · · , zr)

=
∑

l′

∑

(n1,··· ,nr)

a(l′ + (n1, · · · , nr)) · e((l′ + (n1, · · · , nr), (Z
′, z1, · · · , zr)))

=
∑

l′

∑

(n1,··· ,nr)

a(l′ + (n1, · · · , nr)) · e((l′, Z′)) ·
r

∏

i=1

e(nizi).

Here l′ ranges over (U(I)′
Z
)∨ and (n1, · · · , nr) ranges over vectors in Qr =

(K′
Q

)∨ such that l′ + (n1, · · · , nr) ∈ U(I)∨
Z
. Since we have

∂ν
∏

i e(nizi)

∂zν1
1
· · ·∂zνrr

= (2π
√
−1)ν

∏

i

n
νi
i
· e(nizi),

we see that

∂ν f

∂zν1
1
· · · ∂zνrr

(Z′, z1, · · · , zr)

= (2π
√
−1)ν

∑

l′

∑

(n1,··· ,nr)

a(l′ + (n1, · · · , nr)) · (q′)l′ ·
∏

i

n
νi
i
· e(nizi).

Substituting z1 = · · · = zr = 0, this proves Lemma 4.11. �

Now we complete the proof of Proposition 4.10.
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(Proof of Proposition 4.10). Let l′ be a vector in C′
I
∩ (U(I)′

Z
)∨ with

(l′, l′) = 0. For (n1, · · · , nr) ∈ Qr, we have l′ + (n1, · · · , nr) ∈ CI only when

(n1, · · · , nr) = (0, · · · , 0) because K′
Q

is negative-definite and perpendicular

to U(I)′
Q

. By Lemma 4.11, this shows that

b(l′) = 0ν1 · · · 0νr · a(l′) = 0

because (ν1, · · · , νr) , (0, · · · , 0) by the assumption ν > 0. This proves

Proposition 4.10. �



CHAPTER 5

Canonical extension over 1-dimensional cusps

In this chapter we recall the partial toroidal compactification over a 1-

dimensional cusp and the canonical extension of the automorphic vector

bundles over it. This provides a geometric basis for the Siegel operator

(§6) and the Fourier-Jacobi expansion (§7). Except for a few calculations in

§5.4 and §5.5, most contents of this chapter are essentially expository. We

refer the reader to [2] for the general theory of toroidal compactification,

to [22], [34], [35] for its specialization to the case of orthogonal modular

varieties (especially for more details on the contents of §5.1 – §5.3), and to

[37] for the general theory of canonical extension. Nevertheless, since this

chapter is the basis of many later chapters, we tried to keep the presentation

as self-contained, explicit, and coherent as possible.

Throughout this chapter, L is a lattice of signature (2, n) with n ≥ 3. We

fix a rank 2 primitive isotropic sublattice J of L, which corresponds to a 1-

dimensional cusp of D = DL. We write V(J)F = (J⊥/J)F for F = Q,R,C.

This is a quadratic space over F, negative-definite when F = Q,R. We

especially abbreviate V(J) = V(J)C. We also write U(J)F = ∧2JF . The

choice of the component D determines an orientation of J so that the R-

isomorphism (ω, ·) : JR → C preserves the orientation for any [ω] ∈ D.

This determines the positive part of U(J)R.

For 2U = U ⊕ U, where U is the integral hyperbolic plane, we will

denote by e1, f1 and e2, f2 the standard hyperbolic basis of the first and the

second components respectively. We say that an embedding ι : 2UF ֒→
LF is compatible with J if ι(Ze1 ⊕ Ze2) = J. This defines a lift V(J)F ≃
ι(2UF)⊥ ∩ LF of V(J)F in J⊥F and hence a splitting

(5.1) LF ≃ 2UF ⊕ V(J)F = (JF ⊕ J∨F ) ⊕ V(J)F,

where we identify ι(〈 f1, f2〉) with J∨
F

. We often choose a rank 1 primitive

sublattice I of J. We say that ι : 2UF ֒→ LF is compatible with I ⊂ J if

ι(Ze1 ⊕ Ze2) = J and ι(Ze1) = I.

5.1. Siegel domain realization

In this section we recall the Siegel domain realization ofD with respect

to the J-cusp and explain its relation with the tube domain realization.

55
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5.1.1. Siegel domain realization. The filtration J ⊂ J⊥ ⊂ L on L de-

termines the two-step linear projection

(5.2) PLC
π1

d P(L/J)C
π2

d P(L/J⊥)C.

Via the pairing on LC, this is identified with the dual projection

PL∨C d P(J⊥C )∨ d PJ∨C .

The center of π1 is PJC, and the center of π2 is PV(J). The projection

π2 identifies P(L/J)C − PV(J) with an affine space bundle over P(L/J⊥)C.

If we choose a lift V(J) ֒→ J⊥
C

of V(J), it defines a splitting (L/J)C =

V(J) ⊕ (L/J⊥)C, and so defines an isomorphism between the affine space

bundle P(L/J)C − PV(J) with the vector bundle V(J)⊗O(1) over P(L/J⊥)C.

We restrict (5.2) to the isotropic quadric Q ⊂ PLC. The closure of a π1-

fiber is a plane containing PJC. When this plane is not contained in PJ⊥
C

, it

intersects properly with Q at two distinct lines, one being PJC. This shows

that

π1|Q : Q − Q ∩ PJ⊥C → P(L/J)C − PV(J)

is an affine line bundle.

Next we restrict (5.2) further to an enlargement of the domain D ⊂ Q.

Let HJ be the connected component of PJ∨
C
− PJ∨

R
consisting of C-linear

maps φ : JC → C such that φ|JR : JR → C is an orientation-preserving R-

isomorphism. By the canonical isomorphism PJ∨
C
≃ PJC, HJ corresponds

to the J-cusp. We put VJ = π
−1
2

(HJ) and D(J) = (π1|Q)−1(VJ). Then

D ⊂ D(J). We thus have the extended two-step fibration

(5.3) D ⊂ D(J)
π1→VJ

π2→ HJ ,

where VJ → HJ is an affine space bundle isomorphic to V(J) ⊗ OHJ
(1),

D(J) → VJ is an affine line bundle, and D → VJ is an upper half plane

bundle insideD(J) → VJ . This is the Siegel domain realization of D with

respect to J. (Up to this point, canonically determined by J.)

5.1.2. Relation with tube domain realization. We choose a rank 1

primitive sublattice I of J. Recall from §3.3 that the tube domain realization

at the I-cusp (before choosing a base point) is the canonical embedding

D ⊂ Q(I)
≃→ P(L/I)C − PV(I)

induced by the projection PLC d P(L/I)C. Note thatD(J) ⊂ Q(I). We can

factor the projection π1 in (5.2) as:

PLC d P(L/I)C d P(L/J)C d P(L/J
⊥)C.
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Hence we have the following commutative diagram:

P(L/I)C − PV(I) // P(L/J)C − P(I⊥/J)C // P(L/J⊥)C − P(I⊥/J⊥)C

D ⊂ D(J)
?�

O

π1 // VJ

?�

O

π2 // HJ .
?�

O

Here the upper row is projections of affine spaces, the left vertical map is the

tube domain realization at I, and other vertical maps are natural inclusions.

The two squares are cartesian, i.e., D(J) → VJ → HJ is the restriction of

the upper row overHJ . Thus the Siegel domain realization at J can be given

by a decomposition of the tube domain realization at I ⊂ J.

Next we choose a rank 1 isotropic sublattice I′ ⊂ L with (I, I′) , 0 and

accordingly a base point of the affine space P(L/I)C −PV(I). This identifies

the upper row of the above diagram with the linear maps

U(I)C = (I⊥/I)C ⊗ IC → (I⊥/J)C ⊗ IC → (I⊥/J⊥)C ⊗ IC.

We identify U(J)C = ∧2JC with the isotropic line (J/I)C⊗ IC in U(I)C. Then

this is written as the quotient maps

(5.4) U(I)C → U(I)C/U(J)C → U(I)C/U(J)⊥C .

Therefore, after choosing the base point I′, the above commutative diagram

can be rewritten as

U(I)C
π1 // U(I)C/U(J)C

π2 // U(I)C/U(J)⊥
C

D ⊂ D(J)
?�

O

π1 // VJ

?�

O

π2 // HJ

?�

O

where the vertical embeddings are defined by I′ and the two squares are

cartesian. This gives a simpler (but depending on I, I′) expression of the

Siegel domain realization.

Finally, we introduce coordinates. Let vJ be the positive generator of

∧2J ≃ Z. We choose an isotropic vector lJ ∈ U(I)Q with (vJ , lJ) = 1.

This defines a splitting U(I)Q ≃ UQ ⊕ KQ where KQ = V(J)Q ⊗ IQ, which

determines a splitting of (5.4). Accordingly, we express a point of U(I)C ≃
ClJ × KC × CvJ as

(5.5) Z = (τ, z,w) = τlJ + z + wvJ , z ∈ KC, τ,w ∈ C.

In this coordinates, the I-directed Siegel domain realization (5.4) is ex-

pressed by

(τ, z,w) 7→ (τ, z) 7→ τ.
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The w-component gives coordinates on the π1-fibers (≃ U(J)C), and τ gives

coordinates on the base U(I)C/U(J)⊥
C
≃ U(J)∨

C
. The images of the embed-

dings

D(J) ֒→ U(I)C, VJ ֒→ U(I)C/U(J)C, HJ ֒→ U(I)C/U(J)⊥C

are all defined by the inequality Im(τ) > 0, and the tube domainDI ⊂ U(I)C
is defined by the inequalities

−(Im(z), Im(z)) < 2 Im(τ) · Im(w), Im(τ) > 0.

Thus the choice of I, I′, lJ defines a passage from the canonical presentation

(5.3) to a more classical presentation of the Siegel domain realization.

Remark 5.1. The choice of I′ and lJ is almost equivalent to the choice

of an embedding 2UQ ֒→ LQ compatible with IQ ⊂ JQ. More precisely, we

choose one of the two generators of I ≃ Z, say vI. Let v′
I
∈ I′
Q

be the dual

vector of vI in I′
Q

. We can write vJ = ṽJ ⊗vI and lJ = l̃J⊗vI for some vectors

ṽJ ∈ (I′
Q

)⊥ ∩ JQ and l̃J ∈ (I′
Q

)⊥ ∩ I⊥
Q

. This defines an embedding 2UQ ֒→ LQ
compatible with IQ ⊂ JQ by sending

e1 7→ vI, f1 7→ v′I, e2 7→ ṽJ , f2 7→ l̃J .

5.2. Jacobi group

In this section we describe the rational/real Jacobi group of the J-cusp

and its action on the Siegel domain realization.

Let F = Q, R. Let Γ(J)F be the subgroup of the stabilizer of JF in

O(LF) acting trivially on ∧2JF and V(J)F. We call Γ(J)F the Jacobi group

for J over F. (It is certainly useful to take into account the action on V(J)F,

but here we refrain from doing so for simplicity of exposition.) The Jacobi

group has the canonical filtration

U(J)F ⊂ W(J)F ⊂ Γ(J)F

defined by

W(J)F = Ker(Γ(J)F → SL(JF)),

U(J)F = Ker(Γ(J)F → GL(J⊥F )).

The group U(J)F consists of the Eichler transvections El⊗l′ for l, l′ ∈ JF.

Since El′⊗l = E−l⊗l′ , U(J)F is canonically isomorphic to ∧2JF. This justifies

our use of the notation U(J)F . We also have the canonical isomorphism

V(J)F ⊗ JF → W(J)F/U(J)F , m ⊗ l 7→ Em̃⊗l mod U(J)F ,

where m̃ ∈ J⊥
F

is a lift of m ∈ V(J)F. The linear space V(J)F ⊗ JF has a

canonical U(J)F-valued symplectic form as the tensor product of the qua-

dratic form on V(J)F and the canonical ∧2JF-valued symplectic form on JF.
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We thus have the canonical exact sequences

(5.6) 0→ W(J)F → Γ(J)F → SL(JF)→ 1,

0→ U(J)F → W(J)F → V(J)F ⊗ JF → 0.

The group U(J)F is the center of Γ(J)F , and W(J)F is the unipotent radical

of Γ(J)F . The first sequence (5.6) splits if we choose an embedding 2UF ֒→
LF compatible with JF and hence a splitting LF ≃ (JF ⊕ J∨

F
) ⊕ V(J)F as in

(5.1):

(5.7) Γ(J)F ≃ SL(JF) ⋉W(J)F.

Here the lifted group SL(JF) ⊂ Γ(J)F acts on the component JF ⊕ J∨
F

in the

natural way. The adjoint action of SL(JF) on W(J)F/U(J)F ≃ V(J)F ⊗ JF

is the tensor product of the natural action of SL(JF) on JF and the trivial

action on V(J)F. The group W(J)F is isomorphic to the Heisenberg group

for the symplectic space V(J)F ⊗ JF with center U(J)F . We call W(J)F the

Heisenberg group for J over F.

If I is a rank 1 primitive sublattice of J, we have

(5.8) U(J)F ⊂ U(I)F ⊂ Γ(J)F ,

as can be seen from the definitions. In U(I)F = (I⊥/I)F ⊗ IF , U(J)F cor-

responds to the isotropic line (J/I)F ⊗ IF . We also have W(J)F ⊂ Γ(I)F

and

U(I)F ∩W(J)F = U(J)⊥F = (J⊥/I)F ⊗ IF .

The image of W(J)F in O(V(I)F) is the group of Eichler transvections of

V(I)F with respect to the isotropic line (J/I)F .

The Jacobi group Γ(J)F preserves the Siegel domain realization (5.3) by

definition. The actions of the factors U(J)F , W(J)F/U(J)F , SL(JF) of Γ(J)F

on the spaces in (5.3) are described as follows.

(1) The group U(J)F acts on VJ trivially. The projection D(J) → VJ

is a principal U(J)C-bundle, where U(J)C = ∧2JC is the group of Eichler

transvections El⊗l′ with l, l′ ∈ JC.

(2) The Heisenberg group W(J)F acts on HJ trivially. The quotient

W(J)F/U(J)F ≃ V(J)F ⊗ JF acts on the fibers of VJ → HJ by transla-

tion. More precisely, if τ is a point of HJ ⊂ PJ∨
C

and JC = J1,0 ⊕ J0,1 is the

corresponding Hodge decomposition of JC (where J1,0 is the kernel), the

fiber of OHJ
(1) over τ is JC/J

1,0. So the fiber (VJ)τ ofVJ over τ is an affine

space for V(J)⊗C (JC/J
1,0). On the other hand, we have a natural projection

V(J)R ⊗R JR → V(J) ⊗C (JC/J
1,0) which is an R-isomorphism. Then the

action of an element of W(J)R/U(J)R ≃ V(J)R ⊗R JR on the affine space

(VJ)τ is the translation by its projection image in V(J) ⊗C (JC/J
1,0).

(3) To describe the action of SL(JF), we take an embedding 2UF ֒→
LF compatible with JF. As explained before, this induces an isomorphism
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VJ ≃ V(J) ⊗ OHJ
(1) and a lift SL(JF) ֒→ Γ(J)F . Then the lifted group

SL(JF) acts onVJ by its equivariant action on OHJ
(1).

5.3. Partial toroidal compactification

Let Γ be a finite-index subgroup of O+(L). We take the intersection of

Γ(J)Q, W(J)Q, U(J)Q with Γ and denote them by

Γ(J)Z = Γ(J)Q ∩ Γ, W(J)Z = W(J)Q ∩ Γ, U(J)Z = U(J)Q ∩ Γ.
By the orientation on J, we have a distinguished isomorphism U(J)Z ≃ Z.

We also denote by Γ(J)∗
Z

the stabilizer of J in Γ. The integral Jacobi group

Γ(J)Z is of finite index in Γ(J)∗
Z

because

Γ(J)∗Z/Γ(J)Z ֒→ O(J⊥/J)

and O(J⊥/J) is a finite group. If Γ is neat, we have Γ(J)∗
Z
= Γ(J)Z.

We put

Γ(J)Z = Γ(J)Z/U(J)Z, Γ(J)F = Γ(J)F/U(J)Z

for F = Q,R. These quotients make sense because U(J)F is the center of

Γ(J)F . By definition we have the canonical exact sequence

0→ W(J)Z/U(J)Z → Γ(J)Z → Γ(J)Z/W(J)Z → 1,

which is canonically embedded in the quotient of (5.6) by U(J)F : more

specifically, Γ(J)Z/W(J)Z is embedded in SL(J) as a finite-index subgroup,

and W(J)Z/U(J)Z is embedded in V(J)Q ⊗ JQ as a full lattice.

Let T (J) = U(J)C/U(J)Z ≃ C∗ be the 1-dimensional torus defined by

U(J)Z. We denote by T (J) ≃ C the natural partial compactification of T (J).

We take the quotient ofD ⊂ D(J) by U(J)Z:

X(J) = D/U(J)Z, T (J) = D(J)/U(J)Z.

Then T (J) is a principal T (J)-bundle overVJ , which contains X(J) as a fi-

bration of punctured discs. Let T (J) = T (J)×T (J) T (J) be the relative torus

embedding. This has the structure of a line bundle onVJ: the scalar multi-

plication on each fiber is given by the action of T (J) ≃ C∗, and the sum is

determined by the scalar multiplication because the fiber is 1-dimensional.

The group Γ(J)R acts on T (J) naturally, and this extends to an action on

T (J). The fact that Γ(J)R commutes with U(J)C implies that the action of

Γ(J)R on T (J) is an equivariant action on the line bundle.

Let X(J) be the interior of the closure of X(J) in T (J). We call X(J)

the partial toroidal compactification of X(J). This is a disc bundle overVJ

obtained by filling the origins in the punctured disc bundleX(J)→ VJ . Let

∆J be the boundary divisor of X(J). This is naturally isomorphic toVJ . We

denote byΘJ the conormal bundle of ∆J inX(J). This is a Γ(J)R-equivariant



5.4. CANONICAL EXTENSION 61

line bundle on ∆J . (Although the subgroup U(J)R/U(J)Z of Γ(J)R acts on

∆J trivially, it acts on the fibers of ΘJ by rotations.)

Lemma 5.2. We have a natural Γ(J)R-equivariant isomorphism Θ∨ ≃
T (J) of line bundles on ∆J .

Proof. Since ∆J is the zero section of the line bundle T (J), its normal

bundle in X(J) is the same as the normal bundle in T (J), which is isomor-

phic to T (J) itself. �

The partial compactification X(J) already appears in essence in the par-

tial compactifications X(I)Σ for I ⊂ J considered in §3.5.1. Recall that the

isotropic ray σJ = (U(J)R)≥0 appears in every Γ(I)Z-admissible fan Σ as in

§3.5.1. Since U(J)Z ⊂ U(I)Z, we have a natural étale map X(J) → X(I)

which is a free quotient map by U(I)Z/U(J)Z.

Lemma 5.3. The map X(J) → X(I) extends to an étale map X(J) →
X(I)Σ. The image of ∆J is a Zariski open set of the boundary divisor of

X(I)Σ associated to the isotropic ray σJ .

Proof. SinceD(J) ⊂ Q(I), we have the following commutative diagram

(cf. §5.1.2):

T (J)
� � /

��

Q(I)/U(J)Z //

��

T (I)

��
VJ

� � / Q(I)/U(J)C // T (I)/T (J).

Here the vertical maps are principal T (J)-bundles, and the two right hori-

zontal maps are free quotients by U(I)Z/U(J)Z. The two squares are carte-

sian: the right is the pullback of a principal T (J)-bundle to a U(I)Z/U(J)Z-

cover, and the left is the restriction to an open set. Since the upper row is

T (J)-equivariant, it extends to

T (J) ֒→ (Q(I)/U(J)Z) ×T (J) T (J)→ T (I) ×T (J) T (J).

The second map is still a free quotient by U(I)Z/U(J)Z. The image of

∆J ⊂ T (J) by this map is an open set of the (unique) boundary divisor

of T (I) ×T (J) T (J). Since T (I) ×T (J) T (J) is the torus embedding of T (I)

associated to the ray σJ , it is a Zariski open set of T (I)Σ. Thus we obtain

an étale map T (J) → T (I)Σ which maps ∆J to an open set of the boundary

divisor of T (I)Σ corresponding to σJ . �

5.4. Canonical extension

In this section, which is the central part of §5, we extend the automor-

phic vector bundles Eλ,k over X(J). This is an explicit form of Mumford’s
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canonical extension [37] which is suitable for dealing with the Fourier-

Jacobi expansion. We use the same notationsL, E, Eλ, Eλ,k for the descends

of these vector bundles to X(J). They are Γ(J)R-equivariant vector bundles

on X(J).

We choose an adjacent 0-dimensional cusp I ⊂ J. Since U(J)Z ⊂ Γ(I)R,

the I-trivialization Eλ,k ≃ V(I)λ,k ⊗ OD over D descends to an isomor-

phism Eλ,k ≃ V(I)λ,k ⊗ OX(J) over X(J) = D/U(J)Z. Thus we still

have the I-trivialization over X(J). This is equivariant with respect to

(Γ(I)R ∩ Γ(J)R)/U(J)Z. We extend Eλ,k to a vector bundle over X(J)

(still use the same notation) by requiring that this isomorphism extends to

Eλ,k ≃ V(I)λ,k ⊗ OX(J). We call it the canonical extension of Eλ,k over X(J).

This is the pullback of the canonical extension over X(I)Σ defined in §3.5.3

by the gluing mapX(J)→ X(I)Σ in Lemma 5.3. By construction, the frame

of Eλ,k over X(J) corresponding to a basis of V(I)λ,k via the I-trivialization

extends to a frame of the extended bundle over X(J).

Proposition 5.4. The canonical extension of Eλ,k over X(J) defined

above does not depend on the choice of I. The action of Γ(J)R on Eλ,k
over X(J) extends to action on the canonical extension of Eλ,k over X(J).

The proof of this proposition amounts to the following assertion.

Lemma 5.5. The factor of automorphy of the Γ(J)R-action on Eλ,k with

respect to the I-trivialization is constant on each fiber of π1 : D → VJ . In

particular, if I′ is another R-line in JR, the difference of the I-trivialization

and the I′-trivialization at [ω] ∈ D as the composition map

(5.9) V(I)λ,k → (Eλ,k)[ω] → V(I′)λ,k

is constant on each π1-fiber.

Proof. Let j(γ, [ω]) be the factor of automorphy in question. This is a

GL(V(I)λ,k)-valued function on Γ(J)R × D. What has to be shown is that

j(γ, [ω]) = j(γ, [ω′]) if π1([ω]) = π1([ω′]). We consider the natural exten-

sion of Eλ,k overD(J), on which the group U(J)C · Γ(J)R acts equivariantly.

Note that U(J)C commutes with Γ(J)R. We can write [ω′] = g[ω] for some

g ∈ U(J)C. Since U(J)C acts trivially on IC and V(I), we have j(g, ·) ≡ id.

Therefore

j(γ, g[ω]) = j(γg, [ω]) = j(gγ, [ω]) = j(γ, [ω]).

As for the second assertion, we choose γ ∈ Γ(J)R with γ(IR) = I′. Then

(5.9) coincides with the isomorphism

γ ◦ j(γ−1, [ω]) : V(I)λ,k → V(I)λ,k → V(I′)λ,k.

Hence the constancy of j(γ−1, [ω]) over π1-fibers implies that of (5.9). �
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Now we can prove Proposition 5.4.

(Proof of Proposition 5.4). Let I, I′ be two rank 1 primitive sublattices

of J. By the second assertion of Lemma 5.5, the difference of the I-

trivialization and the I′-trivialization

(5.10) V(I)λ,k ⊗ OX(J) → Eλ,k → V(I′)λ,k ⊗ OX(J),

viewed as a GL(n,C)-valued holomorphic function on X(J) via basis of

V(I)λ,k and V(I′)λ,k, is constant on each fiber of X(J) → VJ . Therefore it

extends to a GL(n,C)-valued holomorphic function overX(J). This implies

that (5.10) extends to an isomorphism

V(I)λ,k ⊗ OX(J) → V(I′)λ,k ⊗ OX(J)

over X(J). Thus the two extensions agree.

Extendability of the Γ(J)R-action on Eλ,k can be verified as follows. Let

γ ∈ Γ(J)R. The γ-action on Eλ,k sends a frame corresponding to a basis of

V(I)λ,k via the I-trivialization to a frame corresponding to a basis of V(γI)λ,k
via the γI-trivialization. By Lemma 5.5 again, the latter extends to a frame

over X(J) also in the I-trivialization. Thus γ sends an extendable frame to

an extendable frame. This means that the γ-action extends over X(J). �

The fact that the canonical extension comes with an I-trivialization (but

independent of it) enables us to develop the theory of Fourier-Jacobi expan-

sion (§7) in an intrinsic but still explicit way. The following property will

play a fundamental role in §7.

Proposition 5.6. Let π1 : X(J) → VJ ≃ ∆J be the projection. Then we

have a Γ(J)R-equivariant isomorphism Eλ,k ≃ π∗1(Eλ,k|∆J
) over X(J).

Proof. We fix a rank 1 primitive sublattice I ⊂ J and let j(γ, [ω]) be

the factor of automorphy of the Γ(J)R-action on Eλ,k with respect to the I-

trivialization. By Lemma 5.5, the GL(V(I)λ,k)-valued function j(γ, [ω]) on

Γ(J)R×X(J) descends to a GL(V(I)λ,k)-valued function on Γ(J)R×∆J . This

gives the factor of automorphy of the Γ(J)R-action on Eλ,k|∆J
with respect to

the I-trivialization Eλ,k|∆J
≃ V(I)λ,k ⊗ O∆J

. The fact that its pullback agrees

with the factor of automorphy of Eλ,k implies that the composition

π∗1(Eλ,k|∆J
)→ π∗1(V(I)λ,k ⊗ O∆J

) ≃ V(I)λ,k ⊗ OX(J) → Eλ,k

gives a Γ(J)R-equivariant isomorphism π∗
1
(Eλ,k|∆J

)→ Eλ,k over X(J), where

the first isomorphism is the pullback of the I-trivialization over ∆J , and the

last isomorphism is the I-trivialization over X(J). �
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Remark 5.7. By the proof, we have the following commutative diagram:

π∗1(Eλ,k|∆J
) //

��

Eλ,k

��
π∗1(V(I)λ,k ⊗ O∆J

) // V(I)λ,k ⊗ OX(J).

Here the upper arrow is the isomorphism in Proposition 5.6, the vertical

arrows are the I-trivializations, and the lower arrow is the natural isomor-

phism.

Remark 5.8. Although the canonical extension at the level of X(J) still

has a trivialization (by construction), this no longer holds when passing to

the full toroidal compactifications (§5.6). Around ∆J we need to further

take the quotient by Γ(J)Z, which does not preserve the trivialization.

5.5. The Hodge line bundle at the boundary

In this section we study the Hodge line bundle L relative to the J-cusp

and show that its canonical extension can be understood more directly. Let

LJ = OHJ
(−1) = OP(L/J⊥)C(−1)|HJ

be the Hodge bundle over the upper half plane HJ . The group Γ(J)R acts on

LJ equivariantly via the natural map Γ(J)R → SL(JR). Let π = π2◦π1 : D →
HJ be the projection fromD to HJ .

Lemma 5.9. We have a Γ(J)R-equivariant isomorphism L ≃ π∗LJ over

D.

Proof. Recall that π is restriction of the projection PLC d P(L/J
⊥)C.

Since this is induced by the linear map LC → (L/J⊥)C, we have a natural

isomorphism π∗OP(L/J⊥)C(−1) ≃ OPLC(−1) over PLC − PJ⊥
C

. By restricting

this isomorphism to D, we obtain L ≃ π∗LJ . Since the projection LC →
(L/J⊥)C is Γ(J)R-equivariant, so is the isomorphism L ≃ π∗LJ . �

The fiber of π∗LJ over [ω] ∈ D is the image of the projection Cω →
(L/J⊥)C, and the isomorphism L → π∗LJ over [ω] is identified with the

natural map Cω→ Im(Cω→ (L/J⊥)C).

The projectionD → HJ descends to X(J)→ HJ and extends toX(J)→
HJ naturally. We denote it again by π : X(J) → HJ . The isomorphism in

Lemma 5.9 descends to a Γ(J)R-equivariant isomorphism L ≃ π∗LJ |X(J)

over X(J). We have respective extension of both sides over X(J): for L
the canonical extension constructed in §5.4, and for π∗LJ |X(J) the natural

extension π∗LJ. It turns out that these two extensions agree:
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Proposition 5.10. The isomorphismL ≃ π∗LJ |X(J) over X(J) extends to

a Γ(J)R-equivariant isomorphism between the canonical extension ofL and

π∗LJ over X(J). In particular, we have L|∆J
≃ π∗

2
LJ over ∆J .

Proof. We choose a rank 1 primitive sublattice I ⊂ J. Recall that the

canonical extension of L is defined via the I-trivialization of L, which we

denote by ιI : L ≃ I∨
C
⊗OX(J). On the other hand, we also have a trivialization

ι′
I
: LJ ≃ I∨

C
⊗ OHJ

of LJ = OHJ
(−1) over HJ ⊂ P(L/J⊥)C induced by the

pairing between (L/J⊥)C and IC. The natural extension π∗LJ of π∗LJ |X(J)

over X(J) coincides with the extension via the trivialization

(5.11) π∗LJ |X(J)

π∗ι′
I→ π∗(I∨C ⊗ OHJ

)|X(J) = I∨C ⊗ OX(J),

because π∗ι′
I

is defined over X(J).

We observe that the composition of (5.11) with the isomorphism L ≃
π∗LJ |X(J) in Lemma 5.9 coincides with the I-trivialization ιI ofL: this is just

the remark that taking the pairing of a vector ω ∈ LC with IC (this is ιI) is the

same as projecting ω to (L/J⊥)C (this is L → π∗LJ) and then taking pairing

with IC (this is π∗ι′
I
). From this coincidence, we see that the isomorphism in

Lemma 5.9 extends to an isomorphism over X(J) from the extension of L
via ιI (this is the canonical extension of L) to the extension of π∗LJ |X(J) via

π∗ι′
I

(this is π∗LJ). The Γ(J)R-equivariance holds by continuity. �

Thus the canonical extension ofL defined in §5.4 via the I-trivialization

can be understood more directly as the canonical (verbatim) extension π∗LJ

of π∗LJ |X(J).

Remark 5.11. By the proof of Proposition 5.10, LJ is endowed with

the I-trivialization I∨
C
⊗ OHJ

→ LJ induced by the pairing between (L/J⊥)C
and IC, and its pullback by π agrees with the I-trivialization of L via the

isomorphism L ≃ π∗LJ .

5.6. Toroidal compactification

In this section we recall the (full) toroidal compactifications of the mod-

ular variety F (Γ) = Γ\D following [2]. While this provides a background

for our geometric approach, logically it will be used only in §10 in a rather

auxiliary way, so the reader may skip it for the moment.

The data for constructing a toroidal compactification ofF (Γ) is a collec-

tion Σ = (ΣI) of Γ(I)Z-admissible rational polyhedral cone decomposition

of C+
I
⊂ U(I)R in the sense of §3.5.1, one for each Γ-equivalence class of

rank 1 primitive isotropic sublattices I of L. Two fans ΣI, ΣI′ for different Γ-

equivalence classes I, I′ are independent, and no choice is required for rank
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2 isotropic sublattices J (it is canonical). Then the toroidal compactification

is defined by

F (Γ)Σ =















D⊔
⊔

I

X(I)ΣI ⊔
⊔

J

X(J)















/ ∼,

where I (resp. J) run over all primitive isotropic sublattices of L of rank 1

(resp. rank 2), and ∼ is the equivalence relation generated by the following

étale maps:

(1) The γ-action D → D, X(I)ΣI → X(γI)ΣγI , X(J) → X(γJ) for

γ ∈ Γ.
(2) The gluing maps D → X(I)ΣI , D → X(J) and X(J) → X(I)ΣI for

I ⊂ J as in Lemma 5.3.

By [2] §III.5, F (Γ)Σ is a compact Moishezon space which contains F (Γ) as

a Zariski open set and has a morphism F (Γ)Σ → F (Γ)bb to the Baily-Borel

compactification. We have natural maps

(5.12) X(I)ΣI/Γ(I)Z → F (Γ)Σ, X(J)/(Γ(J)∗Z/U(J)Z)→ F (Γ)Σ.

These maps are isomorphims in a neighborhood of the locus of boundary

points lying over the I-cusp and the J-cusp respectively (see [2] p.175). We

may choose Σ so that F (Γ)Σ is projective. When Γ is neat and each fan ΣI

is regular, i.e., every cone is generated by a part of a Z-basis of U(I)Z, then

F (Γ)Σ is nonsingular ([2] §III.7).

Next we explain the canonical extension of Eλ,k over F (Γ)Σ (cf. [37]).

We assume that Γ is neat and Σ is regular. Then not only Γ itself but also

Γ(I)Z and Γ(J)∗
Z
/U(J)Z = Γ(J)Z are torsion-free, so the quotient map

D⊔
⊔

I

X(I)ΣI ⊔
⊔

J

X(J)→ F (Γ)Σ

is étale. The vector bundle Eλ,k is initially defined over D and hence over

D ⊔⊔

I X(I) ⊔⊔

J X(J). In §3.5.3 and §5.4, we constructed the canonical

extension of Eλ,k over X(I)ΣI and X(J) respectively. By construction we

have a natural isomorphism p∗Eλ,k ≃ Eλ,k for a gluing map p in (2) above.

Moreover, we have a natural isomorphism γ∗Eλ,k ≃ Eλ,k for the action of

γ ∈ Γ: this is evident for D and X(I)ΣI , while it is assured by Proposition

5.4 for X(J). Since these isomorphisms are compatible with each other, the

extended vector bundle Eλ,k onD⊔⊔I X(I)ΣI⊔⊔J X(J) descends to a vector

bundle on F (Γ)Σ. We denote it again by Eλ,k. This is the same as extending

Eλ,k on F (Γ) over the boundary of F (Γ)Σ by using the local charts (5.12).

Proposition 5.12. For Γ neat, we have Mλ,k(Γ) = H0(F (Γ)Σ,Eλ,k).
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Proof. We have the natural inclusion

H0(F (Γ)Σ,Eλ,k) ֒→ H0(F (Γ),Eλ,k) = Mλ,k(Γ).

It is sufficient to see that this is surjective. Let f ∈ Mλ,k(Γ). As a section of

Eλ,k over X(I), f extends holomorphically over X(I)ΣI by Lemma 3.11. By

the gluing, f extends holomorphically over X(J). Therefore, as a section of

Eλ,k over F (Γ), f extends holomorphically over F (Γ)Σ. �

Let us remark an immediate consequence of this interpretation. We go

back to a general finite-index subgroup Γ of O+(L). For a fixed λ, the direct

sum
⊕

k≥0
Mλ,k(Γ) is a module over the ring

⊕

k≥0
Mk(Γ) of scalar-valued

modular forms.

Proposition 5.13. For each λ, the module
⊕

k
Mλ,k(Γ) is finitely gener-

ated over the ring
⊕

k
Mk(Γ).

Proof. We may assume that Γ is neat by replacing the given Γ by its

neat subgroup of finite index. We take a smooth toroidal compactification

F (Γ)Σ as above and let π : F (Γ)Σ → F (Γ)bb be the projection to the Baily-

Borel compactification. Then L⊗n = π∗O(1) for an ample line bundle O(1)

on F (Γ)bb by [37] Proposition 3.4 (b). (In fact, L itself descends, but we

do not need that.) It suffices to show that for each 0 ≤ k0 < n, the module
⊕

k
Mλ,k0+nk(Γ) is finitely generated over

⊕

k
Mnk(Γ). By Proposition 5.12,

we have
⊕

k≥0

Mλ,k0+nk(Γ) =
⊕

k≥0

H0(F (Γ)Σ, Eλ,k0
⊗ π∗O(k))

≃
⊕

k≥0

H0(F (Γ)bb, π∗Eλ,k0
⊗ O(k))

where the second isomorphism follows from the projection formula for

π. Since F (Γ)bb is projective, the last module is finitely generated over
⊕

k
H0(F (Γ)bb,O(k)) =

⊕

k
Mnk(Γ) by a general theorem of Serre (see,

e.g., [38] p.128). �





CHAPTER 6

Geometry of Siegel operators

Let L be a lattice of signature (2, n) with n ≥ 3 and Γ be a finite-index

subgroup of O+(L). Let λ = (λ1 ≥ · · · ≥ λn) be a partition expressing

an irreducible representation of O(n,C). We assume λ , 1, det. This in

particular implies λn = 0 and so tλ1 < n. In Proposition 3.7, we proved that

a modular form f ∈ Mλ,k(Γ) always vanishes at all 0-dimensional cusps.

In this chapter we study the restriction of f to a 1-dimensional cusp, an

operation usually called the Siegel operator.

Let J be a rank 2 primitive isotropic sublattice of L, which we fix

throughout this chapter. A traditional way to define the Siegel operatorΦJ at

the J-cusp is to choose a 0-dimensional cusp I ⊂ J, take the I-trivialization

and the coordinates (τ, z,w) as in §5.1.2, and set

(6.1) (ΦJ f )(τ) = lim
t→∞

f (τ, 0, it), τ ∈ H.

In this way it is easy to define the Siegel operator, but we have to check the

modularity of ΦJ f and calculate its reduced weight after defining it.

In this chapter we take a more geometric approach working directly with

the automorphic vector bundle Eλ,k. This improves the geometric under-

standing of the Siegel operator, and tells us a priori the modularity of ΦJ f

and its weight. We work with the partial toroidal compactification X(J),

rather than with the Baily-Borel compactification, because the boundary

structure ofX(J) is easier to handle and Eλ,k extends to a vector bundle over

X(J) as we have seen in §5. We also wanted to put the Siegel operator on

the same ground as the Fourier-Jacobi expansion (§7). Understanding the

Siegel operator at the level of toroidal compactification will be useful in

some geometric applications.

Let ∆J be the boundary divisor of X(J) and π2 : ∆J → HJ be the projec-

tion to the J-cusp. Let LJ be the Hodge bundle on HJ . For V(J) = (J⊥/J)C
we denote by V(J)λ′ the irreducible representation of O(V(J)) ≃ O(n−2,C)

with partition λ′ = (λ2 ≥ · · · ≥ λn−1). Our result is summarized as follows.

Theorem 6.1. Let λ , 1, det. There exists a Γ(J)R-invariant sub vector

bundle EJ
λ of Eλ with the following properties.

(1) EJ
λ extends to a sub vector bundle of the canonical extension of Eλ

over X(J).

69
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(2) We have a Γ(J)R-equivariant isomorphism EJ
λ|∆J
≃ π∗2L

⊗λ1

J
⊗ V(J)λ′ .

(3) If f is a Γ-modular form of weight (λ, k), its restriction to ∆J as a

section of Eλ,k takes values in the sub vector bundle EJ
λ⊗L⊗k|∆J

≃ π∗2L
⊗k+λ1

J
⊗

V(J)λ′ of Eλ,k|∆J
.

In particular, we have

f |∆J
= π∗2(ΦJ f )

for a V(J)λ′-valued cusp form ΦJ f of weight k + λ1 on HJ with respect to

the image of Γ(J)Z → SL(J). If f =
∑

l a(l)ql is the Fourier expansion of f

at a 0-dimensional cusp I ⊂ J, the Fourier expansion of ΦJ f at the I-cusp

of HJ is given by

(6.2) (ΦJ f )(τ) =
∑

l∈σJ∩U(I)∨
Z

a(l)e((l, τ)), τ ∈ HJ ⊂ U(I)C/U(J)⊥C ,

where σJ = (U(J)R)≥0 is the isotropic ray in U(I)R corresponding to J.

In (6.2), the pairing (l, τ) for l ∈ σJ and τ ∈ HJ is the natural pair-

ing between U(J)C and U(I)C/U(J)⊥
C

. (This τ ∈ HJ is different from the

coordinate τ ∈ H in §5.1.2, but rather is identified with the point τlJ there.)

A point here is that the vector bundle Eλ,k “reduces” to the sub vector

bundle EJ
λ ⊗ L⊗k at the boundary divisor ∆J . This is the difference with

the Siegel operator in the scalar-valued case. This reduction corresponds to

the reduction λ { λ1 ⊠ λ
′ of the weight, and makes it possible to descend

f |∆J
to HJ . Roughly speaking, this reduction occurs as a result of taking the

direct image of Eλ,k to the Baily-Borel compactification. In this way, the

naive Siegel operator (6.1) can be more geometrically understood as

restriction to ∆J + reduction to EJ
λ ⊗ L⊗k + descend to HJ .

The sub vector bundle EJ
λ will be taken up again in §8.3 from the viewpoint

of a filtration on Eλ.
In §6.1 we prepare some calculations related to EJ

λ. In §6.2 we define

EJ
λ and prove the properties (1), (2) in Theorem 6.1. The Siegel operator ΦJ

is defined in §6.3, and the remaining assertions of Theorem 6.1 are proved

there.

6.1. Invariant part for a unipotent group

This section is preliminaries for introducing the Siegel operator. We

prove that the Fourier coefficients of a modular form in the J-ray are con-

tained in the invariant subspace for a certain unipotent subgroup of O(n,C),

and study this space as a representation of C∗ × O(n − 2,C).

Let F = Q,R. Let W(J)F ⊂ Γ(J)F be the Heisenberg group and the

Jacobi group for J over F defined in §5.2. We choose a rank 1 primitive
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sublattice I of J, and also a rank 1 sublattice I′ of L with (I, I′) , 0. Let

Γ(I, J)F = Γ(J)F ∩ Ker(Γ(I)F → GL(I)).

By definition Γ(I, J)F consists of isometries of LF which act trivially on

IF , JF/IF and V(J)F = (J⊥/J)F. As a subgroup of Γ(J)F , Γ(I, J)F con-

tains W(J)F , and the quotient Γ(I, J)F/W(J)F ≃ F is the subgroup of

Γ(J)F/W(J)F ≃ SL(JF) which acts trivially on IF .

As a subgroup of Γ(I)F , Γ(I, J)F contains the unipotent radical U(I)F of

Γ(I)F by (5.8). Let U(J/I)F be the subgroup of O(V(I)F) acting trivially on

JF/IF and V(J)F. Then U(J/I)F is the image of Γ(I, J)F in O(V(I)F). This

is also the image of W(J)F in O(V(I)F). From (3.11), we have the exact

sequence

(6.3) 0→ U(I)F → Γ(I, J)F → U(J/I)F → 0.

By (1.3), the group U(J/I)F is the unipotent radical of the stabilizer of JF/IF

in O(V(I)F) and consists of the Eichler transvections of V(I)F with respect

to JF/IF. We have a canonical isomorphism

U(J/I)F ≃ V(J)F ⊗F (JF/IF).

We define U(J/I)C < O(V(I)) similarly.

Now let f be a modular form of weight (λ, k) with respect to Γ, and

f =
∑

l a(l)ql be its Fourier expansion at I. We are interested in the Fourier

coefficients a(l) ∈ V(I)λ,k for l in the isotropic ray σJ = ((J/I)R ⊗ IR)≥0

corresponding to J. We denote by

V(I)U
λ = V(I)

U(J/I)C
λ

the invariant subspace of V(I)λ for the unipotent subgroup U(J/I)C of

O(V(I)), and put

V(I)U
λ,k = V(I)U

λ ⊗ (I∨C)⊗k ⊂ V(I)λ,k.

Lemma 6.2. If l ∈ U(I)∨
Z
∩ σJ , then a(l) ∈ V(I)U

λ,k
.

Proof. We take the splitting of (6.3) for F = Q following (3.12), and

accordingly express elements of Γ(I, J)Q as (γ1, α) where γ1 ∈ U(J/I)Q ⊂
O(V(I)Q) and α ∈ U(I)Q. (In the notation (3.14), this is (γ1 ⊗ idI, 1, α).)

There exists a finite-index subgroup H of Γ(I, J)Q ∩ Γ such that α ∈ U(I)Z
for every element (γ1, α) of H. The group Γ(I, J)Q acts trivially on the

isotropic ray σJ . Therefore, if l ∈ U(I)∨
Z
∩ σJ , we see from Proposition 3.6

that

a(l) = a(γ1l) = γ1(a(l))

for every element (γ1, α) of H. Here γ1 ∈ U(J/I)Q acts on V(I)λ,k by its

natural action on V(I)λ. This equality means that a(l) is contained in the

H-invariant subspace V(I)H
λ,k = V(I)H

λ ⊗ (I∨
C

)⊗k of V(I)λ,k. The image of H by
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the projection Γ(I, J)Q → U(J/I)Q, (γ1, α) 7→ γ1, is a full lattice in U(J/I)Q.

In particular, it is Zariski dense in U(J/I)C. This shows that V(I)H
λ = V(I)U

λ ,

and so a(l) ∈ V(I)U
λ,k

. �

Let P(J/I)C be the stabilizer of the isotropic line JC/IC ⊂ V(I) in

O(V(I)). Then U(J/I)C is the unipotent radical of P(J/I)C and sits in the

exact sequence (cf. (1.3))

(6.4) 0→ U(J/I)C → P(J/I)C → GL(JC/IC) × O(V(J))→ 1.

Therefore V(I)U
λ is a representation of

GL(JC/IC) × O(V(J)) ≃ C∗ × O(n − 2,C) ≃ SO(2,C) × O(n − 2,C).

Proposition 6.3. Let λ , det. As a representation of C∗ × O(V(J)) we

have

V(I)U
λ ≃ χλ1

⊠ V(J)λ′ ,

where χλ1
is the character of C∗ of weight λ1 and V(J)λ′ is the irreducible

representation of O(V(J)) associated to the partition λ′ = (λ2 ≥ · · · ≥ λn−1).

Proof. This is purely a representation-theoretic calculation. Let us first

rewrite the setting. Let V = Cn be an n-dimensional quadratic space over C

with a basis e1, · · · , en such that (ei, e j) = 1 if i + j = n + 1 and (ei, e j) = 0

otherwise. Let P be the stabilizer of the isotropic line Ce1 in O(V) and let

V ′ = 〈e2, · · · , en−1〉. Then

P = (C∗ × O(V ′)) ⋉ U,

where C∗ = SO(〈e1, en〉) ≃ GL(Ce1) and U is the group of unipotent matri-

ces


















1 −v∨ −(v, v)/2
0 In−2 v

0 0 1



















v ∈ V ′.

The problem is to calculate the U-invariant part VU
λ of Vλ as a representation

of C∗ × O(V ′).

Step 1. There exists a C∗ × O(V ′)-equivariant embedding χλ1
⊠ V ′λ′ ֒→

VU
λ .

Proof. We write

W0 = ∧
tλ1V ⊗ · · · ⊗ ∧tλλ1 V,

W ′
0 = ∧

tλ1−1V ′ ⊗ · · · ⊗ ∧tλλ1−1V ′,

W1 = (Ce1 ∧ ∧
tλ1−1V ′) ⊗ · · · ⊗ (Ce1 ∧ ∧

tλλ1−1V ′).

We have a natural C∗ × O(V ′)-equivariant isomorphism

ι : Ce
⊗λ1

1
⊗W ′

0

≃→ W1 ⊂ W0.
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Recall from (3.1) that Vλ ⊂ W0 and V ′λ′ ⊂ W ′
0
. (Note that the transpose of λ′

is (tλ1 − 1, · · · , tλλ1
− 1).) We shall show that the image of Ce

⊗λ1

1
⊗ V ′λ′ by ι

is contained in VU
λ . Since Ce

⊗λ1

1
≃ χλ1

as a representation of C∗, this would

imply our assertion.

Since U acts on W1 trivially, it does so on ι(Ce
⊗λ1

1
⊗V ′λ′). Thus it suffices

to see that ι(Ce
⊗λ1

1
⊗ V ′λ′) is contained in Vλ. Recall from (3.2) that Vλ and

V ′λ′ respectively contain the vectors

vλ =

λ1
⊗

i=1

(e1 ∧ · · · ∧ etλi
), v′λ′ =

λ1
⊗

i=1

(e2 ∧ · · · ∧ etλi
).

Since ι(e⊗λ1

1
⊗ v′λ′) = vλ, we have O(V ′) · ι(e⊗λ1

1
⊗ v′λ′) ⊂ Vλ. Taking the linear

hull and using the irreducibility of V ′λ′ , we see that ι(Ce
⊗λ1

1
⊗ V ′λ′) ⊂ Vλ. �

For the proof of Proposition 6.3, it thus suffices to prove dim V ′λ′ =
dim VU

λ . We use the restriction to SO(V) ⊂ O(V). We first consider the case

when Vλ remains irreducible as a representation of SO(V). As recalled in

§3.6.1, this occurs exactly when n is odd or n is even with tλ1 , n/2, and

Vλ has highest weight

λ̄ = (λ̄1, · · · , λ̄[n/2]) = (λ1, λ2 − λn−1, · · · , λ[n/2] − λn+1−[n/2])

in this case.

Step 2. When Vλ is irreducible as a representation of SO(V), VU
λ

is irreducible as a representation of SO(V ′) with highest weight λ̄′ =
(λ̄2, · · · , λ̄[n/2]). In particular, we have dim V ′λ′ = dim VU

λ .

Proof. Let B and B′ be the groups of upper triangular matrices in SO(V)

and SO(V ′) respectively (the standard Borel subgroups). Let U0 and U′
0

be

the groups of unipotent matrices in B and B′ respectively. Then U and U′
0

generate U0. Therefore we have

(6.5) V
U0

λ = (VU
λ )U′

0 .

The space V
U0

λ is the highest weight space for the SO(V)-representation Vλ,

while (VU
λ )U′

0 is the highest weight space for the SO(V ′)-representation VU
λ .

The irreducibility of Vλ as an SO(V)-representation implies dim V
U0

λ = 1,

which in turn implies by (6.5) the irreducibility of VU
λ as a representation of

SO(V ′).
We shall calculate the highest weight of VU

λ for SO(V ′). Let T and T ′ be

the groups of diagonal matrices in B and B′ respectively. Then T = C∗×T ′.
The highest weight λ̄ = (λ̄1, · · · , λ̄[n/2]) of the SO(V)-representation Vλ is

the weight of the T -action on the highest weight space V
U0

λ . Therefore T ′

acts by weight λ̄′ = (λ̄2, · · · , λ̄[n/2]) on V
U0

λ . By (6.5), this means that the

highest weight of VU
λ for SO(V ′) is λ̄′. �
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It remains to cover the exceptional case where Vλ gets reducible when

restricted to SO(V), namely n is even and tλ1 = n/2.

Step 3. We have dim V ′λ′ = dim VU
λ even when Vλ is reducible as a

representation of SO(V).

Proof. In this case, the irreducible summands of Vλ have highest weight

λ̄ = λ and λ† respectively. We can argue similarly for each irreducible

summand. This shows that VU
λ as a representation of SO(V ′) has two ir-

reducible summands, of highest weight λ′ = (λ2, · · · , λn/2) and (λ†)′ =
(λ2, · · · ,−λn/2). On the other hand, V ′λ′ is also reducible as a representa-

tion of SO(V ′) with highest weight λ′ and (λ′)† = (λ†)′ by §3.6.1. This

implies that VU
λ ≃ V ′λ′ as SO(V ′)-representations. �

The proof of Proposition 6.3 is now complete. �

6.2. The sub vector bundle EJ
λ

Let λ , det. We define the sub vector bundle EJ
λ of Eλ as the image of

V(I)U
λ ⊗ OD by the I-trivialization ιI : V(I)λ ⊗ OD → Eλ.

Lemma 6.4. The sub vector bundle EJ
λ of Eλ is Γ(J)R-invariant. In par-

ticular, it does not depend on the choice of I.

Proof. Let γ ∈ Γ(J)R. What has to be shown is that the image of V(I)U
λ ⊗

OD by the composition homomorphism

V(I)λ ⊗ OD
ιI→ Eλ

γ
→ Eλ

ι−1
I→ V(I)λ ⊗ OD

is again V(I)U
λ ⊗ OD. This homomorphism coincides with

(6.6) V(I)λ ⊗ OD
γ→ V(γI)λ ⊗ OD

ιγI→ Eλ
ι−1
I→ V(I)λ ⊗ OD,

where ιγI is the γI-trivialization. The image of V(I)U
λ by γ : V(I)λ →

V(γI)λ is V(γI)U
λ , the invariant subspace of V(γI)λ for the unipotent radical

U(γJC/γIC) = U(JC/γIC) of the stabilizer of JC/γIC in O(V(γI)). Therefore

it suffices to show that the homomorphism

ι−1
γI ◦ ιI : V(I)λ ⊗ OD → V(γI)λ ⊗ OD

sends V(I)U
λ ⊗ OD to V(γI)U

λ ⊗ OD.

The problem is pointwise. Let [ω] ∈ D. At the fiber of E over [ω], the

difference of the I-trivialization and the γI-trivialization is the isometry

I⊥C/IC → I⊥C ∩ ω⊥ → ω⊥/Cω→ γI⊥C ∩ ω⊥ → γI⊥C/γIC.
This sends the isotropic line JC/IC of I⊥

C
/IC as

JC/IC → JC ∩ ω⊥ = JC ∩ ω⊥ → JC/γIC.
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Therefore the induced isomorphism O(V(I)) → O(V(γI)) sends the sub-

group U(J/I)C to U(JC/γIC). It follows that the induced isomorphism

(ι−1
γI ◦ ιI)[ω] : V(I)λ → V(γI)λ

sends V(I)U
λ to V(γI)U

λ . �

Recall that the canonical extension of Eλ over the partial toroidal com-

pactification X(J) is defined via the I-trivialization V(I)λ ⊗ OX(J) → Eλ.
Therefore, by construction, EJ

λ extends to a sub vector bundle of the canon-

ical extension of Eλ (again denoted by EJ
λ). The I-trivialization Eλ →

V(I)λ ⊗ OX(J) over X(J) sends EJ
λ to V(I)U

λ ⊗ OX(J).

Proposition 6.5. There exists an SL(JR)-equivariant vector bundleΦJEλ
on HJ such that we have a Γ(J)R-equivariant isomorphism

EJ
λ|∆J
≃ π∗2(ΦJEλ)

of vector bundles on ∆J .

Proof. Let j(γ, [ω]) be the factor of automorphy of the Γ(J)R-action on

EJ
λ with respect to the I-trivialization EJ

λ ≃ V(I)U
λ ⊗OD. This is a GL(V(I)U

λ )-

valued function on Γ(J)R × D. We shall prove the following.

(1) For fixed γ, the function j(γ, [ω]) of [ω] is constant on each fiber

ofD → HJ .

(2) j(γ, [ω]) = id if γ ∈ W(J)R.

Since Γ(J)R/W(J)R ≃ SL(JR), these properties ensure that j(γ, [ω]) de-

scends to a GL(V(I)U
λ )-valued function on SL(JR) × HJ . This function de-

fines the factor of automorphy of an SL(JR)-equivariant vector bundleΦJEλ
on HJ such that EJ

λ ≃ π∗(ΦJEλ) as Γ(J)R-equivariant vector bundles on D.

This gives an isomorphism EJ
λ|∆J
≃ π∗

2
(ΦJEλ) over ∆J .

We first check the property (2). Since W(J)R acts on IR trivially, we see

from Lemma 3.2 that the factor of automorphy of the W(J)R-action on Eλ
with respect to the I-trivialization is given by the natural action of W(J)R
on V(I)λ. Since the image of W(J)R in O(V(I)R) is equal to U(J/I)R, W(J)R
acts on V(I)U

λ trivially by definition. This implies (2).

Next we verify the property (1). The fibers of D → VJ are contained

in U(J)C-orbits inD(J) ⊃ D, and the fibers of ∆J → HJ are W(J)R/U(J)R-

orbits. In particular, the constancy on the fibers of D → VJ would follow

from the constancy on U(J)R-orbits and the identity theorem in complex

analysis for U(J)R ⊂ U(J)C. Thus we are reduced to checking the constancy

on W(J)R-orbits. Let γ ∈ Γ(J)R and g ∈ W(J)R. Then we can calculate

j(γ, g([ω])) = j(γg, [ω]) ◦ j(g, [ω])−1 = j(γg, [ω])

= j(γgγ−1, γ([ω])) ◦ j(γ, [ω]) = j(γ, [ω]).
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In the second and the last equalities we used the property (2) proved above,

with the normality of W(J)R in Γ(J)R in the last equality. The property (1)

is thus proved. �

Remark 6.6. By construction, ΦJEλ is endowed with a trivialization

V(I)U
λ ⊗OHJ

≃ ΦJEλ, whose pullback agrees with the I-trivialization V(I)U
λ ⊗

O∆J
≃ EJ

λ|∆J
of EJ

λ over ∆J .

We can calculate the weights of ΦJEλ by using Proposition 6.3. Let LJ

be the Hodge bundle on HJ .

Proposition 6.7. There exists an SL(JR)-equivariant isomorphism

(6.7) ΦJEλ ≃ L⊗λ1

J
⊗ V(J)λ′ ,

of vector bundles on HJ .

The proof of Proposition 6.7 is divided into several steps. Let us for-

mulate the first half as preparatory lemmas as follows. Let P(J) be the

stabilizer of JC in O(LC). We write Q(J) = Q − Q ∩ PJ⊥
C

. Recall that Eλ is

naturally defined over Q as an O(LC)-equivariant vector bundle.

Lemma 6.8. The vector bundle EJ
λ extends to a P(J)-invariant sub vector

bundle of Eλ over Q(J) (again denoted by EJ
λ).

Proof. For each C-line I′ ⊂ JC, the I′-trivialization ιI′ : V(I′)λ⊗O → Eλ
is defined over Q(I′) = Q − Q ∩ P(I′)⊥. The same argument as the second

half of the proof of Lemma 6.4 shows that for two C-lines I1, I2 ⊂ JC, we

have

ιI1
(V(I1)U

λ ⊗ O) = ιI2
(V(I2)U

λ ⊗ O)

over Q(I1) ∩ Q(I2). Therefore, by gluing the image of ιI′ for all C-lines

I′ ⊂ JC, we obtain a sub vector bundle of Eλ over Q(J) = ∪I′Q(I′) which

extends EJ
λ. Since γ ∈ P(J) sends ιI′(V(I′)U

λ ⊗O) to ιγI′(V(γI′)U
λ ⊗O) (cf. the

proof of Lemma 6.4), this sub vector bundle is P(J)-invariant. �

Lemma 6.9. Let DJ = Q(J)∩PI⊥
C

. The I-trivialization V(I)U
λ ⊗OQ(I) → EJ

λ

over Q(I) extends to an isomorphism

(6.8) V(I)U
λ ⊗ OQ(J) → EJ

λ ⊗ OQ(J)(λ1DJ)

over Q(J), which is equivariant with respect to the stabilizer of IC in P(J).

Proof. We choose an arbitrary embedding 2UC ֒→ LC compatible with

IC ⊂ JC in the sense of §5 and accordingly take a lift GL(JC) ֒→ P(J)

of GL(JC). Let T ≃ C∗ be the subgroup of GL(JC) consisting of matrices
(

1 0

0 α

)

, α ∈ C∗, with respect to the basis e1, e2 of JC. (e1 spans IC and e2
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spans JC/IC.) The image of T in P(J/I)C is a lift of GL(JC/IC) in (6.4).

Then

V(I) = Ce2 ⊕ V(J) ⊕ C f2

is the weight decomposition for T , where Ce2, V(J), C f2 have weight 1, 0,

−1 respectively. A general T -orbit C◦ = T [ω] in Q(I) gives a flow con-

verging to the point p = [ f2] of DJ as α → 0 from a normal direction. Let

C = C◦ ∪ p ≃ C be the closure of such a T -orbit in Q(J). The proof of

Lemma 6.9 is based on the following assertion.

Claim 6.10. The I-trivialization E|C◦ ≃ V(I) ⊗ OC◦ over C◦ extends to

an isomorphism

E|C ≃ Ce2 ⊗ OC(−p) ⊕ V(J) ⊗ OC ⊕ C f2 ⊗ OC(p)

over C.

We postpone the proof of this claim for a while and continue the proof of

Lemma 6.9. From Claim 6.10, we see that if V(I)λ =
⊕

r
V(r) is the weight

decomposition for T with V(r) the weight r subspace, the I-trivialization of

Eλ over C◦ extends to an isomorphism

Eλ|C ≃
⊕

r

V(r) ⊗ OC(−rp)

over C. Since V(I)U
λ ⊂ V(λ1) by Proposition 6.3, we obtain

EJ
λ|C ≃ V(I)U

λ ⊗ OC(−λ1 p).

Finally, if we vary the embedding 2UC ֒→ LC, then the point p = [ f2] runs

over DJ . This implies the assertion of Lemma 6.9. �

We give the postponed proof of Claim 6.10.

(Proof of Claim 6.10). Let v ∈ V(I) be a weight vector for T with

weight r ∈ {−1, 0, 1} and let sv be the corresponding section of E. We calcu-

late the limit behavior of sv on the T -orbit C◦ = T [ω] as α → 0. We write

γα =

(

1 0

0 α

)

∈ T . We lift V(I) ֒→ I⊥
C

by the given embedding UC ֒→ LC.

By Lemma 2.6 for l = e1 ∈ I, we have

sv(γα[ω]) = v − (v, se1
(γα[ω]))e1 mod Cγα(ω)

= v − (v, γα(se1
([ω])))e1 mod Cγα(ω)

= v − (γ−1
α (v), se1

([ω]))e1 mod Cγα(ω)

= v − α−r(v, se1
([ω]))e1 mod Cγα(ω).(6.9)

We take theCe2-trivialization of E and express sv(γα[ω]) as a V(Ce2)-valued

function. We identify V(Ce2) = Ce1⊕V(J)⊕C f1 naturally. Then, according
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to the weight r of v, we have

sv(γα[ω]) =























v +C1(v)e1 v ∈ V(J)

α−1C2e1 v = e2

αC−1
2

f1 + αC3e1 + αv0 v = f2

as a V(Ce2)-valued function. Here C1(v) is a linear function on V(J), C2 , 0

and C3 are constants, and v0 ∈ V(J) is some constant vector. These expres-

sions in the cases v ∈ V(J) and v = e2 are apparent from (6.9), because the

vector in (6.9) is already perpendicular to e2 in these cases. The case v = f2

follows from the conditions

(s f2 , se2
) = 1, (s f2 , s f2) = 0, (s f2 , sw) = 0 for w ∈ V(J).

(This can also be calculated by using the coordinates (τ, z,w) in §5.1.2.)

The assertion of Claim 6.10 now follows from these expressions. �

Now we can complete the proof of Proposition 6.7.

(Proof of Proposition 6.7). We pass from Q(J) to PJ∨
C

. By the same

argument as the proof of Proposition 6.5 with Γ(J)R replaced by P(J) and

W(J)R replaced by the kernel of P(J)→ GL(JC)×O(V(J)), we find that the

P(J)-equivariant vector bundle EJ
λ on Q(J) descends to a GL(JC)×O(V(J))-

equivariant vector bundle on PJ∨
C

. This is an extension of ΦJEλ, and we

denote it again by ΦJEλ. Let pI = I⊥ ∩ PJ∨
C

be the I-cusp of HJ . Since

DJ is the fiber of Q(J) → PJ∨
C

over pI , we find that the isomorphism (6.8)

descends to an isomorphism

(6.10) V(I)U
λ ⊗ OPJ∨

C
→ ΦJEλ ⊗ OPJ∨

C
(λ1 pI).

This is equivariant with respect to the stabilizer of IC in GL(JC) and

O(V(J)). Note that these groups act on V(I)U
λ by the representation in

Proposition 6.3.

Claim 6.11. The element g(α) =

(

α 0

0 α−1

)

of GL(JC), α ∈ C∗, acts on

the fiber of ΦJEλ over pI as the scalar multiplication by αλ1 .

We prove Claim 6.11. By Proposition 6.3, the matrices

(

1 0

0 α

)

in

GL(JC) act on V(I)U
λ as the scalar multiplication by αλ1 . Moreover, the

matrices

(

β 0

0 1

)

act on V(I) trivially. It follows that g(α) acts on V(I)U
λ as

the scalar multiplication by α−λ1 . On the other hand, since the tangent space

of pI ∈ PJ∨
C

is

Hom(I⊥ ∩ J∨C , J∨C/(I
⊥ ∩ J∨C)) ≃ Hom((J/I)∨C, I

∨
C),
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the element g(α) acts on it by the multiplication by α−2. Hence g(α) acts

on the fiber of OPJ∨
C
(−λ1 pI) over pI as the multiplication by α2λ1 . By the

isomorphism (6.10), we find that g(α) acts on the fiber of ΦJEλ over pI as

the scalar multiplication by α−λ1 · α2λ1 = αλ1 . This proves Claim 6.11.

We go back to the proof of Proposition 6.7. The torus consisting of

the matrices g(α) is the reductive part of the stabilizer of pI in SL(JC).

Therefore Claim 6.11 implies that ΦJEλ is isomorphic to a direct sum of

copies of L⊗λ1

J
as an SL(JC)-equivariant vector bundle on PJ∨

C
. Moreover,

by the isomorphism (6.10) and Proposition 6.3, the action of O(V(J)) on

the fibers of ΦJEλ is isomorphic to the representation V(J)λ′ . Therefore

ΦJEλ ≃ L⊗λ1

J
⊗ V(J)λ′ as SL(JC) × O(V(J))-equivariant vector bundles on

PJ∨
C

. This finishes the proof of Proposition 6.7. �

Remark 6.12. By the proof, the vector bundle ΦJEλ over HJ is in fact

SL(JR) × O(V(J)R)-linearized, and the isomorphism ΦJEλ ≃ L⊗λ1

J
⊗ V(J)λ′

over HJ is SL(JR) × O(V(J)R)-equivariant.

6.3. The Siegel operator

Combining the arguments so far, we can now define the Siegel operator

at the J-cusp.

Proposition 6.13. Let f ∈ Mλ,k(Γ) with λ , 1, det. There exists a cusp

form ΦJ f on HJ with values in ΦJEλ ⊗ L⊗k
J
≃ L⊗λ1+k

J
⊗ V(J)λ′ and in-

variant under the image of Γ(J)Z → SL(J) such that f |∆J
= π∗

2
(ΦJ f ). If

f =
∑

l a(l)ql is the Fourier expansion of f at a 0-dimensional cusp I ⊂ J,

the Fourier expansion of ΦJ f at the I-cusp of HJ is given by

(ΦJ f )(τ) =
∑

l∈σJ∩U(I)∨
Z

a(l)e((l, τ)), τ ∈ HJ ⊂ U(I)C/U(J)⊥C .

Here we recall that LJ and ΦJEλ on HJ are endowed with I-

trivializations whose pullback agree with the I-trivializations of L and

EJ
λ respectively (Remarks 5.11 and 6.6). These define the I-trivialization

ΦJEλ ⊗ L⊗k
J
≃ V(I)U

λ,k
⊗ OHJ

of ΦJEλ ⊗ L⊗k
J

whose pullback agrees with

the I-trivialization of EJ
λ ⊗ L⊗k. The Fourier expansion of ΦJ f is done with

respect to this trivialization.

Proof. We choose a rank 1 primitive sublattice I ⊂ J and let f =
∑

l a(l)ql be the Fourier expansion of f at I. By (3.20) and the gluing map

X(J)→ X(I)Σ in Lemma 5.3, we see that

(6.11) f |∆J
=

∑

l∈σJ∩U(I)∨
Z

a(l)ql
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as a V(I)λ,k-valued function on ∆J ⊂ U(I)C/U(J)C. By Lemma 6.2, the

function f |∆J
takes values in V(I)U

λ,k
. This in turn implies that f |∆J

as a

section of Eλ,k|∆J
takes values in the sub vector bundle

EJ
λ ⊗ L⊗k|∆J

≃ π∗2(ΦJEλ ⊗ L⊗k
J ) ≃ π∗2L⊗λ1+k

J
⊗ V(J)λ′ .

Since the section f |∆J
is Γ(J)Z-invariant, it is in particular W(J)Z/U(J)Z-

invariant, and so it descends to a section of π̄∗
2
L⊗λ1+k

J
⊗ V(J)λ′ over

∆J/(W(J)Z/U(J)Z) where

π̄2 : ∆J/(W(J)Z/U(J)Z)→ HJ

is the projection. Since π̄2 is a proper map (family of abelian varieties), we

find that f |∆J
is constant on each π2-fiber. Therefore f |∆J

= π∗2(ΦJ f ) for a

section ΦJ f of L⊗λ1+k

J
⊗ V(J)λ′ over HJ . Since f |∆J

is Γ(J)Z-invariant, ΦJ f

is invariant under the image of Γ(J)Z → SL(J).

The fact that the pullback of the I-trivialization of ΦJEλ ⊗ L⊗k
J

agrees

with the I-trivialization of EJ
λ ⊗ L⊗k implies that the pullback of ΦJ f as

a V(I)U
λ,k

-valued function by ∆J → HJ equals to f |∆J
as a V(I)U

λ,k
-valued

function. Therefore ΦJ f as a V(I)U
λ,k

-valued function on HJ is given by the

right hand side of (6.11):

ΦJ f =
∑

l∈σJ∩U(I)∨
Z

a(l)ql.

Here ql for l ∈ σJ ∩ U(I)∨
Z

is naturally viewed as a function on HJ ⊂
U(I)C/U(J)⊥

C
by the pairing between U(J)C and U(I)C/U(J)⊥

C
. This gives

the Fourier expansion of ΦJ f at the I-cusp of HJ . By Proposition 3.7, ΦJ f

vanishes at the I-cusp. Since this holds at every cusp of HJ , we see thatΦJ f

is a cusp form. �

Let ΓJ be the image of Γ(J)Z in SL(J) ≃ SL(2,Z). We call the map

(6.12) Mλ,k(Γ) → Sλ1+k(ΓJ) ⊗ V(J)λ′ , f 7→ ΦJ f ,

the Siegel operator at the J-cusp.

We look at some examples. We use the same notation as in the proof of

Proposition 6.3.

Example 6.14. Let λ = (1d) for 0 < d < n, namely Vλ = ∧dV . Then

(∧dV)U = Ce1 ∧ (∧d−1〈e1, · · · , en−1〉) ≃ Ce1 ⊗ ∧d−1〈e2, · · · , en−1〉.
In this case, ΦJ f is a

(

n−2

d−1

)

-tuple of scalar-valued cusp forms of weight k+1.

Example 6.15. Let λ = (d), namely V(d) is the main irreducible compo-

nent of SymdV (see Example 3.1 (2)). We have

VU
(d) = Ce⊗d

1 ⊂ SymdV.
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In this case, ΦJ f is a single scalar-valued cusp form of weight k + d.

The Siegel operator for vector-valued Siegel modular forms is studied

in [47] §2. The case of genus 2 is also studied in [1] §1. Let us observe that

the weight calculation in Example 6.15 in the case n = 3 agrees with the

results of [1] and [47] for Siegel modular forms of genus 2.

Example 6.16. Let n = 3. In [1] and [47], it is proved that the Siegel

operator for a Siegel modular form of genus 2 and weight (Sym j, detl) pro-

duces a scalar-valued cusp form of weight j + l on the 1-dimensional cusp.

On the other hand, when j = 2d is even, we saw in Example 3.4 that the

Siegel weight (Sym2d, detl) corresponds to the orthogonal weight (λ, k) =

((d), d + l). According to Example 6.15, ΦJ f is a cusp form of weight

d + (d + l) = j + l. This agrees with the above results of [1] and [47].

In general, the Siegel operator in the form of (6.12) is still not surjective

for the following obvious reason. Let Γ(J)∗
Z

be the stabilizer of J in Γ, and

let Γ∗J be the image of Γ(J)∗
Z

in SL(J) × O(J⊥/J). Then ΓJ = Γ
∗
J ∩ SL(J) is

of finite index and normal in Γ∗J . Let

G = Γ∗J/ΓJ ≃ Γ(J)∗Z/Γ(J)Z.

The modular forms are not only Γ(J)Z-invariant but also Γ(J)∗
Z
-invariant.

Therefore, in view of Remark 6.12, we see that the image of the map (6.12)

is contained in the G-invariant part of Sλ1+k(ΓJ) ⊗ V(J)λ′ .





CHAPTER 7

Fourier-Jacobi expansion

Let L be a lattice of signature (2, n) with n ≥ 3 and Γ be a finite-index

subgroup of O+(L). We fix a rank 2 primitive isotropic sublattice J of L. In

this chapter we study the Fourier-Jacobi expansion of vector-valued modu-

lar forms at the J-cusp. From a geometric point of view, the Fourier-Jacobi

expansion is the Taylor expansion along the boundary divisor ∆J of the par-

tial toroidal compactification X(J). The m-th Fourier-Jacobi coefficient is

the m-th Taylor coefficient, and is essentially a section of the vector bundle

Eλ,k ⊗ Θ⊗m
J

over ∆J where ΘJ is the conormal bundle of ∆J . Here we have

some special properties beyond general Taylor expansion:

• existence of the projection π1 : X(J) → ∆J and the isomorphism

Eλ,k ≃ π∗1(Eλ,k|∆J
) (Proposition 5.6), and

• existence of a special generator ωJ of the ideal sheaf of ∆J which

is a linear map on each fiber of π1.

These properties ensure that the m-th Fourier-Jacobi coefficient as a section

of Eλ,k ⊗Θ⊗m
J

over ∆J is canonically defined (Corollary 7.5) and is invariant

under Γ(J)Z. If we take the (I, ωJ)-trivialization for I ⊂ J, we can pass to

a more familiar definition of the Fourier-Jacobi coefficient as a slice in the

Fourier expansion at I.

In general, we define vector-valued Jacobi forms as Γ(J)Z-invariant sec-

tions of Eλ,k ⊗ Θ⊗m
J

over ∆J with cusp condition (Definition 7.10). Thus

the Fourier-Jacobi coefficients are vector-valued Jacobi forms (Proposition

7.12). Although our approach is geometric, our Jacobi forms in the scalar-

valued case are indeed classical Jacobi forms in the sense of Skoruppa [44]

if we introduce suitable coordinates and the (I, ωJ)-trivialization (§7.4).

When n = 3, our vector-valued Jacobi forms essentially agree with those

considered by Ibukiyama-Kyomura [28] for Siegel modular forms of genus

2.

When J comes from an integral embedding 2U ֒→ L and Γ is the

so-called stable orthogonal group, the Fourier-Jacobi expansion of scalar-

valued modular forms is well-understood through the work of Gritsenko

[21]. A large part of this chapter can be regarded as a geometric refor-

mulation and a generalization of the calculation in [21] §2. A lot of effort

83
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will be paid for keeping introduction of coordinates as minimal as possi-

ble (though never zero), or in other words, for describing what is canonical

in a canonical way. We believe that this style would be suitable even in

the scalar-valued case when working with general (Γ, J), for which simple

expression by coordinates is no longer available.

7.1. Fourier-Jacobi and Fourier expansion

We begin with the familiar (but non-canonical) way to define Fourier-

Jacobi expansion: slicing the Fourier expansion. The passage to a canonical

formulation will be given in §7.2.

We choose a rank 1 primitive sublattice I of J, and also a rank 1 sub-

lattice I′ ⊂ L with (I, I′) , 0. Recall from §5.1.2 that U(J)R = ∧2JR is

identified with the isotropic line (J/I)R ⊗ IR in U(I)R = (I⊥/I)R ⊗ IR, and

that the Siegel domain realization of D with respect to J can be identified

with the restriction of the projection

U(I)C → U(I)C/U(J)C → U(I)C/U(J)⊥C

to the tube domain DI ⊂ U(I)C after the tube domain realization D ≃ DI.

The orientation of J determines the nonnegative part σJ = (U(J)R)≥0 of

U(J)R. Let vJ,Γ be the positive generator of U(J)Z = U(J)Q ∩ Γ. We choose

a rational isotropic vector lJ,Γ ∈ U(I)Q such that (vJ,Γ, lJ,Γ) = 1. Then vJ,Γ, lJ,Γ

span a rational hyperbolic plane in U(I)Q. We put

ωJ = qlJ,Γ = e((lJ,Γ, Z)), Z ∈ U(I)C.

This is a holomorphic function on U(I)C invariant under the translation by

U(J)Z. Thus we have chosen the auxiliary datum I, I′, lJ,Γ. These will be

fixed until Lemma 7.4.

Let f be a Γ-modular form of weight (λ, k). We identify f with a V(I)λ,k-

valued holomorphic function onDI via the I-trivialization and the tube do-

main realization, and let f (Z) =
∑

l a(l)ql be its Fourier expansion. Like

the calculation in §3.5.2 (see also Remark 3.10), we can rewrite the Fourier

expansion as

(7.1) f (Z) =
∑

m≥0





















∑

l∈U(J)⊥
Q

a(l + mlJ,Γ)q
l





















ωm
J .

Here l ranges over vectors in U(J)⊥
Q

such that l + mlJ,Γ ∈ U(I)∨
Z
. They form

a translation of a full lattice in U(J)⊥
Q

. Although lJ,Γ is not necessarily a

vector in U(I)∨
Z

, this expression still makes sense over the tube domainDI.

We call (7.1) the Fourier-Jacobi expansion of f at the J-cusp relative to I,
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I′, lJ,Γ, and usually write it as

(7.2) f =
∑

m≥0

φmω
m
J

with

(7.3) φm =
∑

l∈U(J)⊥
Q

a(l + mlJ,Γ)q
l.

We call φm the m-th Fourier-Jacobi coefficient of f at the J-cusp relative to

I, I′, lJ,Γ. This is a V(I)λ,k-valued function on DI. Since l ∈ U(J)⊥
Q

in (7.3),

φm actually descends to a V(I)λ,k-valued function on ∆J ⊂ U(I)C/U(J)C.

We often do not specify the precise index lattice in (7.3); it is convenient to

allow enlarging it as necessary by putting a(l + mlJ,Γ) = 0 when l + mlJ,Γ <

U(I)∨
Z
. When m = 0, φ0 is the restriction of f to ∆J and was studied in §6.

In this chapter we study the case m > 0.

7.2. Geometric approach to Fourier-Jacobi expansion

In §7.2 and §7.3 we give a geometric reformulation of the Fourier-

Jacobi expansion (7.2). Our starting observation is (compare with §3.5.2):

Lemma 7.1. The Fourier-Jacobi expansion (7.2) gives the Taylor expan-

sion of the V(I)λ,k-valued holomorphic function f on X(J) along the bound-

ary divisor ∆J with respect to the normal parameter ωJ, where φm is the

m-th Taylor coefficient as a V(I)λ,k-valued function on ∆J .

Proof. Since the function f is invariant under the translation by U(J)Z ⊂
U(I)Z, it descends to a function on X(J) ≃ DI/U(J)Z. Since (lJ,Γ, vJ,Γ) = 1

for the positive generator vJ,Γ of U(J)Z, the function ωJ = e((lJ,Γ, Z)) de-

scends to a function on X(J) and extends holomorphically over X(J), with

the boundary divisor ∆J defined by ωJ = 0. In particular, ωJ gener-

ates the ideal sheaf of ∆J . On the other hand, as explained above, the

Fourier-Jacobi coefficient φm is the pullback of a V(I)λ,k-valued function

on ∆J ⊂ U(I)C/U(J)C (again denoted by φm). Thus f =
∑

m(π∗
1
φm)ωm

J
gives

the Taylor expansion of f along ∆J with respect to the normal parameter

ωJ , in which the V(I)λ,k-valued function φm on ∆J is the m-th Taylor coeffi-

cient. �

Recall from §5.3 thatX(J) is an open set of the relative torus embedding

T (J) = T (J) ×T (J) T (J) which has the structure of a line bundle on ∆J .

Since D(J) ⊂ Q(I) ≃ U(I)C, the function ωJ on X(J) extends over T (J)

naturally. It is a linear map on each fiber of T (J) → ∆J . Indeed, the fact

that ωJ preserves the scalar multiplication follows from the equality

e((lJ,Γ, αvJ,Γ + Z)) = e(α) · e((lJ,Γ, Z)), α ∈ C,
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and similarly for the sum. The following property will be used in §7.3.

Lemma 7.2. For each γ ∈ Γ(J)Z we have γ∗ωJ = (π∗
1

jγ)·ωJ for a nowhere

vanishing function jγ on ∆J .

Proof. Since γ acts on T (J) → ∆J as an equivariant action on the line

bundle (see §5.3), γ∗ωJ is also linear on each fiber. Therefore γ∗ωJ/ωJ is the

pullback of a function on ∆J . See also Corollary 7.15 for a computational

proof. �

Let us reformulate Lemma 7.1 by passing from vector-valued functions

to sections of vector bundles. Let I = I∆J
be the ideal sheaf of ∆J and

ΘJ = I/I2 be the conormal bundle of ∆J . As explained above,ωJ generates

I over X(J). In particular, it generates ΘJ over ∆J . We have

Im/Im+1 ≃ Θ⊗m
J = O∆J

ω⊗m
J

for every m ≥ 0. In what follows, we write Eλ,k|∆J
⊗ Θ⊗m

J
= Eλ,k ⊗ Θ⊗m

J

for simplicity. The I-trivialization Eλ,k|∆J
≃ V(I)λ,k ⊗ O∆J

of Eλ,k|∆J
and the

trivialization of Θ⊗m
J

by ω⊗m
J

define an isomorphism Eλ,k ⊗ Θ⊗m
J
≃ V(I)λ,k ⊗

O∆J
. We call it the (I, ωJ)-trivialization of Eλ,k⊗Θ⊗m

J
. Via this isomorphism,

we regard the V(I)λ,k-valued function φm over ∆J as a section of Eλ,k ⊗ Θ⊗m
J

over ∆J . Specifically, the process is to multiply the function φm by ω⊗m
J

, and

then regard φm ⊗ ω⊗m
J

as a section of Eλ,k ⊗ Θ⊗m
J

by the I-trivialization.

Proposition 7.3. The Taylor expansion of sections of Eλ,k over X(J)

along the boundary divisor ∆J with respect to the normal parameter ωJ

and with the pullback π∗
1
: H0(∆J ,Eλ,k|∆J

) ֒→ H0(X(J),Eλ,k) defines an em-

bedding

(7.4) H0(X(J),Eλ,k) ֒→
∏

m≥0

H0(∆J ,Eλ,k ⊗ Θ⊗m
J ), f 7→ (φm ⊗ ω⊗m

J )m,

where φm are the sections of Eλ,k|∆J
with f =

∑

m(π∗
1
φm)ωm

J
. If we send a

modular form f ∈ Mλ,k(Γ) as a section of Eλ,k by this map, its image is the

Fourier-Jacobi coefficients of f regarded as sections of Eλ,k ⊗ Θ⊗m
J

via the

(I, ωJ)-trivialization.

Here the pullback π∗
1
: H0(∆J ,Eλ,k|∆J

)→ H0(X(J),Eλ,k) is defined by the

isomorphism Eλ,k ≃ π∗1(Eλ,k|∆J
) in Proposition 5.6. Via the I-trivialization,

this is just the pullback of V(I)λ,k-valued functions by π1 : X(J) → ∆J (see

Remark 5.7). The existence of this pullback map is one of key properties in

the Fourier-Jacobi expansion.

Proof. The exact sequence of sheaves

0→ Im+1Eλ,k → ImEλ,k → Eλ,k ⊗ Θ⊗m
J → 0
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on X(J) defines the canonical exact sequence

(7.5)

0→ H0(X(J), Im+1Eλ,k)→ H0(X(J), ImEλ,k)→ H0(∆J , Eλ,k ⊗ Θ⊗m
J ).

The generator ωm
J

of Im and the pullback map

π∗1 : H0(∆J , Eλ,k|∆J
)→ H0(X(J), Eλ,k)

define the splitting map

(7.6) H0(∆J , Eλ,k ⊗ Θ⊗m
J ) ֒→ H0(X(J), ImEλ,k), φ ⊗ ω⊗m

J 7→ ωm
J · π∗1φ

of (7.5). Here ω⊗m
J

in the source is a section of Θ⊗m
J

over ∆J , while ωm
J

in the

target is a section of Im over X(J). This defines a splitting of the filtration

(H0(X(J),ImEλ,k))m on H0(X(J),Eλ,k) and thus an embedding

H0(X(J),Eλ,k) ֒→
∏

m≥0

H0(∆J ,Eλ,k ⊗ Θ⊗m
J ).

Explicitly, this is given by writing a section f of Eλ,k over X(J) as f =
∑

m(π∗
1
φm)ωm

J
with φm a section of Eλ,k|∆J

, and sending f to the collection

(φm ⊗ ω⊗m
J

)m of sections.

Since π∗
1

is just the ordinary pullback after the I-trivialization, the equa-

tion f =
∑

m(π∗1φm)ωm
J

when f is a modular form coincides with the

Fourier-Jacobi expansion (7.2) of f after the I-trivialization. Thus the I-

trivialization of φm is the m-th Fourier-Jacobi coefficient (7.3). It follows

that the section φm ⊗ω⊗m
J

is identified with the Fourier-Jacobi coefficient by

the (I, ωJ)-trivialization. �

At first glance, the Taylor expansion (7.4) may seem non-canonical be-

cause the lifting map (7.6) uses the special normal parameter ωJ , which as a

function on X(J) depends on the choice of lJ,Γ, I
′, I. In fact, it is canonical:

Lemma 7.4. The map (7.6), and hence the Taylor expansion (7.4), does

not depend on the choice of lJ,Γ, I
′, I.

Proof. Let ω̃J be the special normal parameter constructed from another

such data (Ĩ, Ĩ′, l̃J,Γ). Both ωJ and ω̃J extend overT (J) and are linear at each

fiber of π1 : T (J) → ∆J . Therefore we have ω̃J/ωJ = π
∗
1
ξ for a nowhere

vanishing holomorphic function ξ on ∆J . Then the map (7.6) defined by

using ω̃J in place of ωJ sends φ ⊗ ω⊗m
J

as

φ ⊗ ω⊗m
J = (ξ−mφ) ⊗ ω̃⊗m

J 7→ ω̃m
J · π∗1(ξ−mφ) = ωm

J · π∗1φ.
This coincides with the map using ωJ . �

This in particular implies the following.
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Corollary 7.5. The m-th Fourier-Jacobi coefficient of a modular form,

viewed as a section of Eλ,k ⊗Θ⊗m
J

over ∆J via the (I, ωJ)-trivialization, does

not depend on the choice of lJ,Γ, I
′, I.

This means that we obtain the same section of Eλ,k ⊗ Θ⊗m
J

even if we

start from the Fourier expansion at another 0-dimensional cusp Ĩ ⊂ J.

To summarize, the Fourier-Jacobi expansion of a modular form f as

a section of Eλ,k is a canonical Taylor expansion along ∆J which uses but

does not depend on the choice of a special normal parameter ωJ . The m-th

Fourier-Jacobi coefficient is canonically determined as a section of Eλ,k ⊗
Θ⊗m

J
. If we take the (I, ωJ)-trivialization, this section is identified with the

V(I)λ,k-valued function (7.3) defined as a slice in the Fourier expansion of

f at the I-cusp.

7.3. Vector-valued Jacobi forms

We want to refine Proposition 7.3 by taking the invariant part for the

integral Jacobi group Γ(J)Z and imposing cusp condition. This leads us to

define vector-valued Jacobi forms in a geometric style. In what follows,

we let m > 0 and consider the vector bundle Eλ,k ⊗ Θ⊗m
J

over ∆J , leaving

modular forms onD for a while.

As in §7.1 and §7.2, we choose a rank 1 primitive sublattice I of

J, a rank 1 sublattice I′ ⊂ L with (I, I′) , 0, and an isotropic vec-

tor lJ,Γ ∈ U(I)Q with (lJ,Γ, vJ,Γ) = 1. (I will be fixed until Definition

7.10, and I′, lJ,Γ will be fixed until Lemma 7.9.) We keep the same nota-

tion as in §7.1. Since U(I)Z ⊂ Γ(J)Z by (5.8), the group Γ(J)R contains

U(I)Z/U(J)Z as a subgroup. As recalled in §7.1, I′ determines an embed-

ding ∆J ֒→ U(I)C/U(J)C. The action of U(I)Z/U(J)Z on ∆J is given by the

translation on U(I)C/U(J)C.

We consider the action of U(I)Z/U(J)Z on the vector bundle Eλ,k ⊗Θ⊗m
J

.

The I-trivialization Eλ,k|∆J
≃ V(I)λ,k ⊗ O∆J

over ∆J is equivariant with re-

spect to the subgroup (Γ(I)R ∩ Γ(J)R)/U(J)Z of Γ(J)R. In particular, it is

equivariant with respect to U(I)Z/U(J)Z. Since U(I)Z/U(J)Z acts trivially

on V(I)λ,k, the factor of automorphy for the I-trivialization of Eλ,k|∆J
is triv-

ial on this group. On the other hand, as for the ωJ-trivialization of ΘJ , we

note the following.

Lemma 7.6. There exists a finite-index sublattice Λ0 of U(I)Z/U(J)Z
such that γ∗ωJ = ωJ for every γ ∈ Λ0. In particular, the factor of auto-

morphy for the (I, ωJ)-trivialization Eλ,k⊗Θ⊗m
J
≃ V(I)λ,k ⊗O∆J

of Eλ,k⊗Θ⊗m
J

is trivial on the group Λ0.
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Proof. Recall that v ∈ U(I)R acts on the tube domain DI ≃ D as the

translation by v, say tv. Then

t∗vωJ = e((lJ,Γ, Z + v)) = e((lJ,Γ, v)) · ωJ .

Therefore, if we put

(7.7) Λ0 = { v ∈ U(I)Z/U(J)Z | (lJ,Γ, v + U(J)Z) ⊂ Z },
we have t∗vωJ = ωJ for every v ∈ Λ0. Since (U(I)Z, lJ,Γ) ⊂ Q and U(I)Z is

finitely generated, we have (U(I)Z, lJ,Γ) ⊂ N−1Z for some natural number N.

This shows that Λ0 is of finite index in U(I)Z/U(J)Z. �

Let φ be a Γ(J)Z-invariant section of Eλ,k ⊗Θ⊗m
J

over ∆J . By the (I, ωJ)-

trivialization of Eλ,k ⊗ Θ⊗m
J

, we regard φ as a V(I)λ,k-valued holomorphic

function on ∆J . By Lemma 7.6, the function φ is invariant under the trans-

lation by the lattice Λ0. Therefore it admits a Fourier expansion of the form

(7.8) φ(Z) =
∑

l∈Λ
a(l)ql, Z ∈ ∆J ⊂ U(I)C/U(J)C,

where a(l) ∈ V(I)λ,k, ql = e((l, Z)), and Λ is a full lattice in U(J)⊥
Q

(which is

the dual space of U(I)Q/U(J)Q).

At this point,Λ can be taken to be the dual lattice ofΛ0 defined by (7.7),

but we can replace Λ by its arbitrary overlattice (or even the whole U(J)⊥
Q

)

by setting a(l) = 0 if l < Λ∨0 . It is sometimes convenient to enlarge Λ in this

way. For this reason, we do not specify the lattice Λ in (7.8).

Remark 7.7. The dual lattice of Λ0 in U(J)⊥
Q

can be explicitly written as

Λ∨0 = 〈U(I)∨Z , ZlJ,Γ〉 ∩ U(J)⊥Q.

We do not use this information.

Replacing Λ by its overlattice, we assume that Λ is of the split form

Λ = Z(β1vJ,Γ) ⊕ K,

where β1 > 0 is a rational number and K is a full lattice in l⊥
J,Γ ∩ U(J)⊥

Q
.

Note that K is negative-definite. Accordingly, we can rewrite the Fourier

expansion of φ as

(7.9) φ(Z) =
∑

n∈β1Z

∑

l∈K

a(n, l)qlqn
J,Γ, qJ,Γ = e((vJ,Γ, Z)),

for Z ∈ ∆J ⊂ U(I)C/U(J)C.

Definition 7.8. We say that φ is holomorphic at the I-cusp of HJ if

a(n, l) , 0 only when 2nm ≥ |(l, l)|. We say that φ vanishes at the I-cusp if

a(n, l) , 0 only when 2nm > |(l, l)|.
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The expression (7.9) of the Fourier expansion of φ depends on the

choice of I′, lJ,Γ, Λ. Specifically,

• I′ determines the embedding ∆J ֒→ U(I)C/U(J)C.

• lJ,Γ determines the normal parameter ωJ which determines the triv-

ialization of Θ⊗m
J

. The vector lJ,Γ also determines the splitting

U(J)⊥
Q
= U(J)Q ⊕ KQ of the index space U(J)⊥

Q
.

• Λ is the index lattice in the Fourier expansion which is taken to be

a split form.

However, we can prove the following.

Lemma 7.9. Definition 7.8 does not depend on the choice of I′, lJ,Γ, Λ.

Proof. We verify this for the holomorphicity condition. The case of

vanishing condition is similar.

(1) If we change I′, its effect is the translation on ∆J ⊂ U(I)C/U(J)C by

a vector of U(I)Q/U(J)Q. This multiplies each Fourier coefficient a(n, l) by

a nonzero constant, so its vanishing/nonvanishing does not change.

(2) The condition 2nm ≥ |(l, l)| is the same as the condition

(7.10) (mlJ,Γ + v, mlJ,Γ + v) ≥ 0

for the vector v = nvJ,Γ + l of U(J)⊥
Q

which corresponds to the index (n, l).

With lJ,Γ fixed, this condition does not depend on the lattice Λ.

(3) Finally, if we change lJ,Γ, the new vector can be written as

l′J,Γ = lJ,Γ + l0 − 2−1(l0, l0)vJ,Γ

for some vector l0 ∈ KQ. Since the normal parameter ωJ = e((lJ,Γ, Z)) is

replaced by

ω′J = e((l′J,Γ, Z)) = ql0 · q−(l0 ,l0)/2
J,Γ

· ωJ ,

we have to multiply the function φ by q−ml0 ·qm(l0 ,l0)/2
J,Γ

when passing from the

ωJ-trivialization to the ω′J-trivialization of Θ⊗m
J

. Also KQ = l⊥
J,Γ ∩ U(J)⊥

Q
is

replaced by K′
Q
= (l′

J,Γ)
⊥ ∩ U(J)⊥

Q
, for which we have the natural isometry

KQ → K′Q, l 7→ l′ := l − (l, l0)vJ,Γ.

Therefore the new Fourier expansion is

φ′ := φ · q−ml0 · qm(l0 ,l0)/2
J,Γ

=
∑

n∈Q

∑

l∈KQ

a(n, l)ql−ml0q
n+m(l0 ,l0)/2
J,Γ

=
∑

n∈Q

∑

l∈KQ

a(n, l)ql′−ml′
0q

n+(l,l0)−m(l0 ,l0)/2
J,Γ

.

In the last equality we used

l − ml0 = (l − ml0)′ + (l − ml0, l0)vJ,Γ.
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This means that a(n, l) is equal to the Fourier coefficient of φ′ of index

(n + (l, l0) − m(l0, l0)/2, l′ − ml′0) ∈ Q ⊕ K′Q.

The holomorphicity condition 2nm ≥ −(l, l) for φ can be rewritten as

2m(n + (l, l0) − m(l0, l0)/2) ≥ −(l′ − ml′0, l
′ − ml′0).

This is the holomorphicity condition for φ′. �

Lemma 7.9 ensures that Definition 7.8 is well-defined for a Γ(J)Z-

invariant section of Eλ,k ⊗ Θ⊗m
J

.

Definition 7.10. We denote by

Jλ,k,m(Γ(J)Z) ⊂ H0(∆J ,Eλ,k ⊗ Θ⊗m
J )

the space of Γ(J)Z-invariant sections φ of Eλ,k ⊗ Θ⊗m
J

over ∆J which are

holomorphic at every cusp I ⊂ J of HJ in the sense of Definition 7.8. We

call such a section φ a Jacobi form of weight (λ, k) and index m for the

integral Jacobi group Γ(J)Z. We call φ a Jacobi cusp form if it vanishes

at every cusp I ⊂ J. When λ = 0, we especially write J0,k,m(Γ(J)Z) =

Jk,m(Γ(J)Z).

For later use (§7.4), we note the following.

Lemma 7.11. Let γ be an element of Γ(J)Q which stabilizes J. A Γ(J)Z-

invariant section φ of Eλ,k ⊗ Θ⊗m
J

over ∆J is holomorphic at the γ(I)-cusp

of HJ if and only if the γ−1Γ(J)Zγ-invariant section γ∗φ of Eλ,k ⊗ Θ⊗m
J

is

holomorphic at the I-cusp of HJ .

Proof. This holds because the pullback of a Fourier expansion of φ at

the γ(I)-cusp by the γ-action

γ : U(I)C/U(J)C → U(γI)C/U(J)C

and the isomorphism γ : V(I)λ,k → V(γI)λ,k gives a Fourier expansion of

γ∗φ at the I-cusp. �

Now we go back to modular forms on D and refine Proposition 7.3 for

Mλ,k(Γ). Recall that the m-th Fourier-Jacobi coefficient of a modular form

was initially defined as a V(I)λ,k-valued function on ∆J by (7.3), and then

regarded as a section of Eλ,k⊗Θ⊗m
J

by the (I, ωJ)-trivialization. By Corollary

7.5, this section is independent of I.

Proposition 7.12. For m > 0 the m-th Fourier-Jacobi coefficient of a

modular form f ∈ Mλ,k(Γ) as a section of Eλ,k ⊗ Θ⊗m
J

is a Jacobi form of

weight (λ, k) and index m in the sense of Definition 7.10. When f is a cusp

form, the Fourier-Jacobi coefficient is a Jacobi cusp form.
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Proof. In what follows, φ̃m stands for the m-th Fourier-Jacobi coefficient

of f as a section of Eλ,k ⊗ Θ⊗m
J

. What has to be shown is that φ̃m is Γ(J)Z-

invariant and is holomorphic at every cusp of HJ . We first check the cusp

condition. Let I ⊂ J be an arbitrary cusp (not necessarily the initial one).

Corollary 7.5 ensures that the Fourier expansion of φ̃m at the I-cusp of HJ

is given by the series (7.3) obtained from the Fourier expansion of f at the

I-cusp of D. Then the holomorphicity condition for φ̃m at I, written in the

form (7.10), follows from the cusp condition in the Fourier expansion of f

at I. The assertion for cusp forms follows similarly.

It remains to check the Γ(J)Z-invariance of φ̃m. Let φm = φ̃m ⊗ ω⊗−m
J

.

This is a section of Eλ,k|∆J
whose I-trivialization is the (I, ωJ)-trivialized

form (7.3) of φ̃m. By Proposition 7.3, we have the expansion

(7.11) f =
∑

m

(π∗1φm)ωm
J

as a section of Eλ,k, where we view ωJ as a generator of the ideal sheaf I of

∆J . We let γ ∈ Γ(J)Z act on this equality. Then we have

(7.12) γ∗ f =
∑

m

γ∗(π∗1φm)(γ∗ωJ)m =
∑

m

π∗1(γ∗φm)(γ∗ωJ)m

by Proposition 5.6. By Lemma 7.2, we have γ∗ωJ = (π∗1 jγ) · ωJ for a holo-

morphic function jγ on ∆J . Therefore we have

(7.13) γ∗ f =
∑

m

π∗1( jm
γ · γ∗φm)ωm

J .

Since f is Γ-invariant, we have γ∗ f = f . Comparing (7.11) and (7.13), we

obtain φm = jm
γ · γ∗φm for every m. This means that φ̃m = φm ⊗ ω⊗m

J
is

γ-invariant. This proves Proposition 7.12. �

For the sake of completeness, for m = 0 with λ , det, let us denote by

Jλ,k,0(Γ(J)Z) the space of Γ(J)Z-invariant sections of EJ
λ⊗L⊗k|∆J

≃ π∗2L
⊗k+λ1

J
⊗

V(J)λ′ over ∆J which is holomorphic at every cusp of HJ . By the result of

§6, the 0-th Fourier-Jacobi coefficient φ0 = f |∆J
of a modular form f ∈

Mλ,k(Γ) belongs to this space (cuspidal when λ , 1). Then, as a refinement

of Proposition 7.3 for Mλ,k(Γ), we see that the Fourier-Jacobi expansion

gives the embedding

Mλ,k(Γ) ֒→
∏

m≥0

Jλ,k,m(Γ(J)Z), f =
∑

m

(π∗1φm)ωm
J 7→ (φm ⊗ ωm

J )m,

which is canonically determined by J.
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7.4. Classical Jacobi forms

In this section we introduce coordinates and translate Jacobi forms with

λ = 0 in the sense of Definition 7.10 to classical scalar-valued Jacobi forms

à la [21] and [44]. The result is stated in Proposition 7.18. Our purpose is to

deduce a vanishing theorem in the present setting (Proposition 7.19) from

the one for classical Jacobi forms.

7.4.1. Coordinates. We begin by setting some notations. In U(J)Q ≃
∧2JQ we have two natural lattices: ∧2J and U(J)Z. The former depends

on L, and the latter depends on Γ. Recall that the positive generator of

U(J)Z is denoted by vJ,Γ (§7.1), and the positive generator of ∧2J is denoted

by vJ (§5.1.2). Then vJ = β0vJ,Γ for some rational number β0 > 0. This

constant β0 depends only on L and Γ. We choose an isotropic plane in LQ
whose pairing with JQ is nondegenerate, and denote it by J∨

Q
for the obvious

reason. This is fixed throughout §7.4. We identify V(J)Q = (J⊥/J)Q with

the subspace (JQ ⊕ J∨
Q

)⊥ of LQ.

Next we choose a rank 1 primitive sublattice I of J. Let e1, f1, e2, f2 be

the standard hyperbolic basis of 2U. We take an embedding 2UQ ֒→ LQ
which sends

Ze1 ⊕ Ze2 → J, Ze1 → I, Q f1 ⊕ Q f2 → J∨Q

isomorphically. Thus it is compatible with I ⊂ J in the sense of §5. We

identify e1, f1, e2, f2 with their image in LQ. Then vJ = e2 ⊗ e1. We define

vectors lJ , lJ,Γ ∈ U(I)Q (as in §5.1.2 and §7.1) by lJ = f2 ⊗ e1 and lJ,Γ = β0lJ.

We also put I′ = Z f1. The choice of these data has two effects: it introduces

coordinates onD and on the Jacobi group.

The coordinates on D are introduced following §5.1.2. The choice of

I′ = Z f1 defines the tube domain realization D → DI ⊂ U(I)C. According

to the decomposition

U(I)C = (UC ⊕ V(J)C) ⊗ IC = ClJ × (V(J) ⊗ Ce1) × CvJ ,

we express a point of U(I)C as

Z = τlJ + z ⊗ e1 + wvJ = (τ, z,w), τ,w ∈ C, z ∈ V(J)C.

These are the same coordinates as in (5.5) except that z in (5.5) is z ⊗ e1

here. When Z ∈ DI, the corresponding point ofD is Cω(Z) where

(7.14) ω(Z) = f1 + τ f2 + z + we2 − ((z, z)/2 + τw)e1 ∈ LC.

Note that this vector is normalized so as to have pairing 1 with e1. In this

coordinates, the Siegel domain realization D → VJ → HJ with respect to

J is the restriction of the projection

ClJ × V(J) × CvJ → ClJ × V(J)→ ClJ , (τ, z,w) 7→ (τ, z) 7→ τ
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to the tube domain DI. The coordinates introduced on HJ ⊂ P(L/J⊥)C and

VJ ⊂ P(L/J)C are written as

(7.15) H
≃→ HJ , τ 7→ τlJ = C( f1 + τ f2),

(7.16) H × V(J)
≃→ VJ , (τ, z) 7→ τlJ + z ⊗ e1 = C( f1 + τ f2 + z).

Note that the isomorphism (7.15) maps the cusps P1
Q
= {i∞} ∪ Q of H ⊂ P1

to the cusps PJ∨
Q

ofHJ ⊂ PJ∨
C

, and especially maps the cusp i∞ to the I-cusp

I⊥ ∩ PJ∨
C

of HJ .

Next we consider the Jacobi group Γ(J)F , F = Q,R. Recall from (5.7)

that the splitting LF = (JF ⊕ J∨
F

) ⊕ V(J)F defines an isomorphism

(7.17) Γ(J)F ≃ SL(JF) ⋉W(J)F,

which we fix below. (This splitting depends on J∨F , but not on I.) We

identify

SL(JF) = SL(J∨F) = SL(2, F)

by the basis f2, f1 of J∨F , or equivalently, by the basis e1,−e2 of JF. Thus an

element

(

a b

c d

)

∈ SL(2, F) acts on JF ⊕ J∨F by

e1 7→ ae1 − ce2, e2 7→ −be1 + de2, f1 7→ d f1 + b f2, f2 7→ c f1 + a f2.

Finally, we have a splitting of the Heisenberg group W(J)F as a set:

W(J)F ≃ U(J)F × (V(J)F ⊗ Fe1) × (V(J)F ⊗ Fe2)(7.18)

≃ F × V(J)F × V(J)F,

where we take vJ as the basis of U(J)F . Accordingly, we write an element

of W(J)F as (α, v1, v2) where α ∈ F and v1, v2 ∈ V(J)F ⊂ LF . In this

expression, (α, 0, 0) = αvJ corresponds to Eαe2∧e1
∈ U(J)F , (0, v1, 0) to

Ev1⊗e1
, and (0, 0, v2) to Ev2⊗e2

. Note that each V(J)F ⊗ Fe1 and V(J)F ⊗ Fe2

are respectively subgroups of W(J)F , but they do not commute.

Proposition 7.13. The action of Γ(J)F onD is described as follows.

(1) (α, 0, 0) ∈ U(J)F acts by

(τ, z, w) 7→ (τ, z, w + α).

(2) (0, v1, 0) ∈ W(J)F acts by

(τ, z, w) 7→ (τ, z + v1, w).

(3) (0, 0, v2) ∈ W(J)F acts by

(τ, z, w) 7→ (τ, z + τv2, w − (v2, z) − 2−1(v2, v2)τ).
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(4)

(

a b

c d

)

∈ SL(2, F) acts by

(τ, z, w) 7→
(

aτ + b

cτ + b
,

z

cτ + d
, w +

c(z, z)

2(cτ + d)

)

.

Proof. Let ω(Z) ∈ LC be as in (7.14). By direct calculation using the

definition (1.4) of Eichler transvections, we see that

Eαe2∧e1
(ω(Z)) = f1 + τ f2 + z + (w + α)e2 + Ae1

= ω(Z + (0, 0, α)),

Ev1⊗e1
(ω(Z)) = f1 + τ f2 + (z + v1) + we2 + Ae1

= ω(Z + (0, v1, 0)),

Ev2⊗e2
(ω(Z)) = f1 + τ f2 + (z + τv2) + (w − (z, v2) − (τ/2)(v2, v2))e2 + Ae1

= ω(Z + (0, τv2,−(z, v2) − (τ/2)(v2, v2))),
(

a b

c d

)

(ω(Z)) = (cτ+d) f1+ (aτ+b) f2+ z+ ((cτ+d)w+ (c/2)(z, z))e2+Ae1.

Here the constant A in each equation is an unspecified constant determined

by the isotropicity condition. This proves (1) – (4). �

Proposition 7.13 agrees with the classical description of the action of

Jacobi group in [21] p.1185. (α, v1, v2 correspond to r, y, x in [21] respec-

tively.) We note two consequences of the calculation in Proposition 7.13.

Corollary 7.14. Let γ ∈ Γ(J)R and

(

a b

c d

)

be its image in SL(2,R). The

factor of automorphy of the γ-action onL with respect to the I-trivialization

L ≃ I∨
C
⊗ OD is cτ + d.

Proof. In view of (2.3), this follows by looking at the coefficients of f1

in the equations in the proof of Proposition 7.13. �

This gives a computational explanation of the Γ(J)R-equivariant isomor-

phism L ≃ π∗LJ in Lemma 5.9. We also provide a computational proof of

Lemma 7.2.

Corollary 7.15 (cf. Lemma 7.2). Let γ ∈ Γ(J)R and ωJ = e((lJ,Γ, Z)) be

as in §7.1. Then γ∗ωJ = jγ(τ, z)ωJ for a function jγ(τ, z) of (τ, z) which does

not depend on the w-component.

Proof. Since lJ,Γ = β0lJ, if we express Z = (τ, z,w), we have

ωJ = e((lJ,Γ, Z)) = e((β0lJ ,wvJ)) = e(β0w).
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Therefore, if we denote by γ∗w the w-component of γ(Z), we have

(7.19) (γ∗ωJ)/ωJ = e(β0(γ∗w − w)).

It remains to observe from Proposition 7.13 that γ∗w − w depends only on

(τ, z). �

The function jγ(τ, z) is the inverse of the factor of automorphy of the γ-
action (= pullback by γ−1) on the conormal bundle ΘJ of ∆J with respect to

the ωJ-trivialization. Thus jγ(τ, z) is the multiplier in the slash operator by

γ on ΘJ with respect to the ωJ-trivialization. By (7.19), jγ(τ, z) is explicitly

written as follows.

(7.20) jγ(τ, z) =



















































e(β0α) γ = (α, 0, 0)

1 γ = (0, v1, 0)

e(−β0(v2, z) − 2−1β0(v2, v2)τ) γ = (0, 0, v2)

e
(

β0c(z,z)

2(cτ+d)

)

γ =













a b

c d













If we divide Γ(J)R by U(J)R, these coincide with the multipliers in the slash

operator in [44] p.248 with k = 0 and the quadratic space V(J)Q(−β0). (We

identify the half-integral matrix F in [44] with the even lattice with Gram

matrix 2F, and this lattice tensored with Q corresponds to our V(J)Q(−β0).)

7.4.2. Translation to classical Jacobi forms. Now, using the coordi-

nates prepared in §7.4.1, we describe Jacobi forms with λ = 0 in a more

classical manner. We identify ∆J ≃ H × V(J) by (7.16) and accord-

ingly use the coordinates (τ, z) on ∆J . We put qJ = e(τ) = e((vJ , Z)) and

qJ,Γ = e((vJ,Γ, Z)) (as in (7.9)) for Z = (τ, z) ∈ ∆J . Since vJ,Γ = β
−1
0

vJ , then

qJ,Γ = e(β−1
0
τ) = (qJ)β

−1
0 . We also write β2 = β

−1
0
β1.

Let φ ∈ Jk,m(Γ(J)Z) be a Jacobi form of weight (0, k) and index m in the

sense of Definition 7.10. Via the (I, ωJ)-trivialization and the basis e1 of I,

L⊗k ⊗ Θ⊗m
J ≃ (I∨C)⊗k ⊗ O∆J

≃ O∆J
,

we regard φ as a scalar-valued function on ∆J . Let V(J)(β0m) be the scaling

of the quadratic space V(J) by β0m.

Lemma 7.16. We identify V(J) = V(J)(β0m) as a C-linear space natu-

rally and regard φ as a function on ∆J ≃ H × V(J)(β0m). Then φ has a

Fourier expansion of the form

φ(τ, z) =
∑

n∈β2Z

∑

l∈KI(β0m)∨

a(n, l) ql qn
J , τ ∈ H, z ∈ V(J)(β0m).
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Here ql = e((l, z)) with (l, z) being the pairing in V(J)(β0m), and KI is some

full lattice in V(J)Q such that KI(β0) is an even lattice. The holomorphicity

condition at the I-cusp is 2n ≥ |(l, l)|.

Proof. Recall from (7.9) that φ as a function on H × V(J) has a Fourier

expansion of the form

φ(τ, z) =
∑

n∈β1Z

∑

l∈K′

a(n, l) ql qn
J,Γ, τ ∈ H, z ∈ V(J),

where K′ is some full lattice in V(J)Q and ql = e((l, z)). (The vectors l in

(7.9) are l ⊗ e1 here.) The I-cusp condition is 2nm ≥ |(l, l)|. We substitute

qJ,Γ = (qJ)β
−1
0 and rewrite β−1

0
n as n. Then this expression is rewritten as

φ(τ, z) =
∑

n∈β2Z

∑

l∈K′

a(n, l) ql qn
J, τ ∈ H, z ∈ V(J),

with the I-cusp condition being 2nβ0m ≥ |(l, l)|. By enlarging K′, we may

assume that K′ = K∨
I

for a lattice KI ⊂ V(J)Q such that KI(β0) is even.

Next we identify V(J) = V(J)(β0m) as a C-linear space, which mul-

tiplies the quadratic form by β0m. This identification maps the lattice

K∨
I
⊂ V(J) to the lattice β0mKI(β0m)∨ ⊂ V(J)(β0m). Then, by multiply-

ing the index lattice K∨
I

by (β0m)−1 and identifying it with KI(β0m)∨ by this

scaling, the Fourier expansion of φ as a function onH×V(J)(mβ0) is written

as

φ(τ, z) =
∑

n∈β2Z

∑

l∈KI (β0m)∨

a(n, l) ql qn
J , τ ∈ H, z ∈ V(J)(β0m),

where (l, z) in ql = e((l, z)) is the pairing in V(J)(β0m). The I-cusp condition

is then rewritten as 2n ≥ |(l, l)| for l ∈ KI(β0m)∨. �

Here we passed from qJ,Γ to qJ because the latter does not depend on Γ,

and passed from V(J) to V(J)(β0m) in order to match our holomorphicity

condition at the I-cusp to the holomorphicity condition at i∞ of Skoruppa

[44] p.249.

Next we shrink the integral Jacobi group Γ(J)Z to a subgroup of simpler

form. We let ΓJ ⊂ SL(J) be the intersection of Γ(J)Z with the lifted group

SL(JQ) ⊂ Γ(J)Q. (This is different from the notation in §6.3 in general.)

Note that ΓJ does not depend on I (but on J∨
Q
⊂ LQ). The splitting (7.17)

defines an isomorphism

Γ(J)Q/U(J)Q ≃ SL(JQ) ⋉ (V(J)Q ⊗ JQ),

where SL(JQ) acts on V(J)Q ⊗ JQ by its natural action on JQ. We fix this

splitting of Γ(J)Q/U(J)Q. The inclusion Γ(J)Z ⊂ Γ(J)Q defines a canonical
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injective map Γ(J)Z → Γ(J)Q/U(J)Q. Its image is not necessarily a semi-

product. Elements in the intersection Γ(J)Z ∩ (V(J)Q ⊗ Qei) are images of

elements of Γ(J)Z of the form Eαe1∧e2
◦Ev⊗ei

, v ∈ V(J)Q, but αe1∧e2 ∈ U(J)Q
is not necessarily contained in U(J)Z in general. We remedy these two

subtle problems by passing to a subgroup of Γ(J)Z as follows.

Lemma 7.17. There exists a full lattice K′I in V(J)Q such that

(7.21) ΓJ ⋉ (K′I ⊗Z J) ⊂ Γ(J)Z

as subgroups of Γ(J)Q/U(J)Q, and for each i = 1, 2, the subgroup K′
I
⊗Z Zei

of this semi-product is contained in the image of W(J)Z ∩ (V(J)Q ⊗ Qei) in

Γ(J)Q/U(J)Q, where V(J)Q ⊗ Qei is the component of W(J)Q in (7.18).

Proof. The intersection of W(J)Z with the component V(J)Q ⊗ Qei in

(7.18) is a full lattice in V(J)Q ⊗ Qei and hence can be written as Ki ⊗Z Zei

for some full lattice Ki in V(J)Q. We put K′
I
= K1 ∩ K2. Then the second

property holds by construction. Since J = Ze1 ⊕ Ze2, it follows that

K′I ⊗Z J ⊂ Γ(J)Z ∩ (V(J)Q ⊗ JQ).

Since we also have ΓJ ⊂ Γ(J)Z ∩ SL(JQ) by construction, the inclusion

(7.21) is verified. �

The second property in Lemma 7.17 means that Ev⊗e1
, Ev⊗e2

∈ W(J)Z
for v ∈ K′I , and their images in Γ(J)Q/U(J)Q form the subgroups K′I ⊗Z Ze1,

K′
I
⊗Z Ze2 in (7.21) respectively. Their factors of automorphy on ΘJ are

given by the second and the third line in (7.20) respectively. This is why we

require the second property in Lemma 7.17.

We can now state the translation of Jacobi forms in a precise form. For

an even negative-definite lattice K′, let Jk,K′(ΓJ) be the space of Jacobi forms

of weight k and index lattice K′(−1) for the group ΓJ < SL(J) ≃ SL(2,Z)

in the sense of Skoruppa [44] p.249. (In the notation of [44], K′(−1) is

the positive-definite even lattice with Gram matrix 2F, and corresponds to

the Zn in the Heisenberg group in [44] p.248. The dual lattice of K′(−1)

corresponds to the index Zn in the Fourier expansion in [44] p.249.)

Proposition 7.18. There exists a full lattice K in V(J)Q such that K(β0)

is an even lattice and we have an embedding

Jk,m(Γ(J)Z) ֒→ Jk,K(β0m)(ΓJ)

for every m > 0 and k ∈ Z.

Proof. The correspondence is summarized as follows:

(1) Start from a section φ of L⊗k ⊗ Θ⊗m
J

over ∆J .
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(2) Choose a rank 1 primitive sublattice I ⊂ J and identify φ with a

holomorphic function on ∆J by the (I, ωJ)-trivialization of L⊗k ⊗
Θ⊗m

J
.

(3) Identify ∆J ≃ H × V(J)(β0m) by the coordinates in §7.4.1 and the

scaling V(J) ≃ V(J)(β0m).

(4) In this way φ is identified with a holomorphic function on H ×
V(J)(β0m).

We shall show that this defines a well-defined map from Jk,m(Γ(J)Z) to

Jk,K(β0m)(ΓJ) for a suitable lattice K ⊂ V(J)Q.

We replace KI in Lemma 7.16 and K′
I

in Lemma 7.17 by their intersec-

tion KI ∩ K′I and rewrite it as KI . Then Lemma 7.16 says that our Jacobi

form φ viewed as a function on H × V(J)(β0m) by the above procedure has

the same shape of Fourier expansion as that of Jacobi forms of weight k

and index lattice KI(β0m) at i∞ in the sense of [44] p.249. Our I-cusp con-

dition 2n ≥ |(l, l)| agrees with the holomorphicity condition at i∞ in [44].

By Corollary 7.14 and (7.20), we see that the factor of automorphy for the

action of ΓJ ⋉ (KI ⊗ J) on L⊗k⊗Θ⊗m
J

with respect to the (I, ωJ)-trivialization

agrees with the factor of automorphy for the slash operator |k,V(J)(β0m) in [44]

p.248. Therefore the function φ satisfies the transformation rule of [44]

p.249 (Definition (i)) for the group ΓJ < SL(J) with weight k and index lat-

tice KI(β0m). In particular, the function φ is also holomorphic (in the sense

of [44]) at the cusps equivalent to I under ΓJ .

It remains to cover all cusps. The coincidence of the automorphy factors

on SL(JR) implies that the function φ|k,V(J)(β0m)γ for γ ∈ SL(J) is identified

with the section γ∗φ via the (I, ωJ)-trivialization. Then we have

the section φ is holomorphic at the γI-cusp in our sense

⇔ the section γ∗φ is holomorphic at the I-cusp in our sense

⇔ the function φ|k,V(J)(β0m)γ is holomorphic at i∞ in the sense of [44].

The first equivalence follows from Lemma 7.11, and the second equiva-

lence follows by applying the argument so far to the Jacobi form γ∗φ for

γ−1Γ(J)Zγ ⊂ Γ(J)Q (with J = γ(J) and U(J)Z unchanged). Here the index

lattice for γ∗φ is determined from the Fourier expansion of γ∗φ at the I-cusp

with the group γ−1Γ(J)Zγ, by the procedure in Lemma 7.16. We denote it by

KγI(β0m), with KγI a full lattice in V(J)Q. This may be in general different

from KI .

Then we take representatives I1 = I, I2, · · · , IN of ΓJ-equivalence classes

of rank 1 primitive sublattices of J and put

K =
⋂

i

KIi
⊂ V(J)Q.
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As a function onH×V(J)(β0m), φ satisfies the transformation rule of Jacobi

forms of weight k and index lattice K(β0m) for ΓJ < SL(J), and is holomor-

phic at the cusps I1 = i∞, I2, · · · , IN of HJ ≃ H in the sense of [44]. If γ(Ii),

γ ∈ ΓJ , is an arbitrary cusp of HJ , the holomorphicity of φ = φ|k,V(J)(β0m)γ
at Ii implies that of φ at γ(Ii). Thus φ is holomorphic at all cusps, namely

φ ∈ Jk,K(β0m)(ΓJ). �

Proposition 7.18 implies the following.

Proposition 7.19. We have Jk,m(Γ(J)Z) = 0 when k < n/2 − 1.

Proof. This holds because Jk,K′(ΓJ) = 0 when k < rk(K′)/2 = n/2 − 1

(see [44] p.251). �



CHAPTER 8

Filtrations associated to 1-dimensional cusps

Let L, Γ, J be as in §7. In this chapter we introduce filtrations on the

automorphic vector bundles canonically associated to the J-cusp, and study

its basic properties. These filtrations will play a fundamental role in the

study of the Fourier-Jacobi expansion. Our geometric approach will be ef-

fective here. In §8.1 we define the filtration on the second Hodge bundle E.

This induces filtrations on general automorphic vector bundles Eλ,k (§8.2).

In §8.3 we study these filtrations from the viewpoint of representations of

a parabolic subgroup. In §8.4, as the first application of our filtration, we

prove that vector-valued Jacobi forms decompose, in a certain sense, into

scalar-valued Jacobi forms of various weights. The second application will

be given in §9.

8.1. J-filtration on E
In this section we define a filtration on E canonically associated to J.

For [ω] ∈ D we consider the filtration

(8.1) 0 ⊂ ω⊥ ∩ JC ⊂ ω⊥ ∩ J⊥C ⊂ ω⊥

on ω⊥ = ω⊥ ∩ LC.

Lemma 8.1. Let p : ω⊥ → ω⊥/Cω be the projection. Then p(ω⊥ ∩ JC)

has dimension 1 and p(ω⊥ ∩ J⊥
C

) = p(ω⊥ ∩ JC)⊥ in ω⊥/Cω.

Proof. Since (ω, J) . 0, we have dim(ω⊥∩ JC) = 1. The fact that Cω 1
JC then implies that p(ω⊥ ∩ JC) has dimension 1. Next we prove the second

assertion. It is clear that p(ω⊥∩ J⊥
C

) ⊂ p(ω⊥∩ JC)⊥. Since p(ω⊥∩ JC)⊥ is of

codimension 1 in ω⊥/Cω by the first assertion, it is sufficient to show that

p(ω⊥ ∩ J⊥
C

) is of codimension 1 too. Since Cω 1 JC, we have (ω, J⊥) . 0.

This implies thatω⊥∩J⊥
C

is of codimension 1 in J⊥
C

, and so of codimension 2

in ω⊥. The fact that Cω 1 J⊥
C

implies that the projection ω⊥∩ J⊥
C
→ ω⊥/Cω

is injective. Hence p(ω⊥ ∩ J⊥
C

) is of codimension 1 in ω⊥/Cω. �

Let EJ be the sub line bundle of Ewhose fiber over [ω] ∈ D is the image

of ω⊥ ∩ JC in ω⊥/Cω. This is an isotropic sub line bundle of E. Taking the

image of (8.1) in ω⊥/Cω and varying [ω] ∈ D, we obtain the filtration

(8.2) 0 ⊂ EJ ⊂ E⊥J ⊂ E
101
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on E. We call it the J-filtration on E. By construction, this is Γ(J)R-

invariant.

We calculate the graded quotients of the J-filtration. Let π : D → HJ be

the projection to the J-cusp and LJ be the Hodge bundle on HJ . We write

V(J) = (J⊥/J)C as before.

Proposition 8.2. We have Γ(J)R-equivariant isomorphisms

(8.3) EJ ≃ π∗LJ , E⊥J /EJ ≃ V(J) ⊗ OD, E/E⊥J ≃ π∗L−1
J .

Proof. We begin with EJ . Let [ω] ∈ D. The fiber of EJ over [ω] is the

line ω⊥ ∩ JC ⊂ JC, while that of π∗LJ is the image of Cω in (L/J⊥)C. In

order to compare these two lines, we consider the canonical isomorphisms

(8.4) (L/J⊥)C → J∨C ← JC.

Here the first map is induced by the pairing on L, and the second map is

induced by the canonical symplectic form J × J → ∧2J ≃ Z on J. The

second map sends a line in JC to its annihilator in J∨
C

. In (8.4), the above

two lines are both sent to the line (Cω, ·)|JC in J∨
C

(the pairing of JC with

Cω). This gives the canonical isomorphism

(π∗LJ)[ω] = Im(Cω→ (L/J⊥)C) → ω⊥ ∩ JC = (EJ)[ω].

Varying [ω], we obtain a Γ(J)R-equivariant isomorphism π∗LJ ≃ EJ .

Consequently, we obtain the description of the last graded quotient

E/E⊥J ≃ E∨J ≃ π∗L−1
J ,

where the first map is induced by the quadratic form on E.

Finally, we consider the middle graded quotient E⊥
J
/EJ . The fiber of this

vector bundle over [ω] ∈ D is (ω⊥ ∩ J⊥
C

)/(ω⊥ ∩ JC). We have a natural map

(8.5) (ω⊥ ∩ J⊥C )/(ω⊥ ∩ JC)→ J⊥C/JC = V(J).

This is clearly injective. Since the source and the target have the same

dimension, this map is an isomorphism. Varying [ω], we obtain a Γ(J)R-

equivariant isomorphism E⊥J /EJ → V(J) ⊗ OD. �

Next we choose a rank 1 primitive sublattice I of J and describe the

J-filtration under the I-trivialization.

Proposition 8.3. The I-trivializationE ≃ V(I)⊗OD sends the J-filtration

(8.2) on E to the filtration

(0 ⊂ J/I ⊂ J⊥/I ⊂ I⊥/I)C ⊗ OD
on V(I) ⊗ OD.
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Proof. Since the I-trivialization V(I)⊗OD → E preserves the quadratic

forms, it suffices to check that this sends (J/I)C ⊗ OD to EJ . Recall that the

I-trivialization at [ω] ∈ D is the composition map

(8.6) I⊥C /IC → ω⊥ ∩ I⊥C → ω⊥/Cω.

The inverse of the first map sends the line ω⊥ ∩ JC in ω⊥ ∩ I⊥
C

to the line

JC/IC in I⊥
C
/IC, and the second map sends ω⊥ ∩ JC to (EJ)[ω] by definition.

Therefore (8.6) sends JC/IC to (EJ)[ω]. This proves our assertion. �

The J-filtration descends to a filtration on the descent of E to X(J) =

D/U(J)Z. We consider the canonical extension over the partial toroidal

compactification X(J).

Proposition 8.4. The J-filtration on E over X(J) extends to a filtration

on the canonical extension of E over X(J) by Γ(J)R-invariant sub vector

bundles. The isomorphisms (8.3) for the graded quotients on X(J) extend

to isomorphisms between the canonical extensions of both sides over X(J).

Proof. We choose a rank 1 primitive sublattice I of J. Recall that the

canonical extension of E is defined via the I-trivialization E → V(I)⊗OX(J).

By Proposition 8.3, the I-trivialization sends the sub vector bundles EJ , E⊥
J

of E to the sub vector bundles (J/I)C ⊗OX(J), (J⊥/I)C ⊗OX(J) of V(I)⊗OX(J)

respectively. The latter clearly extend to the sub vector bundles (J/I)C ⊗
OX(J), (J⊥/I)C ⊗ OX(J) of V(I) ⊗ OX(J) respectively. This means that EJ , E⊥J
extend to sub vector bundles of the canonical extension of E. They are still

Γ(J)R-invariant by continuity.

We prove that the isomorphisms (8.3) extend over X(J). We begin with

EJ ≃ π∗LJ . For each [ω] ∈ D we have the following commutative diagram

of isomorphisms between 1-dimensional linear spaces:

ω⊥ ∩ JC
p1

//

p3

��

(Cω, ·)|JC
p4

��
JC/IC p2

// I∨
C
.

Here p1 is restriction of the second isomorphism JC → J∨
C

in (8.4), p2 is the

map induced from this JC → J∨
C

, p3 is the natural projection, and p4 is the

restriction of the natural map J∨
C
→ I∨

C
to the line (Cω, ·)|JC of J∨

C
. Recall

from the proof of Proposition 8.2 that p1 is identified with the isomorphism

EJ → π∗LJ at [ω] after the canonical isomorphism J∨
C
≃ (L/J⊥)C. Vary-

ing [ω], we obtain the following commutative diagram of isomorphisms
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between line bundles on X(J):

EJ

p1
//

p3

��

π∗LJ

p4

��
(J/I)C ⊗ OX(J) p2

// I∨
C
⊗ OX(J).

Here p1 is the isomorphism we want to extend, p2 is the constant homo-

morphism, p3 is the I-trivialization of EJ , and p4 is the pullback of the

I-trivialization of LJ (cf. Remark 5.11). By construction, the canonical ex-

tension of EJ is given via p3. Similarly, by the proof of Proposition 5.10,

the canonical extension of π∗LJ is given via p4. Since p2 is constant, it ex-

tends over X(J). Then this commutative diagram shows that p1 extends to

an isomorphism between the canonical extensions of EJ and π∗LJ .

Next we consider E⊥J /EJ → V(J) ⊗ OX(J). We observe that for each

[ω] ∈ D, the natural composition

(ω⊥ ∩ J⊥C )/(ω⊥ ∩ JC)→ (J⊥C/IC)/(JC/IC)→ J⊥C/JC,

where the first isomorphism comes from ω⊥ ∩ I⊥
C
→ I⊥

C
/IC, coincides with

the isomorphism (8.5) defining E⊥
J
/EJ → V(J)⊗OX(J) at [ω]. Therefore the

isomorphism E⊥J /EJ → V(J) ⊗ OX(J) in (8.3) factorizes as

E⊥J /EJ → (J⊥/I)C ⊗ OX(J)/(J/I)C ⊗ OX(J) → V(J) ⊗ OX(J),

where the first isomorphism is induced by the I-trivialization and hence

gives the canonical extension of E⊥
J
/EJ , and the second isomorphism is the

constant homomorphism. The constancy of the second isomorphism en-

sures that it extends over X(J). This shows that the isomorphism E⊥J /EJ →
V(J) ⊗ OX(J) in (8.3) extends to an isomorphism between the canonical ex-

tensions.

Finally, the extendability of E/E⊥
J
≃ π∗L−1

J
follows from the extendabil-

ity of EJ ≃ π∗LJ and the fact that the quadratic form on E extends over the

canonical extension (by construction). �

8.2. J-filtration on Eλ,k
In this section we use the J-filtration on E to define a filtration on a

general automorphic vector bundle Eλ,k.
We begin with a recollection from linear algebra. Let V be a C-linear

space of finite dimension endowed with a decreasing filtration of length 3:

0 ⊂ F1V ⊂ F0V ⊂ F−1V = V.

We denote by GrrV = FrV/Fr+1V the r-th graded quotient. (By convention,

F2V = 0.) Let d > 0. On the tensor product V⊗d we have a decreasing
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filtration of length 2d + 1 defined by

(8.7) FrV⊗d =
∑

|~i|=r

F i1V ⊗ F i2V ⊗ · · · ⊗ F id V, −d ≤ r ≤ d,

where~i = (i1, · · · , id) run over all multi-indices such that |~i| = i1 + · · · + id

is equal to r. The graded quotient GrrV⊗d = FrV⊗d/Fr+1V⊗d is canonically

isomorphic to

(8.8) GrrV⊗d ≃
⊕

|~i|=r

Gri1V ⊗ Gri2V ⊗ · · · ⊗ Grid V.

This construction of filtration is well-known in the case d = 2; the construc-

tion for general d is obtained inductively.

We apply this construction relatively to the J-filtration on the second

Hodge bundle E. We write F1E = EJ , F0E = E⊥
J
, F−1E = E, and define a

decreasing filtration

0 ⊂ FdE⊗d ⊂ Fd−1E⊗d ⊂ · · · ⊂ F−dE⊗d = E⊗d

of length 2d + 1 on E⊗d by

FrE⊗d =
∑

|~i|=r

F i1E ⊗ F i2E ⊗ · · · ⊗ F idE, −d ≤ r ≤ d.

This is a filtration by Γ(J)R-invariant sub vector bundles.

Lemma 8.5. We have a Γ(J)R-equivariant isomorphism

(8.9) GrrE⊗d ≃ π∗L⊗r
J ⊗

⊕

|~i|=r

V(J)⊗b(~i),

where b(~i) ≥ 0 is the number of components i∗ of~i = (i1, · · · , id) equal to 0.

Proof. By (8.8) we have

(8.10) GrrE⊗d ≃
⊕

|~i|=r

Gri1E ⊗ · · · ⊗ GridE.

By Proposition 8.2, each factor Gri∗E is isomorphic to π∗LJ , V(J) ⊗ OD,

π∗L−1
J

according to i∗ = 1, 0,−1 respectively. Let a(~i), b(~i), c(~i) be the num-

ber of components i∗ of~i = (i1, · · · , id) equal to 1, 0,−1 respectively. Then

(8.10) can be written more explicitly as

GrrE⊗d ≃
⊕

|~i|=r

V(J)⊗b(~i) ⊗ π∗L⊗a(~i)−c(~i)
J

.

We have a(~i) − c(~i) = |~i| = r. �
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Since Gr−iE ≃ (GriE)∨, the expression (8.10) shows that we have the

duality

Gr−rE⊗d ≃ (GrrE⊗d)∨,

by sending an index~i = (i1, · · · , id) to its dual index (−i1, · · · ,−id).

By Proposition 8.3, the I-trivialization E⊗d ≃ V(I)⊗d ⊗ OD sends the

sub vector bundle FrE⊗d of E⊗d to the sub vector bundle FrV(I)⊗d ⊗ OD
of V(I)⊗d ⊗ OD, where FrV(I)⊗d is the filtration (8.7) applied to V = V(I),

F1V = (J/I)C and F0V = (J⊥/I)C. This implies that the filtration F•E⊗d on

E⊗d over X(J) extends to a filtration on the canonical extension of E⊗d over

X(J) by sub vector bundles. (We use the same notation.)

Now we consider a general automorphic vector bundle Eλ,k = Eλ ⊗
L⊗k. Let d = |λ|. Recall from §3.2 that Eλ = cλ · E[d] is defined as an

O+(LR)-invariant sub vector bundle of E⊗d, where cλ = bλaλ is the Young

symmetrizer for λ. We define a decreasing filtration on Eλ by taking the

intersection with FrE⊗d inside E⊗d:

FrEλ = Eλ ∩ FrE⊗d, −d ≤ r ≤ d.

Then we take the twist by L⊗k:

FrEλ,k = FrEλ ⊗ L⊗k.

This is a Γ(J)R-invariant filtration on Eλ,k. We call it the J-filtration on Eλ,k.
This is a standard filtration on Eλ,k that can be induced from the J-filtration

on E. In Proposition 8.13, we will prove that the range of the level r reduces

to −λ1 ≤ r ≤ λ1.

Remark 8.6. We also have the following natural expressions of FrEλ:
FrEλ = cλ(E[d] ∩ FrE⊗d) = E[d] ∩ cλ(F

rE⊗d).

These equalities hold because we have cλ(F
rE⊗d) ⊂ FrE⊗d by the Sd-

invariance of FrE⊗d and cλ is an idempotent up to scalar multiplication.

Let

(8.11) FrV(I)λ = V(I)λ ∩ FrV(I)⊗d, −d ≤ r ≤ d,

be the similar filtration on V(I)λ. The I-trivialization Eλ ≃ V(I)λ⊗OD sends

the J-filtration F•Eλ on Eλ to the filtration F•V(I)λ⊗OD on V(I)λ⊗OD. This

implies that the J-filtration on Eλ,k, after descending to X(J), extends to a

filtration on the canonical extension of Eλ,k over X(J) by Γ(J)R-invariant

sub vector bundles.

Proposition 8.7. At the boundary divisor ∆J of X(J), we have a Γ(J)R-

equivariant isomorphism

(8.12) Grr(Eλ,k|∆J
) ≃ (π∗2L⊗r+k

J )⊕α(r),

where α(r) ≥ 0 is the rank of GrrEλ and π2 is the projection ∆J → HJ .
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Proof. Since L|∆J
≃ π∗

2
LJ by Proposition 5.10, it suffices to prove this

assertion in the case k = 0. By Lemma 8.5, we have a Γ(J)R-equivariant

embedding

GrrEλ ֒→ GrrE⊗|λ| ≃ (π∗L⊗r
J )⊕b

overX(J) for some b > 0. By Proposition 8.4, this embedding extends over

X(J). By restricting it to ∆J , we obtain a Γ(J)R-equivariant embedding

Grr(Eλ|∆J
) ֒→ (π∗2L⊗r

J )⊕b.

The image of this embedding is a Γ(J)R-invariant sub vector bundle of

(π∗
2
L⊗r

J
)⊕b. Since the Heisenberg group W(J)R ⊂ Γ(J)R acts on each fiber

of π2 : ∆J → HJ transitively, this image can be written as π∗2F for some

SL(JR)-invariant sub vector bundleF of (L⊗r
J

)⊕b. By the SL(JR)-invariance,

F is isomorphic to a direct sum of copies of L⊗r
J

. �

Before finishing this section, we look at two typical examples.

Example 8.8. Let λ = (1d) with 0 < d < n, namely Vλ = ∧dV . We have

∧iEJ = 0 if i > 1 and (∧iE⊥
J
) ∧ (∧ jE) = ∧i+ jE if j > 0. This shows that the

J-filtration on ∧dE reduces to the following filtration of length 3:

0 ⊂ EJ ∧ (∧d−1E⊥J ) ⊂ ∧dE⊥J + EJ ∧ (∧d−1E) ⊂ ∧dE.
These three subspaces have level 1, 0, −1 respectively. (Note that ∧d−1E =
(∧d−2E⊥

J
) ∧ E in the second term and ∧dE = (∧d−1E⊥

J
) ∧ E in the last term.)

The three graded quotients are respectively isomorphic to

EJ ⊗ ∧d−1(E⊥J /EJ) ≃ ∧d−1V(J) ⊗ π∗LJ ,

∧d(E⊥J /EJ) ⊕ ∧d−2(E⊥J /EJ) ≃ (∧dV(J) ⊕ ∧d−2V(J)) ⊗ OD,
(E/E⊥J ) ⊗ ∧d−1(E⊥J /EJ) ≃ ∧d−1V(J) ⊗ π∗L−1

J .

Here ∧d−2V(J) = 0 when d = 1, and ∧dV(J) = 0 when d = n − 1.

Example 8.9. The J-filtration on SymdE has length 2d + 1, with sub-

spaces

FrSymdE =
∑

a+b+c=d
a−c=r

SymaEJ · SymbE⊥J · SymcE, −d ≤ r ≤ d.

The graded quotient GrrSymdE is isomorphic to

π∗L⊗r
J ⊗ (Symd−|r|V(J) ⊕ Symd−|r|−2V(J) ⊕ · · · ⊕ Sym0 or 1V(J)).

This shows that the J-filtration on the main irreducible component E(d) of

SymdE has length 2d + 1 with graded quotient

(8.13) GrrE(d) ≃ π∗L⊗r
J ⊗ Symd−|r|V(J), −d ≤ r ≤ d.
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8.3. J-filtration and representations

In this section we study the J-filtration, in its I-trivialized form, from

the viewpoint of representations of a parabolic subgroup. As consequences,

we determine the range of possible levels, and also relate the Siegel operator

(§6) to the J-filtration.

We choose a rank 1 primitive sublattice I ⊂ J. Let P(J/I)C be the

stabilizer of the isotropic line (J/I)C ⊂ V(I) in O(V(I)). As in (6.4), P(J/I)C
sits in the exact sequence

(8.14) 0→ U(J/I)C → P(J/I)C → GL((J/I)C) × O(V(J))→ 1,

where U(J/I)C ≃ V(J)⊗(J/I)C is the unipotent radical of P(J/I)C consisting

of the Eichler transvections of V(I) with respect to (J/I)C. The filtration

(FrV(I))−1≤r≤1 = (0 ⊂ (J/I)C ⊂ (J⊥/I)C ⊂ V(I))

on V(I) is P(J/I)C-invariant. The unipotent radical U(J/I)C acts on the

graded quotients trivially, so they are representations of

GL((J/I)C) × O(V(J)) ≃ C∗ × O(n − 2,C).

Specifically,

• Gr1V(I) = (J/I)C is the weight 1 character of C∗.
• Gr0V(I) = V(J) is the standard representation of O(V(J)).

• Gr−1V(I) = (J/I)∨
C

is the weight −1 character of C∗.

Let d > 0. As in (8.7), let

FrV(I)⊗d =
∑

|~i|=r

F i1V(I) ⊗ · · · ⊗ F id V(I), −d ≤ r ≤ d,

be the induced filtration on V(I)⊗d. This is P(J/I)C-invariant. By (8.8), the

unipotent radical U(J/I)C acts on the graded quotients GrrV(I)⊗d trivially.

Hence GrrV(I)⊗d is a representation of C∗ × O(V(J)). Specifically, by the

same calculation as in Lemma 8.5, we have

(8.15) GrrV(I)⊗d ≃ χr ⊠

⊕

|~i|=r

V(J)⊗b(~i),

where χr is the weight r character of C∗. If we take a lift of C∗ ×O(V(J)) in

(8.14), we have a decomposition

(8.16) V(I)⊗d ≃
d

⊕

r=−d

GrrV(I)⊗d

as a representation of C∗ × O(V(J)) because C∗ × O(V(J)) is reductive. By

(8.15), this is the weight decomposition with respect to C∗.
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Now let λ = (λ1 ≥ · · · ≥ λn) be a partition expressing an irreducible

representation of O(V(I)) ≃ O(n,C). As in (8.11), let

FrV(I)λ = V(I)λ ∩ FrV(I)⊗|λ|

be the filtration induced on V(I)λ. This is a P(J/I)C-invariant filtration, and

U(J/I)C acts on the graded quotients trivially. By the above argument, if

we take a lift of C∗ × O(V(J)) in (8.14), we have a decomposition

(8.17) V(I)λ ≃
⊕

r

GrrV(I)λ

as a representation of C∗ ×O(V(J)), and this agrees with the weight decom-

position for C∗ with GrrV(I)λ being the weight r subspace.

Proposition 8.10. Let λ , det. We have

(8.18) Fλ1+1V(I)λ = 0, F−λ1V(I)λ = V(I)λ.

Thus the filtration F•V(I)λ has length ≤ 2λ1 + 1, from level −λ1 to λ1.

Moreover, we have

(8.19) Fλ1V(I)λ = V(I)
U(J/I)C
λ .

Proof. This is purely a representation-theoretic calculation. We write

V = V(I) and take a basis e1, · · · , en of V such that (J/I)C = Ce1, (ei, e j) = 1

if i + j = n + 1, and (ei, e j) = 0 otherwise. We also write P = P(J/I)C and

U = U(J/I)C. (The same notation as in the proof of Proposition 6.3.) We

identify V(J) with V ′ = 〈e2, · · · , en−1〉. This defines a lift C∗ × O(V ′) ֒→ P.

Then C∗ acts on Ce1 by weight 1, on V ′ by weight 0, and on Cen by weight

−1.

We first prove (8.18). Recall from (3.1) that

(8.20) Vλ ⊂ ∧
tλ1V ⊗ · · · ⊗ ∧tλλ1 V.

Since the weights of C∗ on each space ∧iV are only −1, 0, 1, the weights

of C∗ on the right hand side of (8.20) are contained in the range [−λ1, λ1].

Therefore the weights of C∗ on Vλ are contained in [−λ1, λ1]. Since GrrVλ
is the weight r subspace for the action of C∗, this shows that GrrVλ , 0 only

when −λ1 ≤ r ≤ λ1. This implies (8.18).

Next we prove (8.19). In Proposition 6.3, we proved that VU
λ ≃ χλ1

⊠W

as a representation of C∗ × O(V ′) where W is a representation of O(V ′) ≃
O(n − 2,C). (We do not use precise information on W.) In particular, C∗

acts on VU
λ by weight λ1. This means that VU

λ ⊂ Fλ1Vλ. On the other hand,

since U acts trivially on

Grλ1Vλ = Fλ1Vλ/F
λ1+1Vλ = Fλ1Vλ,

we also see that Fλ1Vλ ⊂ VU
λ . Therefore Fλ1Vλ = VU

λ . �
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We have the following duality between the graded quotients.

Lemma 8.11. We have GrrV(I)λ ≃ Gr−rV(I)λ as representations of

O(V(J)).

Proof. We keep the notation as in the proof of Proposition 8.10 and

take the C∗ × O(V ′)-decomposition (8.17) of Vλ. Let ι be the involution of

V which exchanges e1 and en and acts on V ′ = 〈e2, · · · , en−1〉 trivially. Thus

ι and C∗ = SO(〈e1, en〉) generate O(〈e1, en〉). The involution ι normalizes

C∗ × O(V ′). Its adjoint action acts on C∗ by α 7→ α−1, and acts on O(V ′)
trivially. Therefore the action of ι on Vλ maps the weight r subspace GrrVλ
to the weight −r subspace Gr−rVλ, and this map is O(V ′)-equivariant. �

It will be useful to know that the graded quotients in level −λ1 and λ1

are indeed nontrivial.

Lemma 8.12. Let λ , det. We have Grλ1V(I)λ , 0 and Gr−λ1V(I)λ , 0.

Proof. We keep the notation as in the proof of Proposition 8.10. Recall

from (3.2) that Vλ contains the vector

(e1 ∧ · · · ∧ etλ1
) ⊗ (e1 ∧ · · · ∧ etλ2

) ⊗ · · · ⊗ (e1 ∧ · · · ∧ etλλ1
).

Since tλ1 < n by λ , det, this vector is contained in the weight λ1 subspace

for the C∗-action. Therefore Grλ1Vλ , 0. The nontriviality of Gr−λ1Vλ then

follows from Lemma 8.11. �

Since (8.17) is the weight decomposition for C∗, we can write

GrrV(I)λ ≃ χr ⊠ V(J)λ′(r)

as a representation of C∗ × O(V(J)), where V(J)λ′(r) is some (in general

reducible) representation of O(V(J)) ≃ O(n − 2,C). The representation

V(J)λ′(r) can be understood through the restriction rule of Vλ for SO(2,C) ×
O(n − 2,C) ⊂ O(n,C). See [31] and [33] for a description of this restriction

rule in terms of the Littlewood-Richardson numbers.

By translating the conclusions of Proposition 8.10 and Lemmas 8.11

and 8.12 by the I-trivialization, we obtain the following consequence for

the J-filtration on Eλ.
Proposition 8.13. Let λ , det. The J-filtration F•Eλ on Eλ satisfies

Fλ1+1Eλ = 0, F−λ1Eλ = Eλ
and

Fλ1Eλ = Grλ1Eλ , 0, Gr−λ1Eλ , 0.

Thus F•Eλ has length ≤ 2λ1 + 1, from level −λ1 to λ1. The graded quotients

GrrEλ and Gr−rEλ have the same rank. Moreover, Fλ1Eλ coincides with the

sub vector bundle EJ
λ of Eλ defined in §6.2.
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Remark 8.14. (1) By this description of EJ
λ, some of the results of §6.2

also follow from the results of §8.2.

(2) The isomorphism (8.12) can be written better as

Grr(Eλ,k|∆J
) ≃ π∗2L⊗r+k

J ⊗ V(J)λ′(r).

8.4. Decomposition of Jacobi forms

In this section we use the J-filtration on Eλ,k to show that vector-valued

Jacobi forms decompose, in a sense, into some tuples of scalar-valued Ja-

cobi forms.

Proposition 8.15. Let λ , det. There exists an injective map

(8.21) Jλ,k,m(Γ(J)Z) ֒→
λ1

⊕

r=−λ1

Jk+r,m(Γ(J)Z)
⊕α(r),

where α(r) is the rank of GrrEλ.

Proof. We use the notation in §7. Let Fr Jλ,k,m(Γ(J)Z) be the subspace of

Jλ,k,m(Γ(J)Z) consisting of Jacobi forms which take values in the sub vector

bundle FrEλ,k ⊗ Θ⊗m
J

of Eλ,k ⊗ Θ⊗m
J

. This defines a filtration on Jλ,k,m(Γ(J)Z)

from level r = −λ1 to λ1. By the exact sequence

0→ Fr+1Eλ,k ⊗ Θ⊗m
J → FrEλ,k ⊗ Θ⊗m

J → GrrEλ,k ⊗ Θ⊗m
J → 0

and Proposition 8.7, we obtain an embedding

Grr(Jλ,k,m(Γ(J)Z)) ֒→ H0(∆J ,GrrEλ,k ⊗ Θ⊗m
J )Γ(J)Z

≃ H0(∆J , (π
∗
2L⊗r+k

J )⊕α(r) ⊗ Θ⊗m
J )Γ(J)Z .

The image of this embedding is contained in Jr+k,m(Γ(J)Z)
⊕α(r), namely holo-

morphic at the cusps of HJ . Indeed, if we take the (I, ωJ)-trivialization at

I ⊂ J, the quotient homomorphism FrEλ,k ⊗ Θ⊗m
J
→ GrrEλ,k ⊗ Θ⊗m

J
is iden-

tified with the quotient homomorphism

FrV(I)λ ⊗ (I∨C)⊗k ⊗ O∆J
→ GrrV(I)λ ⊗ (I∨C)⊗k ⊗ O∆J

.

Since this is constant over ∆J , its effect on the Fourier expansion of a Ja-

cobi form is just reducing each Fourier coefficient from FrV(I)λ ⊗ (I∨
C

)⊗k to

GrrV(I)λ ⊗ (I∨
C

)⊗k, so the Fourier coefficients still satisfy the holomorphicity

condition at the I-cusp.

Therefore we obtain a canonical embedding

(8.22) Grr(Jλ,k,m(Γ(J)Z)) ֒→ Jr+k,m(Γ(J)Z)
⊕α(r).
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Finally, if we choose a splitting of the filtration F•Jk,λ,m(Γ(J)Z), we obtain a

(non-canonical) isomorphism

Jk,λ,m(Γ(J)Z) ≃
λ1

⊕

r=−λ1

Grr(Jk,λ,m(Γ(J)Z)).

This defines an embedding as claimed. �

As the proof shows, the embedding (8.21) is not canonical: it requires

a choice of a splitting of the filtration F•Jλ,k,m(Γ(J)Z). But at least the last

subspace is canonically determined:

Corollary 8.16. Let λ , det. We have a canonical embedding

Jk+λ1 ,m(Γ(J)Z) ⊗ V(J)λ′ ֒→ Jλ,k,m(Γ(J)Z)

where λ′ = (λ2 ≥ · · · ≥ λn−1).

Proof. The last (= level λ1) subspace Fλ1 Jλ,k,m(Γ(J)Z) is the space of

Jacobi forms with values in Fλ1Eλ,k⊗Θ⊗m
J

. By Proposition 8.13 and Theorem

6.1, this sub vector bundle is isomorphic to π∗
2
L⊗k+λ1

J
⊗ V(J)λ′ ⊗ Θ⊗m

J
. �

Example 8.17. Let n = 3 and λ = (d). In this case, in view of (8.13), the

embedding (8.21) takes the form

J(d),k,m(Γ(J)Z) ֒→
d

⊕

r=−d

Jk+r,m(Γ(J)Z).

In the context of Siegel modular forms of genus 2, Ibukiyama-Kyomura [28]

found an isomorphism of the same shape for a certain type of integral Jacobi

groups. (In our notation, L = 2U ⊕ 〈−2〉, K = 〈−2〉, J ⊂ 2U the standard

one, U(J)Z = ∧2J, and Γ(J)Z = ΓJ⋉(K⊗ J).) The method of Ibukiyama and

Kyomura is different, based on differential operators. It might be plausible

that their decomposition essentially agrees with that of us.

Proposition 8.15 and Proposition 7.18 enable us to deduce some basic

results for vector-valued Jacobi forms from those for scalar-valued Jacobi

forms. We present two such consequences.

Corollary 8.18. Let λ , det. We have Jλ,k,m(Γ(J)Z) = 0 when k + λ1 <
n/2 − 1.

Proof. In this case, all weights k + r in (8.21) satisfy k + r ≤ k + λ1 <
n/2 − 1. Then we have Jk+r,m(Γ(J)Z) = 0 by Proposition 7.19. �

Corollary 8.19. Jλ,k,m(Γ(J)Z) has finite dimension. Moreover, we have

the following asymptotic estimates:

dim Jλ,k,m(Γ(J)Z) = O(k) (k→ ∞),

dim Jλ,k,m(Γ(J)Z) = O(mn−2) (m→ ∞).
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Proof. By Proposition 8.15 and Proposition 7.18, we have

dim Jλ,k,m(Γ(J)Z) ≤
λ1
∑

r=−λ1

α(r) · dim Jk+r,m(Γ(J)Z)

≤
λ1
∑

r=−λ1

α(r) · dim Jk+r,K(β0m)(ΓJ),

where K, β0, ΓJ do not depend on λ, k,m. By the dimension formula of Sko-

ruppa ([44] Theorem 6), we see that each Jk+r,K(β0m)(ΓJ) is finite-dimensional

and

dim Jk+r,K(β0m)(ΓJ) = O(k) (k→ ∞),

dim Jk+r,K(β0m)(ΓJ) = O(det K(β0m)) = O(mn−2) (m→ ∞).

These imply the asymptotic estimates for dim Jλ,k,m(Γ(J)Z). �

Remark 8.20. From Proposition 8.10, we have imposed the assumption

λ , det. This was necessary in our representation-theoretic calculation.

Indeed, (8.19) and Lemma 8.12 do not hold for λ = det. On the other hand,

since Γ(J)Z ⊂ SO+(L), Jacobi forms with λ = det are the same as those

with λ = 1 (scalar-valued Jacobi forms) as far as Γ(J)Z is concerned. The

difference arises when we consider the action by the full stabilizer Γ(J)∗
Z
,

which may contain an element of determinant −1.





CHAPTER 9

Vanishing theorem I

Let L be a lattice of signature (2, n) with n ≥ 3. We assume that L has

Witt index 2, i.e., has a rank 2 isotropic sublattice. This is always satisfied

when n ≥ 5. Let Γ be a finite-index subgroup of O+(L). Let λ = (λ1 ≥
· · · ≥ λn) be a partition with tλ1 +

tλ2 ≤ n which expresses an irreducible

representation of O(n,C). We assume λ , 1, det. In this chapter, as an

application of the J-filtration, we prove the following vanishing theorem.

Theorem 9.1. Let λ , 1, det. If k < λ1 + n/2 − 1, then Mλ,k(Γ) = 0. In

particular, we have Mλ,k(Γ) = 0 whenever k < n/2.

This generalizes the well-known vanishing theorem Mk(Γ) = 0 for 0 <
k < n/2−1 in the scalar-valued case. This classical fact can be deduced from

the vanishing of scalar-valued Jacobi forms (Fourier-Jacobi coefficients) of

weight < n/2 − 1. Our proof of Theorem 9.1 is a natural generalization of

this approach. The outline is as follows.

The first step is to take the projection Eλ,k → Gr−λ1Eλ,k to the first graded

quotient of the J-filtration for each 1-dimensional cusp J. Then we apply

the classical vanishing theorem of scalar-valued Jacobi forms (Proposition

7.19) to Gr−λ1Eλ,k. This tells us that when k − λ1 < n/2 − 1, the Fourier

coefficients of a modular form at a 0-dimensional cusp I ⊂ J are contained

in a proper subspace of V(I)λ,k. Finally, running J over all 1-dimensional

cusps containing I, we find that the Fourier coefficients are zero.

The second step of this argument (and hence the bound in Theorem 9.1)

could be improved for some specific (Γ, L) if a stronger vanishing theorem

of classical Jacobi forms is available (cf. Remark 9.4). Theorem 9.1 would

be a prototype in this direction.

Let us look at Theorem 9.1 in the cases n = 3, 4 under the accidental

isomorphisms.

Example 9.2. Let n = 3. Recall from Example 3.4 that the orthogonal

weight (λ, k) = ((d), k) corresponds to the GL(2,C)-weight (ρ1, ρ2) = (k +

d, k − d) for Siegel modular forms of genus 2. In this case, the bound in

Theorem 9.1 is k < d + 1/2, namely k ≤ d. This is rewritten as ρ2 ≤ 0. This

is the same bound as the vanishing theorem of Freitag [15] and Weissauer

[47] for Siegel modular forms of genus 2.

115
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In the case of Siegel modular forms of genus 2, the idea to use Jacobi

forms to derive a vanishing theorem of vector-valued modular forms seems

to go back to Ibukiyama. See [26] Section 6 (and also [27] p.54). Our

proof of Theorem 9.1 can be regarded as a generalization of the argument

of Ibukiyama.

Example 9.3. Let n = 4. Recall from Example 3.5 that the orthogonal

weight (λ, k) = ((d), k) corresponds to the weight (r, ρ⊠ρ) with r = k−d and

ρ = Symd for Hermitian modular forms of degree 2. In this case, the bound

in Theorem 9.1 is k < d + 1, i.e., k ≤ d. Thus Theorem 9.1 says that there is

no nonzero Hermitian modular form of degree 2 and weight (r, ρ ⊠ ρ) with

ρ = Symd
, 1 when r ≤ 0. Furthermore, our second vanishing theorem

(Theorem 11.1 (1)) says that there is no nonzero cusp form when r ≤ 1.

The rest of this chapter is as follows. In §9.1 we prove Theorem 9.1. In

§9.2 we give an application of Theorem 9.1 to the vanishing of holomorphic

tensors of small degree on the modular variety F (Γ).

9.1. Proof of Theorem 9.1

In this section we prove Theorem 9.1. Let λ , 1, det and assume that

k−λ1 < n/2−1. For a rank 2 primitive isotropic sublattice J of L, we denote

by FJEλ,k = F
−λ1+1

J
Eλ,k the level −λ1 + 1 (= the first) sub vector bundle of

Eλ,k in the J-filtration. Here we add J in the notation in order to indicate the

cusp.

Step 1. Every Jacobi form in Jλ,k,m(Γ(J)Z) takes values in the sub vector

bundle FJEλ,k ⊗ Θ⊗m
J

of Eλ,k ⊗ Θ⊗m
J

.

Proof. Recall from (8.22) that we have an embedding

Gr−λ1(Jλ,k,m(Γ(J)Z)) ֒→ Jk−λ1 ,m(Γ(J)Z)
⊕α(−λ1).

Since k − λ1 < n/2 − 1, we have Jk−λ1 ,m(Γ(J)Z) = 0 by Proposition 7.19.

Therefore Gr−λ1(Jλ,k,m(Γ(J)Z)) = 0, which means that every Jacobi form in

Jλ,k,m(Γ(J)Z) takes values in FJEλ,k ⊗ Θ⊗m
J

. �

Now let f ∈ Mλ,k(Γ). We want to prove that f = 0. We fix a rank 1 prim-

itive isotropic sublattice I of L and let f =
∑

l a(l)ql be the Fourier expansion

of f at the I-cusp, where a(l) ∈ V(I)λ,k. For a rank 2 primitive isotropic sub-

lattice J of L containing I, we denote by FJV(I)λ = F
−λ1+1

J
V(I)λ the level

−λ1 + 1 subspace in the J-filtration (8.11) on V(I)λ and write

FJV(I)λ,k = FJV(I)λ ⊗ (I∨C)⊗k ⊂ V(I)λ,k.

Step 2. Every Fourier coefficient a(l) is contained in the subspace

FJV(I)λ,k of V(I)λ,k.
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Proof. Let σJ be the isotropic ray in U(I)R corresponding to J. If l ∈
σJ, then a(l) appears as a Fourier coefficient of the restriction f |∆J

of f to

∆J . By Lemma 6.2 and Proposition 8.10, we see that a(l) is contained in

F
λ1

J
V(I)λ,k ⊂ FJV(I)λ,k.

Next let l < σJ . Then a(l) appears as a Fourier coefficient of the m-

th Fourier-Jacobi coefficient φm of f for some m > 0 along the J-cusp

(see §7.1). By Proposition 7.12, φm is a Jacobi form of weight (λ, k) and

index m. By Step 1, φm as a section of Eλ,k ⊗ Θ⊗m
J

takes values in the sub

vector bundle FJEλ,k⊗Θ⊗m
J

. Since the I-trivialization overX(J) sends FJEλ,k
to FJV(I)λ,k ⊗ OX(J), this implies that the Jacobi form φm, regarded as a

V(I)λ,k-valued function on ∆J via the (I, ωJ)-trivialization, takes values in

the subspace FJV(I)λ,k of V(I)λ,k. It follows that its Fourier coefficients a(l)

are contained in FJV(I)λ,k. �

Step 3. Every Fourier coefficient a(l) is zero.

Proof. Let W =
⋂

J⊃I FJV(I)λ. By applying Step 2 to all J ⊃ I, we find

that a(l) is contained in W ⊗ (I∨
C

)⊗k. We shall prove that W = 0. Since (J/I)Q
runs over all isotropic lines in V(I)Q in the definition of W and

FγJV(I)λ = γ(FJV(I)λ)

for γ ∈ O(V(I)Q), we see that W is an O(V(I)Q)-invariant subspace of V(I)λ.

Since O(V(I)Q) is Zariski dense in O(V(I)), we find that W is O(V(I))-

invariant. But V(I)λ is irreducible as a representation of O(V(I)), so we

have either W = 0 or W = V(I)λ. Since FJV(I)λ , V(I)λ by Lemma 8.12,

we have W , V(I)λ. Therefore W = 0. This finishes the proof of Theorem

9.1. �

Remark 9.4. At least when Vλ remains irreducible as a representation

of SO(n,C), it is also possible to replace the argument in Step 3 by an

argument using the symmetry of the Fourier coefficients in Proposition 3.6

and the Zariski density of Γ(I)Z as in the proof of Proposition 3.7. This

approach allows improvement of Theorem 9.1 when a stronger vanishing

theorem of scalar-valued Jacobi forms holds for Γ(J)Z.

9.2. Vanishing of holomorphic tensors

In this section, as an application of Theorem 9.1, we deduce vanishing

of holomorphic tensors of small degree on the modular variety F (Γ) =

Γ\D. To be more precise, let X be the regular locus of F (Γ). Sections

of (Ω1
X
)⊗k are called holomorphic tensors on X. Among them, those which

extend holomorphically over a smooth projective compactification of X are

a birational invariant of F (Γ).
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Theorem 9.5. When 0 < k < n/2 − 1, we have H0(X, (Ω1
X
)⊗k) = 0. In

particular, H0(X̃, (Ω1

X̃
)⊗k) = 0 for any smooth projective model X̃ of F (Γ).

Proof. Let π : D → F (Γ) be the projection. We can pullback sections

of (Ω1
X
)⊗k to Γ-invariant sections of (Ω1

π−1(X)
)⊗k. They extend holomorphi-

cally over D because the complement of π−1(X) in D is of codimension

≥ 2. Hence we have an embedding

(9.1) H0(X, (Ω1
X)⊗k) ֒→ H0(D, (Ω1

D)⊗k)Γ.

Recall from (2.5) that Ω1
D ≃ E ⊗ L. If we denote by St⊗k =

⊕

α
Vλ(α) the

irreducible decomposition of St⊗k, we thus obtain an embedding

(9.2) H0(X, (Ω1
X)⊗k) ֒→

⊕

α

Mλ(α),k(Γ).

When λ(α) , 1, det, we have Mλ(α),k(Γ) = 0 for k < n/2 by Theorem 9.1.

The determinant character does not appear in the irreducible decomposition

of St⊗k if k < n ([39] Theorem 8.21). Finally, when λ(α) = 1, we have

Mk(Γ) = 0 for 0 < k < n/2 − 1 as it is classically known. Therefore

H0(X, (Ω1
X)⊗k) = 0 when 0 < k < n/2 − 1. �

We can also classify possible types of holomorphic tensors on X in the

next few degrees n/2 − 1 ≤ k ≤ n/2.

Proposition 9.6. We write N(k) = k!/2k/2(k/2)! when k is even.

(1) Let k = [(n − 1)/2]. Then we have an embedding

H0(X, (Ω1
X)⊗k) ֒→















0 n ≡ 0, 3 mod 4,

Mk(Γ)
⊕N(k) n ≡ 1, 2 mod 4.

(2) Let k = n/2 with n even. Then we have an embedding

H0(X, (Ω1
X)⊗k) ֒→















M∧k,k(Γ) n ≡ 2 mod 4,

M∧k,k(Γ) ⊕ Mk(Γ)
⊕N(k) n ≡ 0 mod 4.

The component M∧k ,k(Γ) in (2) gives the holomorphic differential forms

of degree k = n/2. The component Mk(Γ)
⊕N(k) in both (1) and (2) corre-

sponds to the trivial summands in St⊗k. In both (1) and (2), the embedding

is an isomorphism when 〈Γ,−id〉 contains no reflection.

Proof. We keep the same notation as in the proof of Theorem 9.5.

(1) When λ(α) , 1, det, we still have Mλ(α),k(Γ) = 0 for k < n/2 by The-

orem 9.1. The determinant character does not appear too. By [39] Exercise

12.2, St⊗k does not contain the trivial representation when k is odd, while it

occurs with multiplicity N(k) when k is even.
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(2) When λ(α) , ∧d with 0 ≤ d ≤ n, we have λ1 ≥ 2 and so

Mλ(α),n/2(Γ) = 0 by Theorem 9.1. By [39] Theorem 8.21, the representa-

tions ∧d with d > n/2 or d . n/2 mod 2 do not appear in St⊗n/2, and ∧n/2

occurs with multiplicity 1. The multiplicity of the trivial summand is as

before. It remains to consider ∧d with 0 < d < n/2 and d ≡ n/2 mod 2.

We apply our second vanishing theorem (Theorem 11.1 (2)). This says that

M∧d ,n/2(Γ) = 0 when n/2 ≤ n − d − 2, namely d ≤ n/2 − 2.

Finally, when 〈Γ,−id〉 contains no reflection, the projectionD → F (Γ)

is unramified in codimension 1 by [22]. Then (9.1) and (9.2) are isomor-

phisms, and so the above embeddings are isomorphisms. �

Remark 9.7. (1) The weight k = [(n− 1)/2] in Proposition 9.6 (1) is the

so-called singular weight when n is even, and the critical weight when n is

odd, for scalar-valued modular forms. Since Mk(Γ) , 0 in general for these

weights, the bound in Theorem 9.5 is optimal as a general bound.

(2) Theorem 9.5 and Proposition 9.6 imply in particular vanishing of

holomorphic differential forms of degree < n/2 on X. Via the extension

theorem of Pommerening [41], this can also be deduced from the vanishing

of the corresponding Hodge components in the L2-cohomology (cf. [4]).





CHAPTER 10

Square integrability

Let L be a lattice of signature (2, n) with n ≥ 3 and Γ be a finite-index

subgroup of O+(L). In this chapter we study convergence of the Petersson

inner product
∫

F (Γ)

( f , g)λ,kvolD

for f , g ∈ Mλ,k(Γ), where ( , )λ,k is the Petersson metric on the vector bundle

Eλ,k and volD is the invariant volume form onD.

For λ = (λ1 ≥ · · · ≥ λn) let λ̄ = (λ1 − λn, · · · , λ[n/2] − λn+1−[n/2]) be the

associated highest weight for SO(n,C) (see §3.6.1). We denote by |λ̄| the

sum of all components of λ̄. Our results are summarized as follows.

Theorem 10.1. Let f , g ∈ Mλ,k(Γ) with λ , 1, det.

(1) If f is a cusp form, then
∫

F (Γ)
( f , g)λ,kvolD < ∞.

(2) When k ≥ n+|λ̄|−1, f is a cusp form if and only if
∫

F (Γ)
( f , f )λ,kvolD <

∞.

(3) When k ≤ n − |λ̄| − 2, we always have
∫

F (Γ)
( f , g)λ,kvolD < ∞.

See Remark 10.13 for the scalar-valued case. The assertion (1) should

be more or less standard. The assertions (2) and (3) give a characterization

of square integrability except in the range

(10.1) n − |λ̄| − 1 ≤ k ≤ n + |λ̄| − 2.

The assertion (3) is in fact an intermediate step in the proof of our sec-

ond vanishing theorem (Theorem 11.1), where we eventually prove that

Mλ,k(Γ) = 0 when k ≤ n − |λ̄| − 2.

This chapter starts with defining the Petersson metrics on the Hodge

bundles explicitly (§10.1) and calculating them over the tube domain

(§10.2). In §10.3 we give some asymptotic estimates needed in the proof of

Theorem 10.1. In §10.4 we prove Theorem 10.1.

10.1. Petersson metrics

In this section we explicitly define the Petersson metrics on the Hodge

bundles L and E, and hence on the automorphic vector bundles Eλ,k.
121
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We begin with L. By the definition of D, the Hermitian form (·, ·̄) on

LC is positive on the lines parametrized by D. Thus restriction of this Her-

mitian form defines a Hermitian metric on each fiber of L, and hence an

O+(LR)-invariant Hermitian metric on L. We call it the Petersson metric on

L and denote it by ( , )L.

Next we consider E. We first define the real part of E. We write LR for

the product real vector bundle LR ×D, which we regard as a sub real vector

bundle of LC ⊗ OD in the natural way. Then we define a sub real vector

bundle of LR by

ER := L⊥ ∩ LR = (L ⊕ L̄)⊥ ∩ LR.

This is a real vector bundle of rank n. By the second expression, the fiber

of ER over [ω] ∈ D is the negative-definite subspace

(10.2) 〈Re(ω), Im(ω)〉⊥ ∩ LR

of LR (cf. §2.1). The O+(LR)-action on LR preserves the sub vector bundle

ER. The natural homomorphism

ER ⊗R C ֒→ L⊥ → E
gives an O+(LR)-equivariant C∞-isomorphism between ER⊗RC and E. This

defines a real structure of E.

By the description (10.2) of the fibers, the real vector bundle ER is nat-

urally endowed with an O+(LR)-invariant negative-definite quadratic form.

We take the (−1)-scaling to turn it to positive-definite. This is a Riemannian

metric on ER. It extends to a Hermitian metric on ER ⊗R C in the usual way.

(Explicitly, the Hermitian pairing between two vectors v,w is the quadratic

pairing between v and w̄.) Via the C∞-isomorphismER⊗RC→ E, we obtain

an O+(LR)-invariant Hermitian metric on E. We call it the Petersson metric

on E and denote it by ( , )E.
The Petersson metric on E induces an O+(LR)-invariant Hermitian met-

ric on E⊗d, and hence by restriction an O+(LR)-invariant Hermitian metric

on Eλ with |λ| = d. Taking the tensor product with the Petersson metric on

L⊗k, we obtain an O+(LR)-invariant Hermitian metric on Eλ,k. We call it the

Petersson metric on Eλ,k and denote it by ( , )λ,k.

Remark 10.2. When L is the primitive integral cohomology of a lattice-

polarized K3 surface X with period [ω] ∈ D, we have the identifications

L[ω] = H2,0(X), ER,[ω] = H
1,1
prim

(X,R), and ER,[ω] ⊗R C → E[ω] is identified

with H1,1
prim

(X,C) → H2,0(X)⊥/H2,0(X). On H2,0(X) and H1,1
prim

(X,C) we have

the Hodge metrics defined by
∫

X
α ∧ β̄ and −

∫

X
α ∧ β̄ respectively (see [46]

§6.3.2). Thus the Petersson metrics on L and E are essentially the Hodge

metrics in this geometric setting.
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Let I be a rank 1 primitive isotropic sublattice of L. For a vector v of

V(I)R = (I⊥/I)R, let sv be the section of Ewhich corresponds to the constant

section v of V(I) ⊗ OD by the I-trivialization V(I) ⊗ OD ≃ E. We compute

the Hermitian pairing between these distinguished sections. We choose and

fix a lift V(I)R ֒→ I⊥
R

of V(I)R and regard vectors of V(I)R as vectors of

I⊥
R
⊂ LR in this way.

Lemma 10.3. Let v1, v2 ∈ V(I)R. The pairing of the sections sv1
, sv2

of E
with respect to the Petersson metric ( , )E is given by

(sv1
([ω]), sv2

([ω]))E = −(v1, v2) +
2 · (v1, Im(ω)) · (v2, Im(ω))

(Im(ω), Im(ω))

for [ω] ∈ D. In the right hand side, ( , ) is the quadratic form on LR, and ω
is normalized so as to have real pairing with IR. In particular, (sv1

, sv2
)E is

R-valued.

Proof. Let [ω] ∈ D. We choose a nonzero vector l ∈ I. We may

normalize ω so that (l, ω) = 1. For v ∈ V(I)R ⊂ I⊥
R

we write

α(v) =
(v, Im(ω))

(Im(ω), Im(ω))
=

(v, Im(ω))

(Re(ω),Re(ω))
∈ R

and define a vector of LC by

(10.3) s′v([ω]) = v − (v, ω)l +
√
−1α(v)ω.

Claim 10.4. s′v is a section of ER ⊗R C and is the image of sv under the

C∞-isomorphism E → ER ⊗R C.

We prove Claim 10.4. The conditions to be checked are

(Re(s′v([ω])), ω) = 0, (Im(s′v([ω])), ω) = 0, s′v([ω]) ∈ sv([ω]) + Cω.

Since sv([ω]) = v − (v, ω)l + Cω by Lemma 2.6, the last condition follows

from the definition of s′v. We check the first equality. Since

Re(s′v([ω])) = v − (v,Re(ω))l − α(v) · Im(ω),

we see that

(Re(s′v([ω])), ω) = (v, ω) − (v,Re(ω)) −
√
−1α(v)(Im(ω), Im(ω))

= (v, ω) − (v,Re(ω)) −
√
−1(v, Im(ω))

= 0.

In the first equality we used (Re(ω), Im(ω)) = 0. The equality

(Im(s′v([ω])), ω) = 0 can be verified similarly. This proves Claim 10.4.

We return to the proof of Lemma 10.3. We take two vectors v1, v2 ∈
V(I)R. By definition, (sv1

([ω]), sv2
(ω]))E is the pairing of s′v1

([ω]) and

s′v2
([ω]) with respect to the Hermitian form on ER ⊗R C. This in turn is the



124 10. SQUARE INTEGRABILITY

pairing of the vectors s′v1
([ω]) and s′v2

([ω]) of LC with respect to the (−1)-

scaling of the quadratic form on LC. By the expression (10.3) of s′v([ω]), we

can calculate

−(sv1
([ω]), sv2

([ω]))E

= (v1 − (v1, ω)l +
√
−1α(v1)ω, v2 − (v2, ω̄)l −

√
−1α(v2)ω̄)

= (v1, v2) + α(v1)α(v2)(ω, ω̄) − 2α(v1)(Im(ω), v2) − 2α(v2)(Im(ω), v1).

Since we have

α(v1)α(v2)(ω, ω̄) = 2α(v1)(Im(ω), v2) = 2α(v2)(Im(ω), v1)

=
2 (v1, Im(ω)) (v2, Im(ω))

(Im(ω), Im(ω))
,

this proves Lemma 10.3. �

Remark 10.5. By the expression (10.3), the imaginary part of s′v([ω]) is

nonzero for general [ω]. This shows that the real structure on E ≃ V(I) ⊗
OD given by ER is different from that given by V(I)R. Nevertheless, the

Petersson metric on the real part given by V(I)R is R-valued by Lemma

10.3.

Let volD be the invariant volume form on D. The Petersson metric

( , )det,n of weight (λ, k) = (det, n) gives an invariant metric on the canonical

bundle KD ≃ L⊗n ⊗ det, where det stands for the determinant character

(cf. Example 2.2). This can be used to express volD as follows. If Ω is an

arbitrary nonzero vector of (KD)[ω] over a point [ω] of D, the volume form

volD at [ω] is written as

(10.4) volD([ω]) =
Ω ∧ Ω̄

(Ω,Ω)det,n

up to a constant independent of [ω]. Indeed, the right hand side does not

depend on the choice of Ω, and the differential form of degree (n, n) on

D defined by the right hand side is clearly O+(LR)-invariant, so it should

coincide with volD up to constant.

10.2. Petersson metrics on the tube domain

Let I be a rank 1 primitive isotropic sublattice of L. We calculate the

Petersson metrics on L, E over the tube domainDI ⊂ U(I)C. We choose a

rank 1 isotropic sublattice I′ ⊂ L with (I, I′) , 0. Recall that the choice of

I′ determines a tube domain realization D → DI. We take a generator l of

I and identify U(I)Q ≃ V(I)Q accordingly.

Lemma 10.6. On the tube domainDI we have

(10.5) (sl(Z), sl(Z))L = 2(Im(Z), Im(Z)),
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(10.6) (sv1
(Z), sv2

(Z))E = −(v1, v2) +
2 · (v1, Im(Z)) · (v2, Im(Z))

(Im(Z), Im(Z))
,

for Z ∈ DI. Here sl is the section of L corresponding to the dual vector of

l, v1, v2 are vectors of V(I)R, and ( , ) in the right hand sides are the natural

quadratic form on V(I)R ≃ U(I)R.

Proof. We begin with ( , )L. We can view the section sl over DI as a

function DI → LC which lifts the inverse DI → D of the tube domain

realization and satisfies (sl, l) ≡ 1. Let l′ be the vector of I′
Q

with (l, l′) = 1,

and we identify V(I)Q with (IQ ⊕ I′
Q

)⊥. Then we can explicitly write sl as

sl(Z) = l′ + Z − 2−1(Z, Z)l ∈ LC

for Z ∈ DI ⊂ V(I). Thus we have

(sl(Z), sl(Z))L = (sl(Z), sl(Z)) = (Z, Z̄) − (Z, Z)/2 − (Z, Z)/2

= 2(Im(Z), Im(Z)).

Next we calculate ( , )E. By Lemma 10.3, we have

(sv1
(Z), sv2

(Z))E = −(v1, v2) +
2 · (v1, Im(sl(Z))) · (v2, Im(sl(Z)))

(Im(sl(Z)), Im(sl(Z)))
.

Since

Im(sl(Z)) = Im(Z) − 2−1Im((Z, Z))l,

we see that

(Im(sl(Z)), Im(sl(Z))) = (Im(Z), Im(Z)), (vi, Im(sl(Z))) = (vi, Im(Z)).

This proves (10.6). �

At each point Z ∈ DI, the Petersson metric on E can be understood as

follows. We take an R-basis v1, · · · , vn of V(I)R such that v1 ∈ RIm(Z) and

(vi, Im(Z)) = 0 for i > 1. Then, by (10.6), we have

(svi
(Z), sv j

(Z))E =























(v1, v1) i = j = 1

−(vi, v j) i, j > 1

0 i = 1, j > 1

The right hand side can be seen as the positive-definite modification of the

hyperbolic quadratic form on V(I)R given by taking the (−1)-scaling of the

negative-definite subspace Im(Z)⊥. The Petersson metric on EZ ≃ V(I) is

the Hermitian extension of this modified real metric on V(I)R to V(I).

Finally, we recall the expression of volD over DI. Let volI be a flat

volume form onDI ⊂ U(I)C. Then, as it is well-known, we have

(10.7) volD = (Im(Z), Im(Z))−nvolI .
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This can be seen by substituting Ω = s⊗n
l
⊗ v0 in (10.4) and using (10.5),

where v0 is a nonzero vector of det. The section s⊗n
l
⊗ v0 of L⊗n ⊗ det

corresponds to a flat canonical form onDI ⊂ U(I)C by its U(I)C-invariance.

10.3. Asymptotic estimates on the tube domain

In this section we prepare some estimates of the Petersson metrics on

Eλ,k over the tube domainDI. This will be a main ingredient in the proof of

Theorem 10.1. We keep the setting of §10.2.

We choose an R-basis {vi}i of the real part (V(I)R)λ of V(I)λ. Then {vi}i
is also a C-basis of V(I)λ. Let s′i be the section of Eλ corresponding to vi

via the I-trivialization Eλ ≃ V(I)λ ⊗ OD and let si = s′
i
⊗ s⊗k

l
. Then {si}i

is a frame of Eλ,k corresponding to a basis of V(I)λ,k by the I-trivialization.

Accordingly, we express a section f of Eλ,k overD ≃ DI as f =
∑

i fisi with

fi a scalar-valued holomorphic function onDI.

Lemma 10.7. There exist real homogeneous polynomials {Pi j}i, j on U(I)R
of degree ≤ 2|λ| determined by the basis {vi}i of (V(I)R)λ such that

(10.8) ( f , g)λ,kvolD =
∑

i, j

fi ḡ j · Pi j(Im(Z)) · (Im(Z), Im(Z))k−n−|λ| volI

for all sections f =
∑

i fisi, g =
∑

i gisi of Eλ,k over DI. The matrix

(Pi j(Im(Z)))i, j is symmetric and positive-definite for Z ∈ DI.

Proof. The section s′i is an R-linear combination of |λ|-fold tensor prod-

ucts of the distinguished sections sv of E associated to v ∈ V(I)R. (Recall

that Vλ ⊂ V⊗|λ|.) The equation (10.6) can be written as

(sv1
(Z), sv2

(Z))E =
−(v1, v2)(Im(Z), Im(Z)) + 2(v1, Im(Z))(v2, Im(Z))

(Im(Z), Im(Z))
.

The numerator is a real homogeneous polynomial of Im(Z) of degree ≤ 2.

Therefore the Petersson paring between s′i and s′j can be written as

(10.9) (s′i(Z), s′j(Z))λ = Pi j(Im(Z)) · (Im(Z), Im(Z))−|λ|

for a real homogeneous polynomial Pi j of Im(Z) of degree ≤ 2|λ|. Together

with (10.5) and (10.7), we obtain

(si(Z), s j(Z))λ,kvolD = Pi j(Im(Z)) · (Im(Z), Im(Z))k−n−|λ| volI.

This proves (10.8). Since the matrix ((s′
i
(Z), s′

j
(Z))λ)i, j is real symmetric and

positive-definite, so is (Pi j(Im(Z)))i, j by (10.9). �

Let Γ be a finite-index subgroup of O+(L) and let X(I) = DI/U(I)Z. We

take a regular Γ(I)Z-admissible cone decomposition ΣI of C+
I
⊂ U(I)R in the

sense of §3.5.1. Let X(I)ΣI be the associated partial toroidal compactifica-

tion of X(I). Let σ be a cone in ΣI of dimension c. By the regularity of
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ΣI, we can write σ = R≥0v1 + · · · + R≥0vc such that v1, · · · , vc is a part of a

Z-basis of U(I)Z, say v1, · · · , vn. Let l1, · · · , ln ∈ U(I)∨
Z

be the dual basis of

v1, · · · , vn. Then zi = (li, Z), 1 ≤ i ≤ n, are flat coordinates on U(I)C. We

have

volI = dz1 ∧ · · · ∧ dzn ∧ dz̄1 ∧ · · · ∧ dz̄n

up to constant. We write qi = e(zi) for 1 ≤ i ≤ c. Let ∆σ be the boundary

stratum ofX(I)ΣI corresponding to the cone σ, and ∆i = ∆vi
be the boundary

divisor corresponding to the ray R≥0vi. Then q1, · · · , qc, zc+1, · · · , zn give

local coordinates around ∆σ. The divisor ∆i is defined by qi = 0, and ∆σ
is defined by q1 = · · · = qc = 0. We write qi = rie(θi) with ri = |qi| and

0 ≤ θi < 1. Then

volI =
dq1

q1

∧ dq̄1

q̄1

∧ · · · ∧ dqc

qc

∧ dq̄c

q̄c

∧ dzc+1 ∧ · · · ∧ dz̄n

= (r1 · · · rc)
−1dr1 ∧ dθ1 ∧ · · · ∧ drc ∧ dθc ∧ dzc+1 ∧ · · · ∧ dz̄n(10.10)

up to constant.

We want to give an asymptotic estimate of the right hand side of (10.8)

as q1, · · · , qc → 0. We take an arbitrary base point Z0 ∈ DI and consider a

flow of points of the form

(10.11) Z = Z(t1, · · · , tc) = Z0+
√
−1(t1v1+· · ·+tcvc), t1, · · · , tc → ∞.

This flow converges to a point of ∆σ as t1, · · · , tc → ∞, and every point of

∆σ can be obtained in this way. Let v0 = Im(Z0). This is a vector in the

positive cone CI.

Lemma 10.8. The following asymptotic estimates hold as t1, · · · , tc →
∞.

(10.12) Pi j(Im(Z)) = O((t1 + · · · + tc)
2|λ|),

(10.13) (Im(Z), Im(Z)) = O((t1 + · · · + tc)
2),

(10.14) (Im(Z), Im(Z))−1 = O((t1 + · · · + tc)
−1).

Proof. We have Im(Z) = v0 +
∑

i tivi. Since Pi j is a real homogeneous

polynomial of degree ≤ 2|λ| on U(I)R, we see that Pi j(v0 +
∑

i tivi) is a

real inhomogeneous polynomial of t1, · · · , tc of degree ≤ 2|λ|. This implies

(10.12). Next we have

(Im(Z), Im(Z)) = (v0, v0) + 2
∑

i

(v0, vi)ti + 2
∑

i, j

(vi, v j)tit j +
∑

i

(vi, vi)t
2
i .

The estimate (10.13) is obvious from this expression. Since v0 ∈ CI and

v1, · · · , vc ∈ CI, all coefficients in the right hand side are nonnegative; pos-

sibly except for (vi, vi) with i ≥ 1, they are furthermore positive. Therefore
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we have

(Im(Z), Im(Z)) > 2
∑

i

(v0, vi)ti > C ·
∑

i

ti

for some constant C > 0. This implies (10.14). �

Lemma 10.9. In a small neighborhood of an arbitrary point of ∆σ, we

have

(10.15) Pi j(Im(Z)) = O((− log r1 · · · rc)
2|λ|),

(10.16) (Im(Z), Im(Z)) = O((− log r1 · · · rc)
2),

(10.17) (Im(Z), Im(Z))−1 = O((− log r1 · · · rc)
−1),

as q1, · · · , qc → 0.

Proof. We consider the flow (10.11) with Z0 varying over the range

Re(Z0) ∈ U(I)R/U(I)Z and v0 = Im(Z0) in a small neighborhood of an

arbitrary point of CI. Since

ri = |qi| = exp(−2π(li, Im(Z))) = exp(−2π(li, v0) − 2πti),

we have

(10.18) ti = −(2π)−1 log ri − (li, v0).

The constant term −(li, v0) depends on v0 = Im(Z0) continuously. Therefore

our assertions follow by substituting ti ∼ −(2π)−1 log ri in the estimates in

Lemma 10.8 and using log r1 + · · · + log rc = log r1 · · · rc. �

Summing up the calculations so far, we obtain the following asymptotic

estimate of ( f , g)λ,kvolD.

Proposition 10.10. Let f =
∑

i fisi and g =
∑

i gisi be as in Lemma 10.7.

In a small neighborhood of an arbitrary point of ∆σ, we have

( f , g)λ,kvolD =
∑

i, j

fi ḡ j · O((− log r1 · · · rc)
α) · (r1 · · · rc)

−1

× dr1 ∧ · · · ∧ drc ∧ dθ1 ∧ · · · ∧ dθc ∧ dzc+1 ∧ · · · ∧ dz̄n

as q1, · · · , qc → 0, where

α =















2k − 2n k ≥ n + |λ|
k − n + |λ| k < n + |λ|.
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Proof. By substituting (10.15) and (10.10) in the right hand side of

(10.8), we obtain

( f , g)λ,kvolD

=
∑

i, j

fi ḡ j · O((− log r1 · · · rc)
2|λ|) · (Im(Z), Im(Z))k−n−|λ|

× (r1 · · · rc)
−1 · dr1 ∧ · · · ∧ drc ∧ dθ1 ∧ · · · ∧ dθc ∧ dzc+1 ∧ · · · ∧ dz̄n.

Then, according to whether the power degree k − n − |λ| of (Im(Z), Im(Z))

is nonnegative or negative, we use (10.16) and (10.17) respectively. �

Before going to §10.4, we recall the following exercise in calculus.

Lemma 10.11. Let m ∈ Z. The integral

lim
ε→0

∫ 1/2

ε

1

(log r)m · rdr

converges if m ≥ 2, and diverges if m ≤ 1.

Proof. This can be seen from
(

1

(log r)m−1

)′

=
1 − m

(log r)m · r

when m , 1, and (log(− log r))′ = ((log r) · r)−1 when m = 1. �

10.4. Proof of Theorem 10.1

Now we prove Theorem 10.1. We begin with some reductions. For the

proof of Theorem 10.1, there is no loss of generality even if we replace the

given group Γ by a subgroup of finite index. Thus we may assume that Γ

is neat. In particular, Γ is contained in SO+(L). By Proposition 3.12 (1),

when tλ1 > n/2, we have Eλ ≃ Eλ̄ as SO+(LR)-equivariant vector bundles.

This isomorphism preserves the Petersson metrics up to constant by their

uniqueness as SO+(LR)-invariant Hermitian metrics. Thus we have a nat-

ural isomorphism Mλ,k(Γ) ≃ Mλ̄,k(Γ) which preserves the Petersson inner

product up to constant. Since the highest weight for the partition λ̄ is λ̄ it-

self, the assertions of Theorem 10.1 for weight (λ, k) follow from those for

weight (λ̄, k). Thus we may assume that tλ1 ≤ n/2.

We take a smooth toroidal compactification F (Γ)Σ of F (Γ) where the

fans ΣI are regular. We take a subdivision of ΣI as follows.

Lemma 10.12. There exists a Γ(I)Z-admissible and regular subdivision

Σ′I of ΣI such that every cone in Σ′I contains at most one isotropic ray.
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Proof. We take representatives τ1, · · · , τN of Γ(I)Z-equivalence classes

of 2-dimensional cones spanned by two isotropic rays. For each τa, we

choose a rational vector from the interior of τa. This vector has positive

norm, and the ray it generates divides τa. Letting Γ(I)Z act, we obtain a

division of every 2-dimensional cone τ spanned by two isotropic rays. This

is well-defined because Γ(I)Z is torsion-free and so acts on the set of such

cones freely. The collection of these divisions is Γ(I)Z-invariant.

The division of τ uniquely induces a division of every cone σ having τ
as a face, because σ is simplicial. Explicitly, if σ = R≥0v1 + · · · + R≥0vc,

τ = R≥0v1 +R≥0v2 and v0 ∈ τ is the division vector, we add the wall R≥0v0 +

R≥0v3 + · · · + R≥0vc. The collection of these new walls defines a Γ(I)Z-

invariant subdivision of the fan ΣI such that every cone contains at most

one isotropic ray. Taking its regular subdivision ([2] p.186), we obtain a

desired subdivision. �

Thus our reduced situation is: Γ is neat, tλ1 ≤ n/2 so that λ̄ = λ, and

every cone in ΣI contains at most one isotropic ray. (The last property will

be used only in the proof of the assertion (3).)

The integral
∫

F (Γ)
( f , g)λ,kvolD converges if for every boundary point x

of F (Γ)Σ there exists a neighborhood U = Ux of x such that
∫

U
( f , g)λ,kvolD

converges. Thus, for the proof of (1) and (3) of Theorem 10.1, it suf-

fices to verify the convergence of the integral over U. Conversely, when

f = g, if
∫

U
( f , f )λ,kvolD diverges around some boundary point x, then

∫

F (Γ)
( f , f )λ,kvolD diverges because ( f , f )λ,k is nonnegative, real-valued.

Therefore, for the proof of (2) of Theorem 10.1, it suffices to show that

the integral
∫

U
( f , f )λ,kvolD diverges at some U when f is not a cusp form.

Recall that we have étale maps X(I)ΣI → F (Γ)Σ and X(J) → F (Γ)Σ

which give local charts around the boundary points of F (Γ)Σ. Moreover,

we have an étale gluing map X(J) → X(I)ΣI for I ⊂ J. Thus the problem

is reduced to estimating
∫

U
( f , g)λ,kvolD for a small neighborhood U of a

boundary point of X(I)ΣI over a 0-dimensional cusp I. We are thus in the

situation of §10.3. In what follows, we use the notation in §10.3.

(1) We first prove the assertion (1) of Theorem 10.1. By Proposition

10.10, the local integral
∫

U
( f , g)λ,kvolD can be bounded from above by

lim
ε1,··· ,εc→0

∫ a1

ε1

· · ·
∫ ac

εc

∫ 1

0

· · ·
∫ 1

0

∫

U′
∑

i, j

fi ḡ j · O((− log r1 · · · rc)
N) · (r1 · · · rc)

−1

× dr1 ∧ · · · ∧ drc ∧ dθ1 ∧ · · · ∧ dθc ∧ dzc+1 ∧ · · · ∧ dz̄n
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for some integer N > 0, where a1, · · · , ac > 0 are small constants and U′ is

a small open set in ∆σ with coordinates zc+1, · · · , zn. If f is a cusp form, its

components fi vanish at the boundary divisors ∆1, · · · ,∆c by Lemma 3.9.

Therefore we have fi = q1 · · · qc · O(1). Similarly we have g j = O(1). We

also have − log r1 · · · rc ≤
∏c

l=1(− log rl). Then the above integral can be

bounded from above by

lim
ε1,··· ,εc→0

∫ a1

ε1

· · ·
∫ ac

εc

c
∏

l=1

O((− log rl)
N) dr1 ∧ · · · ∧ drc.

This integral converges because
∫ a

ε
(log r)Ndr converges in ε → 0. Hence

∫

U
( f , g)λ,kvolD converges if f is a cusp form. This proves the assertion (1)

of Theorem 10.1.

(3) Next we prove the assertion (3) of Theorem 10.1. Let k ≤ n − |λ| −
2. When σ has no isotropic ray, f and g vanish at the boundary divisors

∆1, · · · ,∆c by Lemma 3.9. (Recall our assumption λ , 1, det.) Therefore

we can give a similar (actually stronger) estimate as in the case (1) above,

which implies that
∫

U
( f , g)λ,kvolD converges. We consider the case when σ

has an isotropic ray, say R≥0v1. Since other rays R≥0v2, · · · ,R≥0vc are not

isotropic by our assumption, we see from Lemma 3.9 that f and g vanish at

∆2, · · · ,∆c. Therefore we have f = q2 · · · qc · O(1) and g = q2 · · · qc · O(1).

By substituting these estimates in the second case of Proposition 10.10, we

see that

( f , g)λ,kvolD = (r2 · · · rc) · O(1) · O((− log r1 · · · rc)
k−n+|λ|) · r−1

1

× dr1 ∧ · · · ∧ drc ∧ dθ1 ∧ · · · ∧ dθc ∧ dzc+1 ∧ · · · ∧ dz̄n.

We have (− log r1 · · · rc)
−1 ≤ (− log r1)−1. Therefore

∫

U
( f , g)λ,kvolD can be

bounded from above by

lim
ε1→0

∫ a1

ε1

O((− log r1)k−n+|λ| · r−1
1 ) dr1.

Since k− n+ |λ| ≤ −2 by the assumption, this integral converges by Lemma

10.11.

(2) Finally, we prove the assertion (2) of Theorem 10.1. When L has

Witt index ≤ 1, we have Sλ,k(Γ) = Mλ,k(Γ) by Proposition 3.7. Thus we may

assume that L has Witt index 2. Let k ≥ n + |λ| − 1 and assume that f is

not a cusp form. Then f does not vanish identically at a boundary divisor

∆ = ∆σ corresponding to an isotropic ray σ = R≥0v for some 0-dimensional

cusp I. We shall show that
∫

U
( f , f )λ,kvolD diverges for a general point x of

∆. Thus we consider the case c = 1. We rewrite q1 = r1e(θ1) as q = re(θ),
and also denote Z′ = (z2, · · · , zc) which give local charts on ∆.
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We go back to the flow Z = Z0 +
√
−1tv in §10.3. Then Pi j(Im(Z))

is a real polynomial of t whose coefficients depend continuously on v0 =

Im(Z0). Therefore, by substituting (10.18), we see that in a neighborhood

of x,

Pi j(Im(Z)) = Qi j(log r)

for a real polynomial Qi j of one variable whose coefficients depend contin-

uously on Z′. Moreover, as in the proof of Lemma 10.8, we have

(Im(Z), Im(Z)) = (v0, v0) + 2(v0, v)t ∼ −C log r

for some constant C = C(Z′) > 0 depending continuously on Z′. Therefore,

by the same calculation as in §10.3, we see that

( f , f )λ,kvolD <
∑

i, j

fi f̄ j Qi j(log r) (− log r)k−n−|λ| r−1 dr ∧ dθ ∧ · · ·

as r → 0.

We take the base change of the frame (si)i by a GLN(C)-valued holo-

morphic function A = A(Z′) of Z′ around x so that f1 → 1 and fi → 0 for

i > 1 as r → 0. This is possible because f , 0 ∈ V(I)λ,k around x. Then

the real symmetric matrix Q = (Qi j)i, j is replaced by the Hermitian matrix
tĀQA, which we denote by Q′ = (Q′i j)i, j. Each Q′i j is a C-polynomial of log r

whose coefficients depend continuously on Z′. Since the Hermitian matrix

Q′ is positive-definite when r is small, we have in particular Q′
11
, 0. Then

( f , f )λ,kvolD < Q′11(log r) (− log r)k−n−|λ| r−1 dr ∧ dθ ∧ · · ·
as r → 0. Since Q′

11
is a nonzero real polynomial and k − n − |λ| ≥ −1 by

our assumption, we obtain

( f , f )λ,kvolD < (− log r)−1 r−1 dr ∧ dθ ∧ · · ·
as r → 0. By Lemma 10.11, this implies that the integral

∫

U
( f , f )λ,kvolD

diverges. This completes the proof of Theorem 10.1. �

Remark 10.13. As the proof shows, the assertion (1) of Theorem 10.1

holds even when λ = 1, det. Similarly, the assertion (2) holds also for

λ = 1, det at least when L has Witt index 2. On the other hand, the proof of

(3) makes use of Proposition 3.7, which requires λ , 1, det.



CHAPTER 11

Vanishing theorem II

Let L be a lattice of signature (2, n) with n ≥ 3 and Γ be a finite-index

subgroup of O+(L). Let λ = (λ1 ≥ · · · ≥ λn) be a partition expressing an

irreducible representation of O(n,C). We assume λ , 1, det. Therefore

λ1 > 0 and λn = 0. In this chapter we prove our second type of vanishing

theorem. We define the corank of λ, denoted by corank(λ), as the maximal

index 1 ≤ i ≤ [n/2] such that

λ1 = λ2 = · · · = λi and λn = λn−1 = · · · = λn+1−i = 0.

Let

λ̄ = (λ̄1, · · · , λ̄[n/2]) = (λ1 − λn, λ2 − λn−1, · · · , λ[n/2] − λn+1−[n/2])

be the highest weight for SO(n,C) associated to λ. Then corank(λ) is the

maximal index i such that λ̄1 = λ̄2 = · · · = λ̄i. Let |λ̄| = ∑

i λ̄i be as in §10.

Our second vanishing theorem is the following.

Theorem 11.1. Let λ , 1, det. If k < n + λ1 − corank(λ) − 1, there is no

nonzero square integrable modular form of weight (λ, k). In particular,

(1) Sλ,k(Γ) = 0 when k < n + λ1 − corank(λ) − 1.

(2) Mλ,k(Γ) = 0 when k < n − |λ̄| − 1.

We compare Theorem 11.1 and Theorem 9.1. The bound n/2 + λ1 −
1 in Theorem 9.1 is smaller than the main bound n + λ1 − corank(λ) −
1 in Theorem 11.1 because corank(λ) ≤ [n/2]. However, Theorem 11.1

is about square integrable modular forms, while Theorem 9.1 is about the

whole Mλ,k(Γ), so Theorem 11.1 does not supersede Theorem 9.1. The

comparison of Theorem 11.1 (1) and Theorem 9.1 raises the question if we

have convergent Eisenstein series in the range

n/2 + λ1 − 1 ≤ k < n + λ1 − corank(λ) − 1.

As for the comparison of Theorem 11.1 (2) and Theorem 9.1, it depends on

λ which n − |λ̄| − 1 or n/2 − 1 + λ1 is larger. Roughly speaking, Theorem

11.1 (2) is stronger when |λ̄| is small, while Theorem 9.1 is stronger when

λ1 is large. Thus Theorem 11.1 and Theorem 9.1 are rather complementary.

The proof of Theorem 11.1 follows the same strategy as Weissauer’s

vanishing theorem for vector-valued Siegel modular forms ([47]). If we

133
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have a square integrable modular form f , 0, we can construct a unitary

highest weight module for the Lie algebra of SO+(LR) by a standard pro-

cedure (cf. [24], [47] for the Siegel case). By computing its weight and

comparing it with the classification of unitarizable highest weight modules

([13], [12], [29]), we obtain the bound k ≥ n+λ1− corank(λ)−1. The more

specific assertions (1), (2) in Theorem 11.1 are derived from combination

with Theorem 10.1.

The rest of this chapter is devoted to the proof of Theorem 11.1. The

construction of highest weight module occupies §11.1 and §11.2, and the

concluding step is done in §11.3.

11.1. Lifting to the Lie group

In this section we work with G = SO+(LR). We lift a square integrable

modular form onD to a square integrable function on G in a standard way.

We choose a base point [ω0] ∈ D. Let K ≃ SO(2,R) × SO(n,R) be the

stabilizer of [ω0] in G. We denote by g, k the Lie algebras of G,K respec-

tively. Let g = k ⊕ p be the Cartan decomposition of g with respect to

k, and pC = p+ ⊕ p− be the eigendecomposition for the adjoint action of

so(2,R) ⊂ k on p. Then p is identified with the real tangent space T[ω0],RD
of D at [ω0], and the decomposition pC = p+ ⊕ p− corresponds to the de-

composition T[ω0],RD⊗RC = T 1,0
[ω0]
D⊕T 0,1

[ω0]
D. For each point [ω] = g([ω0])

ofD, the g-action gives an isomorphism p− → T
0,1
[ω]
D. This isomorphism is

unique up to the adjoint action of K.

The Lie group P− = exp(p−) is abelian and is the unipotent radical of

the stabilizer of [ω0] in SO(LC) (see, e.g., [2] pp.107–108). Therefore, in

view of (1.3), P− coincides with the group of Eichler transvections of LC
with respect to the isotropic line Cω0. In particular, P− acts trivially on

Cω0 = L[ω0] and ω⊥
0
/Cω0 = E[ω0]. We will use this property in the proof of

Claim 11.3 (3) below.

Now let λ be a partition for O(n,C) and λ̄ be the associated highest

weight for SO(n,C). To start with O(n,C) is somewhat roundabout here,

but this is for consistency with the formulation of Theorem 11.1 and even-

tually with other chapters. We first consider the case when Vλ remains irre-

ducible as a representation of SO(n,C) (cf. §3.6.1). Let Wλ̄,k be the finite-

dimensional irreducible C-representation of K ≃ SO(n,R) × SO(2,R) with

highest weight (λ̄, k).

Lemma 11.2. Assume that either n is odd or n = 2m is even with tλ1 , m.

Let f , 0 be a square integrable modular form of weight (λ, k) for a finite-

index subgroup Γ of SO+(L). Then there exists a smooth function φ f , 0 on

G with the following properties.

(1) φ f ∈ L2(Γ\G).
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(2) p− · φ f = 0. (Here g acts on φ f as the derivative of the right G-

translations.)

(3) The linear subspace of L2(Γ\G) spanned by the right K-translations

of φ f is finite-dimensional and is isomorphic to W∨
λ̄,k

as a K-representation.

Proof. We choose a rank 1 primitive isotropic sublattice I of L and let

j(g, [ω]) be the factor of automorphy associated to the I-trivialization Eλ,k ≃
V(I)λ,k ⊗ OD. The homomorphism

(11.1) K → End(V(I)λ,k), k 7→ j(k, [ω0]),

defines a representation of K on V(I)λ,k ≃ (Eλ,k)[ω0]. This is irreducible

of highest weight (λ̄, k) by our assumption on λ. The Petersson metric

on (Eλ,k)[ω0] is K-invariant. Via the I-trivialization at [ω0], this defines a

K-invariant Hermitian metric on V(I)λ,k. The induced constant Hermitian

metric on the product vector bundle G × V(I)λ,k over G corresponds to the

Petersson metric on Eλ,k through the isomorphism

(11.2) Eλ,k ≃ G ×K (Eλ,k)[ω0] ≃ G ×K V(I)λ,k.

Via the I-trivialization we regard the modular form f as a V(I)λ,k-valued

holomorphic function on D. We define a V(I)λ,k-valued smooth function f̃

on G by

f̃ (g) = j(g, [ω0])−1 · f (g([ω0])), g ∈ G.

This is the V(I)λ,k-valued function on G that corresponds to the section f of

Eλ,k via the G-equivariant isomorphism (11.2).

Claim 11.3. The V(I)λ,k-valued function f̃ satisfies the following.

(1) f̃ (γg) = f̃ (g) for γ ∈ Γ.
(2) f̃ (gk) = k−1( f̃ (g)) for k ∈ K, where k−1 acts on V(I)λ,k by (11.1).

(3) p− · f̃ = 0.

(4) f̃ is square integrable over Γ\G with respect to the Haar measure on

G and the Hermitian metric on V(I)λ,k.

All these properties should be standard. We supply an argument for the

sake of completeness (cf. [24] for the Siegel modular case). The property

(1) follows from the Γ-invariance of f , and the property (2) is just the in-

variance of f̃ under the K-action on G × V(I)λ,k. Both (1) and (2) can also

be checked directly by using the cocycle condition for j(g, [ω]).

The property (4) holds because we have
∫

Γ\G
( f̃ (g), f̃ (g)) dµG =

∫

Γ\D
volD

∫

K

( f̃ (g), f̃ (g)) dµK

=

∫

Γ\D
( f , f )λ,k volD
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up to constant, where dµG, dµK are the Haar measures on G,K respectively,

and ( , ) in the first line is the Hermitian metric on V(I)λ,k.

Finally, we check the property (3). We have

X · f̃ (g) = (X · j(g, [ω0])−1) f (g([ω0])) + j(g, [ω0])−1 (X · f (g([ω0])))

for X ∈ p−. Then X · f (g([ω0])) = 0 by the holomorphicity of f . As for

the first term, since P− fixes [ω0] and acts trivially on (Eλ,k)[ω0] as noticed

before, we have

j(g exp(tX), [ω0]) = j(g, exp(tX)([ω0])) ◦ j(exp(tX), [ω0]) = j(g, [ω0]).

This shows that X · j(g, [ω0]) = 0 and so

X · j(g, [ω0])−1 = − j(g, ω0)−1 ◦ (X · j(g, [ω0])) ◦ j(g, [ω0])−1 = 0.

Therefore X · f̃ = 0. Claim 11.3 is thus verified.

We go back to the proof of Lemma 11.2. The property (2) in Claim 11.3

means that f̃ as a vector of the K-representation

L2(Γ\G, V(I)λ,k) ≃ L2(Γ\G) ⊗ V(I)λ,k ≃ L2(Γ\G) ⊗Wλ̄,k

is K-invariant. Therefore it corresponds to a nonzero K-homomorphism

Φ f : W∨
λ̄,k
→ L2(Γ\G), which must be injective by the irreducibility of W∨

λ̄,k
.

The image ofΦ f consists of the scalar-valued functions L◦ f̃ for L ∈ V(I)∨λ,k.
By the irreducibility, the K-orbit of any such nonzero vector generates the

image of Φ f . Then we put φ f = L ◦ f̃ for an arbitrary L , 0. The property

(3) in Claim 11.3 implies the property (2) in Lemma 11.2. This finishes the

proof of Lemma 11.2. �

11.2. Highest weight modules

In this section we construct from φ f a unitary highest weight module of

g. The result is summarized in Propositions 11.4 and 11.5.

First we recall the theory of highest weight modules following [13],

[12], [25] and specialized to G = SO+(LR). Let k0 = so(2,R) and k1 =

so(n,R). Then k = k0 ⊕ k1, k0 is the center of k, and k1 = [k, k] is the semi-

simple part of k. We take a maximal abelian subalgebra h of k. Then hC
is a Cartan subalgebra of gC. We have h = k0 ⊕ h1 with h1 = h ∩ k1 being

a maximal abelian subalgebra of k1. We may take a Borel subalgebra b of

gC constructed from the root data in hC which is the direct sum of a Borel

subalgebra of kC and p− (rather than p+).

Let ρ̃ ∈ h∨
C

be a weight which is dominant and integral with respect to kC
(rather than gC). According to the decomposition h = k0 ⊕ h1, we can write

ρ̃ = (ρ, α), ρ ∈ (h1)∨C, α ∈ (k0)∨C ≃ C,
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with ρ a dominant and integral weight for (k1)C = so(n,C). Here we identify

(k0)∨
C
≃ C by the pairing with the unique maximal non-compact positive

root. (In the notation of [13] §4, ρ = (m2, · · · ,mn) and α = m1; in the

notation of [12] §10 – §11, ρ = (λ2, · · · , λn) and α = λ1 + z.) We denote by

Cρ,α the 1-dimensional module of hC of weight (ρ, α). We can regard Cρ,α
as a module of b naturally. We also denote by Wρ,α the finite-dimensional

irreducible module of kC of highest weight (ρ, α). This is compatible with

the notation in §11.1.

Let U(gC) and U(b) be the universal enveloping algebras of gC and b

respectively. Let

M(ρ, α) = U(gC) ⊗U(b) Cρ,α

be the Verma module of gC with highest weight (ρ, α). The module M(ρ, α)

has a unique irreducible quotient L(ρ, α) (see [25] §1.3). This is called the

irreducible highest weight module of gC with highest weight (ρ, α). The

module L(ρ, α) is also a unique irreducible quotient of the generalized (or

parabolic) Verma module

N(ρ, α) = U(gC) ⊗U(kC⊕p−) Wρ,α,

because N(ρ, α) is also a quotient of M(ρ, α) (see [25] §9.4). The highest

weight module L(ρ, α) is said to be unitarizable if it is isomorphic as a gC-

module to the K-finite part of a unitary representation of G.

Now we go back to modular forms onD.

Proposition 11.4. Assume that either n is odd or n = 2m is even with
tλ1 , m. If we have a square integrable modular form f , 0 ∈ Mλ,k(Γ),

then the irreducible highest weight module L(λ̄∨,−k) is unitarizable.

Proof. Let V f be the minimal Hilbert subspace of L2(Γ\G) which con-

tains the right G-translations of the function φ f in Lemma 11.2. This is a

sub unitary representation of L2(Γ\G). The K-finite part (V f )K of V f is a

(g,K)-module. Let V0 be the subspace of (V f )K generated by the right K-

translations of φ f . By Lemma 11.2 (3), V0 is isomorphic to W∨
λ̄,k
= Wλ̄∨,−k

as a K-representation. By Lemma 11.2 (2), V0 is annihilated by p−. Indeed,

for X ∈ p− and k ∈ K, we have

k−1 · (X · (k · φ f )) = Adk−1(X) · φ f = 0

because the adjoint action of K preserves p−. Therefore the natural homo-

morphism U(gC) ⊗C V0 ։ (V f )K descends to a surjective homomorphism

N(λ̄∨,−k) ≃ U(gC) ⊗U(kC⊕p−) V0 ։ (V f )K

from the generalized Verma module N(λ̄∨,−k). By the minimality of the

quotient L(λ̄∨,−k), this in turn implies that there exists a surjective homo-

morphism

(V f )K ։ L(λ̄∨,−k).
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Since (V f )K is unitarizable, so is L(λ̄∨,−k). �

So far we have considered the case when Vλ remains irreducible as an

SO(n,C)-representation. It remains to consider the exceptional case n =

2m, tλ1 = m where Vλ gets reducible. In that case, Proposition 11.4 is

modified as follows. For a highest weight ρ = (ρ1, · · · , ρm) for SO(2m,C),

we write ρ† = (ρ1, · · · , ρm−1,−ρm) as in §3.6.1.

Proposition 11.5. Let n = 2m be even and tλ1 = m. Suppose that

we have a square integrable modular form f , 0 ∈ Mλ,k(Γ). Then either

L(λ̄∨,−k) or L((λ̄†)∨,−k) is unitarizable.

Proof. According to the decomposition of Eλ in Proposition 3.12 (2),

we can write f = ( f+, f−) with f+ of weight (λ̄, k) and f− of weight (λ̄†, k)

with respect to SO(n,R)× SO(2,R). We have either f+ , 0 or f− , 0. Then

we can do the same construction for the nonzero component f± as before,

by using the component-wise I-trivialization (3.23). �

Finally, we recall the classification of unitarizable irreducible highest

weight modules ([12], [29], [13]). For our purpose, we restrict ourselves to

those weights (ρ, α) such that α ∈ Z and ρ is a highest weight for SO(n,C)

(rather than so(n,C)). In this situation, the version in [13] is convenient to

use. For such a weight ρ = (ρ1, · · · , ρ[n/2]), we denote by corank(ρ) the

maximal index i such that ρ1 = ρ2 = · · · = ρi−1 = |ρi|.

Theorem 11.6 ([13], [12], [29]). Let ρ = (ρ1, · · · , ρ[n/2]) be a highest

weight for SO(n,C). Assume that ρ1 , 0, i.e., ρ nontrivial. Let α ∈ Z. Then

the irreducible highest weight module L(ρ, α) is unitarizable if and only if

−α ≥ n + ρ1 − corank(ρ) − 1.

Here we follow [13] Theorem 4.2 and Theorem 4.3, with α = m1,

ρ = (m2, · · · ,mn) and corank(ρ) = i − 1 in the notation there. A com-

plete classification of unitary irreducible highest weight modules for gen-

eral (ρ, α) (and also for other Lie groups) is given in [12] and [29]. For the

proof of Theorem 11.1, we just use the “only if” part of Theorem 11.6.

Remark 11.7. In fact, the result of [12] tells us more than unitarizabil-

ity. Let ρ1 > 0. By the calculation of “the first reduction point” in [12]

Lemma 10.3 and Lemma 11.3, we see that the generalized Verma module

N(ρ, α) is already irreducible when −α > n + ρ1 − corank(ρ) − 1. Thus

L(ρ, α) = N(ρ, α) in that case. Furthermore, according to [12] Theorem 2.4

(b), L(ρ, α) belongs to the holomorphic discrete series when −α > n+ρ1−1,

and to the limit of holomorphic discrete series when −α = n + ρ1 − 1. Note

that α = λ1 + z in the notation of [12] §10 – §11, and this λ1 corresponds to

−ρ1 − n + 1 in our notation, so z in [12] is α + n + ρ1 − 1 here.
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11.3. Proof of Theorem 11.1

With the preliminaries in §11.1 and §11.2, we can now complete the

proof of Theorem 11.1. Let n ≥ 3 and λ , 1, det. We first consider the

case when either n is odd or n = 2m is even with tλ1 , m. Suppose that we

have a square integrable modular form f , 0 ∈ Mλ,k(Γ). Then the highest

weight module L(λ̄∨,−k) is unitarizable by Proposition 11.4. By applying

Theorem 11.6 to (ρ, α) = (λ̄∨,−k), we see that (λ, k) must satisfy

k ≥ n + (λ̄∨)1 − corank(λ̄∨) − 1.

Recall from §3.6.1 that λ̄∨ = λ̄ in the case n . 2 mod 4 and λ̄∨ = λ̄† in the

case n ≡ 2 mod 4. Since n ≥ 3, we have λ̄1 = (λ̄†)1 and so

(11.3) (λ̄∨)1 = λ̄1 = λ1

in both cases. Since corank(λ̄†) = corank(λ̄), we also have

(11.4) corank(λ̄∨) = corank(λ̄) = corank(λ)

by the definition of corank(λ). (Note that all components of λ̄ are nonnega-

tive.) Hence (λ, k) satisfies the bound

(11.5) k ≥ n + λ1 − corank(λ) − 1.

This proves the main assertion of Theorem 11.1. The assertion (1) for

Sλ,k(Γ) is then a consequence of Theorem 10.1 (1). As for the assertion

(2), we note that the inequality

n − |λ̄| − 1 < n + λ1 − corank(λ) − 1

holds, because corank(λ̄) ≤ |λ̄| and λ1 > 0. Therefore, when k < n − |λ̄| − 1,

any modular form of weight (λ, k) is square integrable by Theorem 10.1 (3),

but at the same time its weight violates the bound (11.5). This implies that

Mλ,k(Γ) = 0 in this case.

Next we consider the exceptional case when n = 2m is even and tλ1 = m.

Note that λ̄ = λ in this case. If we have a square integrable modular form

f , 0 ∈ Mλ,k(Γ), then either L(λ̄∨,−k) or L((λ̄†)∨,−k) is unitarizable by

Proposition 11.5. Since λ∨ = λ or λ†, this means that either L(λ,−k) or

L(λ†,−k) is unitarizable. By Theorem 11.6, we obtain the bound

k ≥ min(n + λ1 − corank(λ) − 1, n + (λ†)1 − corank(λ†) − 1).

Since (λ†)1 = λ1 and corank(λ†) = corank(λ) as before, this reduces to

the same bound as (11.5). The rest of the argument is similar to the non-

exceptional case. This completes the proof of Theorem 11.1. �

Remark 11.8. Since Theorem 11.1 (2) is derived from Theorem 10.1

(3), this part could be improved if we could improve the characterization of

square integrability in the remaining range (10.1).
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Remark 11.9. Let V f ⊂ L2(Γ\G) be the unitary representation attached

to a square integrable modular form f ∈ Mλ,k(Γ), say in the non-exceptional

case. Recall from the proof of Proposition 11.4 that

N(λ̄∨,−k)։ (V f )K ։ L(λ̄∨,−k).

If we apply Remark 11.7 to (ρ, α) = (λ̄∨,−k) and use (11.3) and (11.4), we

find that

(V f )K ≃ L(λ̄∨,−k) ≃ N(λ̄∨,−k)

when k ≥ n + λ1 − corank(λ). The unitary representation V f belongs to the

holomorphic discrete series when k ≥ n+λ1, and to the limit of holomorphic

discrete series when k = n + λ1 − 1.
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(1985), 194–220.

http://www4.math.sci.osaka-u.ac.jp/~ibukiyam/pdf/2007weightthreeprocrevised.pdf
http://arxiv.org/abs/2101.02950


BIBLIOGRAPHY 143

[42] Raghunathan, M. S. Discrete subgroups of Lie groups. Springer, 1972.

[43] Satoh, T. On certain vector valued Siegel modular forms of degree two. Math. Ann.

274 (1986), no.2, 335–352.

[44] Skoruppa, N. P. Jacobi forms of critical weight and Weil representations. Modular

forms on Schiermonnikoog, 239–266, Cambridge Univ. Press, 2008.

[45] Voisin, C. Variations of Hodge structure and algebraic cycles. Proc. ICM, Zürich,
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