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Abstract

We prove that, on the infinite Sierpiński gasket graph 𝖲𝖦, rotor walk with random initial
configuration of rotors is recurrent. We also give a necessary condition for an i.i.d. sandpile to
stabilize. In particular, we prove that an i.i.d. sandpile with expected number of chips per site
greater or equal to three does not stabilize almost surely. Furthermore, the proof also applies
to divisible sandpiles and shows that divisible sandpile at critical density one does not stabilize
almost surely on 𝖲𝖦.

2020 Mathematics Subject Classification. 60J10, 60J45, 05C81.
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critical density.

1 Introduction

Rotor-router walk (or shortly rotor walk) is a deterministic counterpart of a random walk on a graph
𝐺, defined as follows. For each vertex 𝑥 ∈ 𝐺, we fix a cyclic ordering of its neighbors and we refer
to it as the rotor mechanism at 𝑥. In addition, each vertex 𝑥 is equipped with an arrow (or rotor),
which points initially to one of the neighbours of 𝑥. A particle (a walker) is located at the beginning
at some vertex in 𝐺 and its location evolves in time as following. At each time step, the rotor at the
particle’s location 𝑥 is incremented to point to the next neighbour in the cyclic ordering of 𝑥, and
then the particle follows this new direction and moves to the vertex the rotor points to. The rotor
walk (𝑅𝑡)𝑡∈ℕ is obtained by repeated applications of this rule. If the initial direction of the arrows is
random, then we call this process random rotor walk or rotor walk with random initial configuration.
Such processes are interesting because there is remarkable agreement between their behaviour and
the expected behaviour of random walks. On the other hand, between these two processes there
are also striking differences, for instance in what concerns the recurrence and transience. A rotor
walk is called recurrent if it visits each vertex infinitely many times, almost surely. Otherwise is
called transient. The role of the underlying graph 𝐺 and its properties influences the behaviour of
the rotor walks on them, and this aspect is observed in the current work where the underlying state
space is a non-transitive self-similar graph, the infinite Sierpiński gasket graph. In particular, we
prove that a random rotor walk on the infinite gasket is recurrent, a property shared by the simple
random walk as well. Recurrence and transience of rotor walks with random initial configuration
has been investigated on regular trees in [AH11], on Galton-Watson trees and periodic trees in
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[HMSH15, HS12]. For the recurrence of 𝑝-walks, a process that interpolates between random and
rotor walks, see also [HLSH18]; a generalization of 𝑝-walks on higher dimensional lattices has been
considered in [Cha23], where the author investigates the recurrence and transience behaviour of the
process. On state spaces other than ℤ, where the simple random walk is recurrent, the behaviour
of random rotor walks is not completely understood.

Stabilization of i.i.d. sandpiles. A sandpile on a graph 𝐺 is a function 𝜎 : 𝐺 → ℕ0, where for 𝑥 ∈ 𝐺,
𝜎(𝑥) represents the number of grains of sand present at site 𝑥. The sandpile 𝜎 is stable if for each
𝑥, 𝜎(𝑥) is strictly less than the number of neighbours of 𝑥 in 𝐺. If at some vertex 𝑥 the sandpile
𝜎(𝑥) has some number of grains greater or equal to the number of neighbours of 𝑥, then 𝜎(𝑥) is
unstable and topples by sending one grain of sand to each of the neighbours. The toppling at 𝑥
can create other unstable vertices, and we say that 𝜎 stabilizes if we can reach a stable sandpile
configuration containing only stable vertices by toppling each vertex finitely many times, and 𝜎 is
then called stabilizable. If the heights (𝜎(𝑥))𝑥∈𝐺 are independent and identically distributed (i.i.d.)
random variables, we refer to 𝜎 as an i.i.d. sandpile. Conditions for sandpiles at critical density1 on
ℤ2 were investigated in [HJL19, Theorem 1], where it is shown that an i.i.d. sandpile with E[𝜎(0)]
slightly less than 3 cannot stabilize almost surely unless 𝜎(𝑥) ≤ 3 with high probability. We are not
aware of state spaces other than ℤ𝑑 where necessary and sufficient conditions for i.i.d. sandpiles to
stabilize are given.

Rotor walks and sandpiles. While both processes may be seen as approaches to distribute chips
and move particles on a graph, another relation between them may not be obvious at first sight.
Indeed, there is another natural relation between these two processes, in terms of group actions.
In particular, for any finite graph one can define a rotor-router group with elements being the set
of acyclic rotor configurations, where a configuration is called acyclic if the rotors do not form a
directed cycle. On the same graph, over the set of stable sandpile configurations, one can define
in a natural way a Markov chain, by adding one chip uniformly at random and stabilizing. The
set of recurrent states for this Markov chain is a group, with group operation given by pointwise
addition followed by stabilization. This group is called the sandpile group or the critical group and
it acts transitively on the rotor-router group. These two groups are also isomorphic; we refer to
[HLM+08] and the references there for a beautiful exposition and more details in this direction.

Our contribution. We consider rotor walks and i.i.d. sandpiles 𝜎 on the doubly infinite Sierpiński
gasket graph 𝖲𝖦 with fixed vertex 𝑜 = (0, 0) as in Figure 1. Our motivation for looking at such
state spaces comes from physics, because Abelian sandpiles on Sierpiński gasket graphs have been
considered by physicists for more than 20 years ago in [DPV01, DV98, KUZMS96], where several
predictions and conjectures have been made. While the conjectures are still lacking mathematical
proofs, there has been some recent progress on the limit shape for the Abelian sandpile on 𝖲𝖦 in
[CKF20]. For recent results on the identity element of the sandpile group and bounds on the speed
of convergence to stationarity of the Abelian sandpile Markov chain on 𝖲𝖦 see [KSHW24]; for the
scaling limit of the identity element, see also [KSH24].

We denote by (𝑅𝑡)𝑡∈ℕ the rotor walk with random initial configuration of rotors on the doubly-
infinite Sierpiński gasket graph 𝖲𝖦. If at the beginning of the process, for each 𝑥 ∈ 𝖲𝖦, the rotor
at 𝑥 is uniformly distributed on the neighbours of 𝑥, that is, it points to each of the neighbours
with the same probability, then we call (𝑅𝑡)𝑡∈ℕ uniform rotor walk, shortly 𝖴𝖱𝖶. It is not known

1On ℤ𝑑, the authors of [FdBR05] consider the case of 2𝑑 particles at a site as stable, hence a shift in their results,
and they prove that a necessary condition for an i.i.d. sandpile to stabilize is E[𝜎(0)] ≤ 2𝑑− 1, but this condition is
not sufficient for stabilization.
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if the uniform rotor walk on ℤ2 is recurrent. We prove the following.

Theorem 1.1. The uniform rotor walk (𝑅𝑡)𝑡∈ℕ on the doubly-infinite Sierpiński gasket graph 𝖲𝖦,
with anticlockwise ordering of the neighbours of each vertex, is recurrent.

Concerning Theorem 1.1, almost sure convergence of the uniform rotor walk is the best possible
result one could hope for, since transient rotor configurations always exist. On the Sierpiński
gasket one can consider a rotor configuration which sends the particle always to the right. This
configuration is a null set if rotors are chosen uniformly at random.

Theorem 1.2. Let 𝜎 = (𝜎(𝑥))𝑥∈𝖲𝖦 be an i.i.d. sandpile on 𝖲𝖦 with 𝔼[𝜎(𝑜)] ≥ 3. If 0 < Var[𝜎(𝑜)] <
∞, then 𝜎 does not stabilize almost surely.

Above, if 𝖵𝖺𝗋[𝜎(𝑜)] = 0, then 𝜎 is the constant configuration which is already stable in the case
𝔼[𝜎(𝑜)] = 3 and does not stabilize if 𝔼[𝜎(𝑜)] > 3. The proof of Theorem 1.2 carries over to divisible
sandpiles and as a consequence we obtain in Proposition 4.5 that an i.i.d. divisible sandpile 𝜎 on
𝖲𝖦 with 𝔼[𝜎(𝑜)] ≥ 1 and 0 < 𝖵𝖺𝗋[𝜎(𝑜)] < ∞ does not stabilize alsmot surely. We would like to
emphasize here that on ℤ𝑑, for an i.i.d. sandpile with 𝔼[𝜎(0)] = 2𝑑 both cases - stabilization and
non-stabilization - can occur [FdBR05].

2 Preliminaries and notation

Graphs. Let 𝐺 = (𝑉,𝐸) be a locally finite, undirected, infinite graph with vertex set 𝑉 and edge
set 𝐸 ⊂ 𝑉 ×𝑉 , and we fix a vertex 𝑜 ∈ 𝑉 where particles start their walk (random or deterministic).
For an edge 𝑒 = (𝑥, 𝑦) we write sometimes 𝑥 ∼ 𝑦 to denote that vertices 𝑥, 𝑦 are neigbours. For a
subset 𝑆 ⊂ 𝑉 , we denote by 𝜕𝑜𝑆 the outer boundary of 𝑆, that is,

𝜕𝑜𝑆 = {𝑥 /∈ 𝑆 : 𝑥 has a neighbour in 𝑆}.

We denote by 𝖽𝖾𝗀(𝑥) the degree of 𝑥, i.e. the number of vertices in 𝐺 that are neighbours of 𝑥, and
by abuse of notation we use 𝑥 ∈ 𝐺 to denote vertices. The graph 𝐺 comes with a natural metric
𝑑(𝑥, 𝑦), the graph distance, i.e. the minimal length of a path between two vertices 𝑥 and 𝑦.

Rotor walks. For any 𝑥 ∈ 𝐺, we fix an ordered family of its neighbours 𝖼𝗒𝖼(𝑥) = {𝑥1, . . . , 𝑥𝖽𝖾𝗀(𝑥)},
which may be thought of as the order in which, a particle exiting 𝑥, visits its neighbours. For
simplicity of notation, we fix during this work the anticlockwise ordering of the neighbours for each
vertex. In addition, at the beginning of the process, each vertex 𝑥 is equipped with an arrow (or
rotor) pointing to one of the neighbours, that indicates where should a particle leaving 𝑥 for the
first time move to. Subsequent exits from 𝑥 are then determined by 𝖼𝗒𝖼(𝑥). The set 𝜌 of all rotors
on 𝐺 is called rotor configuration. We represent the rotor configuration 𝜌 by a function 𝜌 : 𝐺 → ℕ0,
with 𝜌(𝑥) = 𝑖 ∈ {1, . . . , 𝖽𝖾𝗀(𝑥)} meaning that the rotor at 𝑥 points to the 𝑖-th neighbour 𝑥𝑖 in
the cyclic ordering 𝖼𝗒𝖼(𝑥) of 𝑥. With the rotor configuration 𝜌 and the anticlockwise ordering of
the neighbours for all vertices in 𝐺, we define recursively a rotor walk (𝑅𝑡)𝑡∈ℕ as the sequence of
consecutive locations in 𝐺 of a particle initially located at some fixed vertex 𝑜 ∈ 𝐺 so 𝑅0 = 𝑜, while
the subsequent locations are determined by the following rule. For any 𝑡 ≥ 1, if the location at
time 𝑡 is 𝑥 ∈ 𝐺, so 𝑅𝑡 = 𝑥 then in order to determine the next move, the particle (the walker) first
increments the rotor at 𝑥, i.e. it changes its direction to the next neighbor in the counterclockwise
order 𝖼𝗒𝖼(𝑥), and then it follows this new direction. Thus at each time step 𝑡, we change not only
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the position of the particle, but also the rotor configuration only at the current location of the
particle. In other words, one starts with (𝑅0, 𝜌0) = (𝑜, 𝜌) for a fixed initial rotor configuration 𝜌,
and if at time 𝑡 the pair (position, configuration) is (𝑅𝑡, 𝜌𝑡), then at time 𝑡+ 1, (𝑅𝑡+1, 𝜌𝑛+1) is

𝜌𝑡+1(𝑥) =

{︃
𝜌𝑡(𝑥) + 1 mod 𝖽𝖾𝗀(𝑥) , if 𝑥 = 𝑅𝑡

𝜌𝑡(𝑥) , otherwise

and 𝑅𝑡+1 = 𝑅
𝜌𝑡+1(𝑅𝑡)
𝑡 , respectively. As described here, (𝑅𝑡)𝑡∈ℕ is only a deterministic process, where

at each step, the walker follows the prescribed rule determined by the initial rotor configuration 𝜌
and by the cyclic ordering of the neighbours. While the deterministic rotor walk (𝑅𝑡)𝑡∈ℕ has itself
peculiar properties that are far away from being mathematically understood, in this note we focus
on rotor walks with random initial configurations.

Uniform rotor walks. For sake of simplicity, suppose that the underlying graph 𝐺 is regular, so
all vertices have the same degree 𝖽 ∈ ℕ. A random initial rotor configuration is given by a sequence
(𝜌(𝑥))𝑥∈𝐺 of independent and identically distributed (i.i.d.) random variables over {1, . . . , 𝖽}. We
write ℙ and 𝔼 for probability and expectation, respectively. By using the fixed anticlockwise
ordering of the neighbours for any vertex and taking as the initial rotor configuration (𝜌(𝑥))𝑥∈𝑉 a
sequence of i.i.d. {1, . . . , 𝖽}- valued random variables, we then obtain a rotor walk moving according
to the rotor walk rule (increment rotor, move where the rotor points to), which is a random process
called random rotor walk. If (𝜌(𝑥))𝑥∈𝐺 is a sequence of i.i.d. random variables uniformly distributed
on {1, . . . , 𝖽}, then (𝑅𝑡)𝑡∈ℕ is called uniform rotor walk, (shortly 𝖴𝖱𝖶). A random rotor walk is
not Markovian, since for 𝑅𝑡 = 𝑥, in order to determine the position 𝑅𝑡+1 of the walk at time 𝑡+1,
we need to know where did the particle, previously exiting 𝑥, move to. Once a vertex has been
already visited, the rotor configuration is not random anymore, and the exits from that vertex are
completely deterministic.

Stabilization of i.i.d. sandpiles. There are several ways to stabilize an unstable sandpile config-
uration 𝜎 on infinite graphs 𝐺; see [FdBR05] for more details on toppling procedures and stabilizing
configurations. While on ℤ𝑑 the stabilization proofs rely on translation invariance, ergodic theory
and potential kernel estimates, such techniques cannot immediately be applied to graphs that are
not transitive. For any sequence (𝐺𝑛)𝑛∈ℕ of finite subsets 𝐺𝑛 ⊂ 𝐺𝑛+1 ⊂ 𝐺 exhausting 𝐺, with
𝐺 = ∪𝑛𝐺𝑛, such that for each 𝑛 ∈ ℕ, 𝐺𝑛 has a global sink 𝑠 given by the boundary vertices of 𝐺𝑛,
the sandpile 𝜎𝑛 - where 𝜎𝑛 is the restriction of the globally given configuration 𝜎 on the finite set
𝐺𝑛 of the exhaustion - stabilizes in finitely many steps and the sink collects the excess mass. We
denote by 𝜎∞

𝑛 the stabilization of 𝜎𝑛 and by 𝑢𝑛(𝑥) the mass emitted from 𝑥 during stabilization;
the function 𝑢𝑛(𝑥) is called the odometer function. We have that 𝜎∞

𝑛 = 𝜎𝑛 −Δ𝑢𝑛, where Δ is the
graph Laplacian defined as

Δ𝑢𝑛(𝑥) = 𝑢𝑛(𝑥)−
1

𝖽𝖾𝗀(𝑥)

∑︁
𝑦∼𝑥

𝑢𝑛(𝑦).

Toppling in infinite volume. For an i.i.d. sandpile configuration 𝜎 on 𝐺, and for the sequence of
increasing graphs (𝐺𝑛) that exhaust 𝐺, toppling in infinite volume reduces to first stabilizing 𝜎 in
𝐺1, then the new sandpile configuration is being stabilized in 𝐺2, and so on. Since for any 𝑛 ∈ ℕ,
𝐺𝑛 is finite, the sequence (𝑢𝑛) of odometer functions on 𝐺 is well defined.

We call the i.i.d. sandpile 𝜎 stabilizable (in infinite volume) if it exists a function 𝑢∞ : 𝐺 → ℝ such
that lim𝑛→∞ 𝑢𝑛 = 𝑢∞ pointwise, where 𝑢𝑛 is the odometer function for the stabilization in 𝐺𝑛.
The final stable configuration 𝜎∞ : 𝐺 → ℝ is given by 𝜎∞ = 𝜎 − Δ𝑢∞. Note that the odometer

4



𝑜

Figure 1: Doubly-infinite Sierpinski gasket graph 𝖲𝖦.

functions are monotonically increasing, so the limit lim𝑛→∞ 𝑢𝑛 always exists, but it may be infinite
at some vertices. Therefore 𝜎 is not stabilzable if there exists 𝑥 ∈ 𝐺 such that lim𝑛→∞ 𝑢𝑛(𝑥) = ∞.
If 𝜎 is not stabilizable, we also call 𝜎 an exploding sandpile.

Remark 2.1. For any sandpile configuration 𝜎 on a finite graph 𝐺, the corresponding odometer
function can also be characterized as the smallest, non-negative function 𝑢 : 𝐺 → ℤ that satisfies
𝜎(𝑥)−Δ𝑢(𝑥) ≤ 𝖽𝖾𝗀(𝑥)− 1 for any vertex 𝑥 ∈ 𝐺. Thus we infer that for two i.i.d. sandpiles 𝜎1, 𝜎2
with 𝜎1 ≤ 𝜎2 a.s., if 𝜎2 stabilizes almost surely, so does 𝜎1.

Sierpiński gasket graph 𝖲𝖦 is a pre-fractal associated with the Sierpiński gasket, defined as
following. We consider in ℝ2 the sets 𝑉0 = {(0, 0), (1, 0), (1/2,

√
3/2)} and

𝐸0 =
{︁(︀

(0, 0), (1, 0)
)︀
,
(︀
(0, 0), (1/2,

√
3/2)

)︀
,
(︀
(1, 0), (1/2,

√
3/2)

)︀}︁
.

Now recursively define (𝑉1, 𝐸1), (𝑉2, 𝐸2), . . . by

𝑉𝑛+1 = 𝑉𝑛 ∪
{︀(︀

2𝑛, 0
)︀
+ 𝑉𝑛

}︀⋃︁{︁(︁
2𝑛−1, 2𝑛−1

√
3
)︁
+ 𝑉𝑛

}︁
and

𝐸𝑛+1 = 𝐸𝑛 ∪ {(2𝑛, 0) + 𝐸𝑛}
⋃︁{︁(︁

2𝑛−1, 2𝑛−1
√
3
)︁
+ 𝐸𝑛

}︁
,

where (𝑥, 𝑦)+𝑆 := {(𝑥, 𝑦)+𝑠 : 𝑠 ∈ 𝑆}. Let 𝑉∞ = ∪∞
𝑛=0𝑉𝑛 and 𝑉 ′

∞ = {(−𝑥, 𝑦) : (𝑥, 𝑦) ∈ 𝑉∞} be the
reflection of 𝑉∞ around the vertical axis. Similarly, let 𝐸∞ = ∪∞

𝑛=0𝐸𝑛 and denote the reflection of
𝐸∞ around the vertical axis by 𝐸′

∞. Finally, let 𝑉 = 𝑉∞∪𝑉 ′
∞ and 𝐸 = 𝐸∞∪𝐸′

∞. Then the doubly
infinite Sierpiński gasket graph 𝖲𝖦 (called also graphical Sierpiński gasket) is the graph with vertex
set 𝑉 and edge set 𝐸. The associated level-𝑛 prefractal graphs 𝖲𝖦𝑛 are the graphs with vertex set
𝑉𝑛∪𝑉 ′

𝑛 and edge set 𝐸𝑛∪𝐸′
𝑛, where as above 𝑉

′
𝑛 and 𝐸′

𝑛 are the reflections around the 𝑦-axis of 𝑉𝑛

and 𝐸𝑛 respectively. So we can write 𝖲𝖦 = ∪𝑛∈ℕ𝖲𝖦𝑛. See Figure 1 for a graphical representation
of 𝖲𝖦. Denote by 𝖲𝖦+ (respectively 𝖲𝖦+

𝑛 ) the graph with vertex set 𝑉∞ (respectively 𝑉𝑛) and edge
set 𝐸∞ (respectively), and similarly 𝖲𝖦− and 𝖲𝖦−

𝑛 for their respective reflections around the 𝑦-axis,
so we can finally write 𝖲𝖦 = 𝖲𝖦+ ∪ 𝖲𝖦− and 𝖲𝖦𝑛 = 𝖲𝖦+

𝑛 ∪ 𝖲𝖦−
𝑛 . Set the origin 𝑜 = (0, 0).

3 Uniform rotor walks on the Sierpiński gasket

For the rest we fix 𝖲𝖦 to be the doubly-infinite Sierpiński gasket graph with root vertex (lower
corner) 𝑜 = (0, 0), and 𝖲𝖦𝑛, 𝑛 ∈ ℕ the level-𝑛 prefractals approximating 𝖲𝖦 with 𝖲𝖦 = ∪𝑛∈ℕ𝖲𝖦𝑛.
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𝑜 𝑥2

𝑦2

𝑜𝑡2

𝑧2

Figure 2: The sets 𝑆𝐺2 and 𝑆2 = 𝑆𝐺2 ∖ {𝑥2, 𝑦2, 𝑧2, 𝑡2} together with the rotors at the outer
boundary of 𝑆2 such that 𝑆2 has reflecting boundary.

All the vertices in 𝖲𝖦 have degree 4, and for any 𝑥 ∈ 𝖲𝖦 we fix the anticlockwise ordering of
the neighbours, and the initial random configuration of rotors uniformly distributed over the set
{1, 2, 3, 4}, that is, the rotor at 𝑥 points initially to each of the four possible neighbours with
probability 1

4 .

For any initial random rotor configuration 𝜌 on 𝖲𝖦, any rotor mechanism, and any starting position,
one can see that the random rotor walk either visits each vertex infinitely many times almost surely,
and we call this walk recurrent, or visits each vertex only finitely many times almost surely, and we
call the walk transient. In particular, if the uniform rotor walk started at the origin 𝑜 ∈ 𝖲𝖦 returns
to the origin infinitely many times almost surely, then the uniform rotor walk is recurrent. We
prove recurrence of (𝑅𝑡)𝑡∈ℕ on 𝖲𝖦 by using sets with reflecting boundary as introduced in [AH12].

Definition 3.1. For a given rotor mechanism (i.e. cyclic configuration) and an initial rotor con-
figuration 𝜌 on 𝖲𝖦, we say that a subset 𝑆 of vertices in 𝖲𝖦 has reflecting boundary if for every
vertex 𝑦 in the outer boundary 𝜕𝑜𝑆, the rotor at 𝑦 will first send the particle to each of the 𝑦’s
neigbours in 𝑆, before sending it to any other neighbour of 𝑦.

The self-similar nature of 𝖲𝖦 together with the existence of the cut points that disconnect the
gasket into finitely many connected components, allows one to prove the existence of infinitely
many sets with reflecting boundary, almost surely, thus proving Theorem 1.1. We recall first [AH12,
Proposition 7], which claims that if for some rotor configuration 𝜌, every finite set of vertices is a
subset of some finite set with reflecting boundary, then the rotor walk with rotor configuration 𝜌
starting from any other vertex is recurrent. Additionally, we state also [AH12, Lemma 9] which
will be used in the proof below: if 𝑆 is a set with reflecting boundary, then the rotor walk started
at 𝑥 ∈ 𝑆 will return to 𝑥 before leaving 𝑆 ∪ 𝜕𝑜𝑆.

Proof of Theorem 1.1. For any 𝑛 ∈ ℕ and 𝖲𝖦𝑛 ⊂ 𝖲𝖦, we define 𝑆𝑛 = 𝑆𝐺𝑛 ∖ {𝑥𝑛, 𝑦𝑛, 𝑧𝑛, 𝑡𝑛} where
the vertices {𝑥𝑛, 𝑦𝑛, 𝑧𝑛, 𝑡𝑛} represent the four inner boundary vertices of 𝖲𝖦𝑛, i.e. the set of vertices
of 𝖲𝖦𝑛 that have a neighbour in 𝖲𝖦 ∖ 𝖲𝖦𝑛. Using the definition of 𝖲𝖦, we can represent these four
vertices by their coordinates in ℝ2 as 𝑥𝑛 = (2𝑛, 0), 𝑦𝑛 = (2𝑛−1, 2𝑛−1

√
3), 𝑧𝑛 = (−2𝑛−1, 2𝑛−1

√
3) and

𝑡𝑛 = (−2𝑛, 0). So the outer boundary of 𝑆𝑛 is 𝜕𝑜𝑆𝑛 = {𝑥𝑛, 𝑦𝑛, 𝑧𝑛, 𝑡𝑛}. Consider now the uniform
rotor configuration on 𝖲𝖦, given by a sequence (𝜌(𝑥))𝑥∈𝖲𝖦 of i.i.d. random variables, such that for
each 𝑥 ∈ 𝖲𝖦, 𝜌(𝑥) points with probability 1/4 to each of the four neighbours, and suppose that
the corresponding rotor walk starts at 𝑜 = (0, 0). Recall that we have assumed for any 𝑥 ∈ 𝖲𝖦
an anticlockwise ordering of the neighbours. Then, for the uniform random configuration 𝜌 and
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anticlockwise ordering of the neighbours, for each 𝑦 ∈ 𝜕𝑜𝑆𝑛, with probability 1/4, the rotor at 𝑦
points to a neighbour that will send the particle first to each neighbours in 𝑆𝑛 before sending it to
the other neighbours. Since the random variables (𝜌(𝑦))𝑦∈𝜕𝑜𝑆𝑛 are i.i.d., this implies that 𝑆𝑛 has

a reflecting boundary with probability
(︀
1
4

)︀4
= 1

256 , for all 𝑛 ∈ ℕ. See Figure 2 and Figure 3 for
the sets 𝑆2 and 𝑆3 respectively, and the corresponding rotor configurations at the outer boundary
points for which 𝑆2 and 𝑆3 are sets with reflecting boundary. Consider now the sequence of events
(𝐴𝑛)𝑛∈ℕ given by

𝐴𝑛 = {𝑆𝑛 has reflecting boundary},

which, by the definition of 𝑆𝑛 and of the uniform rotor walk, are independent. Since
∑︀

𝑛∈ℕ ℙ(𝐴𝑛) =
∞, Borel-Cantelli Lemma implies that infinitely many of the events 𝐴𝑛 occur, almost surely. There-
fore, with probability one, there are infinitely many subsets 𝑆𝑛 of 𝖲𝖦 with reflecting boundary.

Now the recurrence of the uniform rotor walk on 𝖲𝖦 follows from [AH12, Lemma 9]. Due to the
construction of the nested sets 𝑆𝑛 (i.e for 𝑛1 < 𝑛2, we have 𝑆𝑛1 ⊂ 𝑆𝑛2) with reflecting boundary,
since each of the 𝑆𝑛 contains the origin, and there are infinitely many sets 𝑆𝑛 with reflecting
boundary almost surely, we thus obtain that the origin is visited infinitely many times by the
uniform rotor walk, almost surely, and this proves recurrence of the rotor walk started at the
origin. If the uniform rotor walk starts at another vertex 𝑥 different than the origin, the recurrence
follows from [AH12, Proposition 7], since with our choice of the sets 𝑆𝑛, for any finite subset
𝐵 ⊂ 𝖲𝖦, we can find an index big enough 𝑛′ such that 𝑆𝑛′ has reflecting boundary and 𝐵 ⊂ 𝑆𝑛′

almost surely. This yields the recurrence of the uniform rotor walk for any other starting point.

We would like to point out that in the proof above we have considered uniform rotor walk, but
any other random initial configuration of rotors (𝜌(𝑥))𝑥∈𝖲𝖦 that points to one of the four possible
neighbours with probability 𝑝𝑖, 𝑖 ∈ {1, 2, 3, 4} and fullfils (min{𝑝1, 𝑝2, 𝑝3, 𝑝4})4 = 𝑐 > 0, works as
well in the proof.

Proposition 3.2. A random rotor walk (𝑅𝑡)𝑡∈ℕ with i.i.d. random initial configuration (𝜌(𝑥))𝑥∈𝖲𝖦
such that for each 𝑥 ∈ 𝖲𝖦, 𝜌(𝑥) points to each of the neighbours 𝑥𝑖 of 𝑥 with positive probability
𝑝𝑖 > 0 for 𝑖 ∈ {1, 2, 3, 4}, is recurrent.

The proof is exactly the same as the one of Theorem 1.1, with the minor difference that the sets
𝑆𝑛 have reflecting boundary with probability (min{𝑝1, 𝑝2, 𝑝3, 𝑝4})4 = 𝑐 > 0, which is a condition
generally known as the elliptic assumption.
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𝑜 𝑥3

𝑦3

𝑜𝑡3

𝑧3

Figure 3: The sets 𝑆𝐺3 and 𝑆3 = 𝑆𝐺3 ∖ {𝑥3, 𝑦3, 𝑧3, 𝑡3} together with the rotors at the outer
boundary of 𝑆3 such that 𝑆3 has reflecting boundary.

4 Stabilization of i.i.d. sandpiles

Let (𝜎(𝑥))𝑥∈𝖲𝖦 be an i.i.d. sandpile on 𝖲𝖦. For 𝖲𝖦 = ∪𝑛∈ℕ𝖲𝖦𝑛, and each 𝑛 ∈ ℕ, we take again
𝖲𝖦𝑛 = 𝖲𝖦+

𝑛 ∪𝖲𝖦−
𝑛 as the level 𝑛-gasket with sink vertices {𝑥𝑛, 𝑦𝑛, 𝑧𝑛, 𝑡𝑛} (the four corners). Similar

to [FMR09, Theorem 3.5], we give a necessary condition for an i.i.d. sandpile on the gasket 𝖲𝖦
to stabilize. Our method explores the existence of cut points in the gasket, so in order for the
excess mass to pass from one iteration 𝖲𝖦𝑛 to the next one 𝖲𝖦𝑛+1 of the gasket 𝖲𝖦, it has to pass
through the cut points. Together with the Abelian property of the sandpile model, this enables to
run the sandpile in waves. From now on, we assume that all our sandpiles have finite variance of
the number of chips, 𝜎2

0 := 𝖵𝖺𝗋[𝜎(𝑜)] < ∞.

For the toppling in infinite volume on 𝖲𝖦, we use as the sequence of increasing subsets of 𝖲𝖦 the
level-𝑛 prefractals 𝖲𝖦𝑛, with 𝖲𝖦 = ∪𝑛∈ℕ𝖲𝖦𝑛, and for every 𝑛 ∈ ℕ we also use the partition of 𝖲𝖦𝑛 in
the right triangle 𝖲𝖦+

𝑛 with three boundary vertices {𝑜, 𝑥𝑛, 𝑦𝑛} and the left triangle 𝖲𝖦−
𝑛 with three

boundary vertices {𝑜, 𝑧𝑛, 𝑡𝑛}. As sinks we use the outer boundary 𝜕𝑜𝖲𝖦𝑛. For an i.i.d. sandpile 𝜎
on 𝖲𝖦, in order to stabilize 𝜎 on 𝖲𝖦𝑛, by the Abelian property of the model, we can stabilize it
first on 𝖲𝖦+

𝑛 , and investigate the mass that has to be emitted from the origin 𝑜 in the course of
the stabilization. Then, in order to stabilize the sandpile on the left triangle 𝖲𝖦−

𝑛 , the odometer
at 𝑜 can only increase. So, bounding from below the odometer at 𝑜 during the stabilization of 𝜎
on 𝖲𝖦+

𝑛 by a function that goes to ∞ with 𝑛, and showing that such an event occurs with positive
probability together with a Borel-Cantelli type argument proves Theorem 1.2. First of all, for any
𝑚,𝑛 ∈ ℕ such that 𝑚 < 𝑛 − 1, the graph 𝖲𝖦+ contains three isomorphic copies of 𝖲𝖦+

𝑚 on its
three corners as in Figure 4. Thus, the copy 𝖲𝖦+

𝑚 has 𝑜 as bottom left corner, 𝑥𝑚 as bottom right
corner and 𝑦𝑚 as top corner. The 120∘ counterclockwise rotation of the copy 𝖲𝖦+

𝑚 in 𝖲𝖦𝑛 has 𝑥𝑛
as bottom right corner, and we denote by 𝑎𝑚 and 𝑏𝑚 the top and bottom left corner of this copy
respectively. Finally the 240∘ counterclockwise rotation of the copy 𝖲𝖦+

𝑚 has 𝑦𝑛 as top corner and
we denote by 𝑐𝑚 and 𝑑𝑚 the bottom left and bottom right corner respectively. Denote by 𝖲𝖦𝑚,𝑛

the graph obtained by removing these three copies from 𝖲𝖦+. If 𝑚 = 𝑛 − 1, then 𝖲𝖦𝑛−1,𝑛 is only
a triangle, so it makes sense to assume that 𝑚 < 𝑛− 1. In this case, 𝖲𝖦𝑚,𝑛 is a subgraph of 𝖲𝖦+

𝑛 ,
and we denote by 𝑉𝑚,𝑛 the vertex set of 𝖲𝖦𝑚,𝑛. The six inner boundary vertices of 𝖲𝖦𝑚,𝑛 by are
given by {𝑥𝑚, 𝑦𝑚, 𝑎𝑚, 𝑏𝑚, 𝑐𝑚, 𝑑𝑚}.

For the next three Lemmas, we assume that we are in the setting of Theorem 1.2, that is 𝜎 =
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𝑜 𝑥2

𝑦2

𝑥4

𝑎2

𝑏2

𝑦4

𝑐2 𝑑2

Figure 4: An illustration of 𝖲𝖦2,4. The picture shows the graph 𝖲𝖦+
4 with its three corner vertices

𝑜, 𝑥4 and 𝑦4. The part colored in red shows 𝖲𝖦2,4 with its six corner vertices {𝑥2, 𝑦2, 𝑎2, 𝑏2, 𝑐2, 𝑑2}.

(𝜎(𝑥))𝑥∈𝖲𝖦 is an i.i.d. sandpile configuration on 𝖲𝖦 with 𝔼[𝜎(𝑜)] ≥ 3, and we write 𝑁𝑚,𝑛 =∑︀
𝑥∈𝑉𝑚,𝑛

𝜎(𝑥).

Lemma 4.1. For any sufficiently large 𝑛 and any 𝑚 < 𝑛− 1 we have

ℙ
(︁
𝑁𝑚,𝑛 ≥ 3|𝑉𝑚,𝑛|+ 𝜎0

√︁
|𝑉𝑚,𝑛|

)︁
≥ 0.15.

Proof. Let 𝛿 ≥ 0 be such that 𝔼[𝜎(𝑜)] = 3 + 𝛿. Suppose first that 𝛿 > 0, i.e. 𝔼[𝜎(0)] > 3. For 𝑛
sufficiently large we have that 𝛿|𝑉𝑚,𝑛| ≥ 𝜎0

√︀
𝑉𝑚,𝑛. Moreover, for every 𝑚,𝑛 ∈ ℕ with 𝑚 < 𝑛−1 the

total number 𝑁𝑚,𝑛 of particles in 𝖲𝖦𝑚,𝑛 is given by a sum of |𝑉𝑚,𝑛| i.i.d. random variables with finite

variance 𝜎2
0 > 0, so by the central limit theorem, the random variable

𝑁𝑚,𝑛−(3+𝛿)|𝑉𝑚,𝑛|
𝜎0

√
|𝑉𝑚,𝑛|

converges in

distribution to a standard normal distribution 𝒩 (0, 1) as 𝑛 → ∞. Thus, for 𝑛 sufficiently large, we
have

ℙ
(︁
𝑁𝑚,𝑛 ≥ 3|𝑉𝑚,𝑛|+ 𝜎0

√︁
|𝑉𝑚,𝑛|

)︁
≥

(︁
𝑁𝑚,𝑛 ≥ (3 + 𝛿)|𝑉𝑚,𝑛|

)︁
≥ 0.49.

If 𝛿 = 0, then for sufficiently large 𝑛, we have

ℙ
(︁
𝑁𝑚,𝑛 ≥ 3|𝑉𝑚,𝑛|+ 𝜎0

√︁
|𝑉𝑚,𝑛|

)︁
≥ 1− Φ(1)− 0.0001 ≥ 0.15,

where the first inequality is again due to the central limit theorem, and this completes the claim
of the proof.
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Lemma 4.2. If we denote by 𝑢𝑚,𝑛 the odometer function for the stabilisation of the i.i.d. sandpile
𝜎 on 𝖲𝖦𝑚,𝑛, then for all sufficiently large 𝑛 and 𝑚 < 𝑛− 1 we have

ℙ
(︁
𝑢𝑚,𝑛(𝑥𝑚) ≥ 𝜎0

6

√︁
|𝑉𝑚,𝑛|

)︁
≥ 0.025.

Proof. On the event that {𝑁𝑚,𝑛 ≥ 3|𝑉𝑚,𝑛| + 𝜎0
√︀
|𝑉𝑚,𝑛|}, which in view of Lemma 4.1 occurs

with probability at least 0.15, for 𝑛 large enough, we know that 𝜎 restricted to 𝖲𝖦𝑚,𝑛 is unsta-
ble, so the excess mass of at least 𝜎0

√︀
|𝑉𝑚,𝑛| has to leave 𝖲𝖦𝑚,𝑛 through the six corner vertices

{𝑥𝑚, 𝑦𝑚, 𝑎𝑚, 𝑏𝑚, 𝑐𝑚, 𝑑𝑚}. Because of the symmetry of 𝖲𝖦𝑚,𝑛, in at least one-sixth of the time, 𝑥𝑚
has the largest amount of mass among these six corners, which together with Lemma 4.1 proves
the claim.

For 𝑚,𝑛 ∈ ℕ with 𝑚 < 𝑛, denote by 𝐵𝑚,𝑛 the following event:

𝐵𝑚,𝑛 :=
{︁
𝑢𝑚,𝑛(𝑥𝑚) ≥ 𝜎0

6

√︁
|𝑉𝑚,𝑛|

}︁
.

Lemma 4.3. Let 𝑛1, 𝑛2, . . . be any strictly increasing sequence of positive integers. Then

ℙ
(︀
𝐵𝑛𝑖,𝑛𝑖+1occurs for infinitely many 𝑖

)︀
= 1.

Proof. From the construction, for 𝑖 ̸= 𝑗, the graphs 𝖲𝖦𝑛𝑖,𝑛𝑖+1 and 𝖲𝖦𝑛𝑗 ,𝑛𝑗+1 have disjoint vertices
and the sandpile configuration 𝜎 restricted on 𝖲𝖦𝑛𝑖,𝑛𝑖+1 in independent of 𝜎 restricted on 𝖲𝖦𝑛𝑗 ,𝑛𝑗+1 .
Thus the events (𝐵𝑛𝑖,𝑛𝑖+1)𝑖∈ℕ are independent with ℙ(𝐵𝑛𝑖,𝑛𝑖+1) ≥ 0.025 for every 𝑖 ∈ ℕ in view of
Lemma 4.2, which together with Borel-Cantelli proves the claim.

The previous three results lead immeadiately to the proof of Theorem 1.2.

Proof of Theorem 1.2. The first step of the proof is to apply Lemma 4.3 to the following particular
sequence (𝑛𝑖)𝑖∈ℕ of positive integers defined recursively as follows. Let 𝑛1 = 1, and for any 𝑖 ≥ 2
let 𝑛𝑖+1 be defined as follows:

𝑛𝑖+1 := min
{︁
𝑘 > 𝑛𝑖 + 1 :

𝜎0
6

√︁
|𝑉𝑛𝑖,𝑘| ≥ 𝑖 · 3𝑛𝑖

}︁
.

From the definition and the cutpoint structure of the gasket, it is clear that such a sequence is well
defined. Indeed, since |𝑉𝑛| = 3

2(3 + 1) and for any 𝑚 < 𝑛 − 1 we have |𝑉𝑚,𝑛| = |𝑉𝑛| − 3|𝑉𝑚| + 6,
one can compute each term of the sequence (𝑛𝑖)𝑖∈ℕ explicitely.

Now suppose that the event 𝐵𝑛𝑖,𝑛𝑖+1 occurs for a specific 𝑖 ≥ 1. Then, from the definition of the
event 𝐵𝑛𝑖,𝑛𝑖+1 and the recursive choice of 𝑛𝑖, we have

𝑢𝑛𝑖,𝑛𝑖+1(𝑥𝑛𝑖) ≥
𝜎0
6

√︁
|𝑉𝑛𝑖,𝑛𝑖+1 | ≥ 𝑖 · 3𝑛𝑖 ,

i.e. the vertex 𝑥𝑛𝑖 topples at least 𝑖 · 3𝑛𝑖 times during the stabilisation of 𝜎 on 𝖲𝖦𝑛𝑖,𝑛𝑖+1 . By the
Abelian property, this imples that for all 𝑘 ≤ 𝑛𝑖, the vertex 𝑥𝑘 has been toppled at least 𝑖 · 3𝑘
times. In particular, this implies that 𝑥0 = 𝑜 has been toppled at least 𝑖 times if 𝐵𝑛𝑖,𝑛𝑖+1 occurs.
On the other hand, by Lemma 4.3 we know that 𝐵𝑛𝑖,𝑛𝑖+1 occurs infinitely often with probability 1,
thus 𝑜 topples infinitely often with probability 1, i.e. ℙ(𝑢∞(0) = ∞) = 1 and this completes the
proof.
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Remark 4.4. For an i.i.d. sandpile 𝜎 with E[𝜎(𝑜)] > 3 and 𝖵𝖺𝗋[𝜎(𝑜)] = ∞, the fact that 𝜎 cannot
be stabilized follows immediately. If 𝜎 is not bounded, then we can consider the bounded sandpile
𝜎1{𝜎≤𝑁} =

(︀
𝜎(𝑥)1{𝜎(𝑥)≤𝑁}

)︀
𝑣∈𝖲𝖦 for some 𝑁 ∈ ℕ large enough and use that 𝜎(𝑥) ≥ 𝜎(𝑥)1{𝜎(𝑥)≤𝑁}

for all 𝑥 ∈ 𝖲𝖦 almost surely. Then by Theorem 1.2, 𝜎1{𝜎≤𝑁} is not stabilizable almost surely, and
together with Remark 2.1 we get that 𝜎 is also not stabilizable in the unbounded case.

The same proof technique as in Theorem 1.2 can be used to prove explosion of i.i.d. sandpiles 𝜎 on
any infinite graph 𝐺 for which:

(a) There exists an exhaustion 𝐺1 ⊂ 𝐺2 ⊂ ... of 𝐺, and for all 𝑛 ∈ ℕ, 𝐺𝑛 is finite.

(b) There exists a vertex 𝑣 ∈ 𝐺, and an increasing sequence (𝐻𝑛)𝑛 of subgraphs with 𝐻𝑛 ⊆ 𝐺𝑛

such that the boundary 𝜕𝐻𝑛 of 𝐻𝑛 is symmetric and 𝑣 ∈ 𝜕𝐻𝑛.

(c) There exists a constant 𝐶 > 0 independent of 𝑛, such that we have for all 𝑛 ∈ ℕ that |𝜕𝐻𝑛| < 𝐶.

This properties hold for finitely ramified fractal graphs. They do not apply to ℤ2 when stabilizing
for instance in nested boxes [−𝑛, 𝑛]2, since the boundary of the box [−𝑛, 𝑛]2 is not symmetric and it
grows linearly in 𝑛 while for the size of the box we have quadratic growth in 𝑛: |[−𝑛, 𝑛]2| = (2𝑛+1)2.

Divisible sandpiles and final remarks

We recall here another model of mass redistribution which is very similar to the Abelian sandpile
model and is called the divisible sandpile model. In the divisible sandpile as introduced in [LP09], we
have a divisible sand configuration 𝜎 : 𝑉 → ℝ on a graph 𝐺 = (𝑉,𝐸), which indicates the amount
of mass present at each vertex. Contrary to the Abelian sandpile model, one allows fractional
mass to be distributed and a vertex 𝑥 ∈ 𝐺 is unstable if 𝜎(𝑥) > 1; in this case the excess mass
𝜎(𝑥)− 1 is distributed equally among the neighbours. There are several toppling procedures like in
the case of the Abelian sandpile model; see [LMPU16, Proposition 2.5] for details on legal toppling
procedures. The initial divisible sand configuration 𝜎 may be random or not; if (𝜎(𝑥))𝑥∈𝑉 is a
sequence of i.i.d. random variables, then we call the model i.i.d. divisible sandpile model. Then we
can define stabilization (in infinite volume) of 𝜎 exactly the same way as in the case of Abelian
sandpiles: if 𝑢𝑛 is the amount of mass emitted from a vertex during the stabilization of 𝜎 on
𝐺𝑛, then 𝜎 stabilizes if 𝑢∞(𝑥) < ∞ for all 𝑥, where 𝑢∞ = lim𝑛→∞ 𝑢𝑛. The restriction in the
Abelian sandpile that the odometer function has to be integer valued introduces difficulties that
are not present in the divisible sandpile model. In [LMPU16], the authors investigate i.i.d. divisible
sandpiles at critical density (i.e. when the expected number of chips per site equals one) on ℤ𝑑, and
more generally on infinite vertex-transitive graphs, and they show that if the initial masses have
finite variances, then the i.i.d. divisible sandpile does not stabilize almost surely. They also ask for
which infinite graphs there exist i.i.d. divisible sandpiles at critical density that do stabilize almost
surely. We contribute in this direction by discarding the case of 𝖲𝖦 on which an i.i.d. divisible
sandpile at critical density does not stabilize almost surely, since the proof of Theorem 1.2 carries
over to i.i.d. divisible sandpiles on the Sierpiński gasket graph 𝖲𝖦. Therefore, we have the following.

Proposition 4.5. Let 𝜎 be an i.i.d. divisible sandpile on the infinite Sierpiński gasket graph 𝖲𝖦
with 𝔼[𝜎(0)] ≥ 1 and 0 < 𝖵𝖺𝗋[𝜎(0)] < ∞. Then 𝜎 does not stabilize almost surely.

We omit the proof since it is identical with the one of Theorem 1.2, the minor difference being that
one has to replace the expectation E[𝜎(0)] ≥ 3 with E[𝜎(0)] ≥ 1, therefore the random variable
𝑁𝑛−(1+𝛿)|𝑉𝑛|

𝜎0

√
|𝑉𝑛|

converges in distribution to 𝒩 (0, 1) as 𝑛 → ∞ in the proof of Lemma 4.1.
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Questions on rotor walks. While in this work we have proven the recurrence of rotor walks
with random initial configuration of rotors, it is interesting to understand ”how recurrent” these
walks are, when compared to simple random walks on 𝖲𝖦. If we denote by 𝖦𝖲𝖱𝖶(𝑥, 𝑦) (respectively
𝖦𝖴𝖱𝖶(𝑥, 𝑦)) the expected number of visits to 𝑦 of a simple random walk (respectively of a uniform

rotor walk) starting at 𝑥, what can we say about the limit lim𝑛→∞
𝖦𝖲𝖱𝖶(𝑥,𝑦)
𝖦𝖴𝖱𝖶(𝑥,𝑦)

? Does it exist? For

graphs 𝐺 on which the simple random walk is transient, results comparing the Green’s functions
𝖦𝖲𝖱𝖶(𝑥, 𝑦) and 𝖦𝖴𝖱𝖶(𝑥, 𝑦) for the simple random walk and the random rotor walk are given in
[Cha21]; see also [Cha20].

Questions on Abelian and divisible sandpiles. The proof of stabilization of sandpiles relies
mostly on the fact that for all 𝐴 > 0, lim inf𝑛 ℙ(|𝑁𝑛 − E[𝑁𝑛]| > 𝐴) > 0. If we consider the
distribution of 𝜎(𝑥), for 𝑥 ∈ 𝖲𝖦, to lie in the domain of attraction of a stable law with index
strictly greater than one, one can adapt the proof of Theorem 1.2 and of the Lemma 4.1 with a
stable law in place of the normal distribution, and with weaker conditions than the finiteness of
the variance, but the argument might become pretty technical. What about i.i.d. sandpiles 𝜎 on
𝖲𝖦 with E[𝜎(𝑜)] = 3 and 𝖵𝖺𝗋[𝜎(𝑜)] = ∞? Do they explode almost surely? Similarly, what can one
say about i.i.d. divisible sandpiles on 𝖲𝖦 with E[𝜎(𝑜)] = 1 and 𝖵𝖺𝗋[𝜎(𝑜)] = ∞?
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