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Abstract

This paper is a study of first-order coherent logic from the point of view of duality and cat-

egorical logic. We prove a duality theorem between coherent hyperdoctrines and open polyadic

Priestley spaces, which we subsequently apply to prove completeness, omitting types, and Craig

interpolation theorems for coherent or intuitionistic logic. Our approach emphasizes the role of

interpolation and openness properties, and allows for a modular, syntax-free treatment of these

model-theoretic results. As further applications of the same method, we prove completeness the-

orems for constant domain and Gödel-Dummett intuitionistic predicate logics.

1 Introduction

The aim of this paper is to show how the point of view of duality and categorical logic can be used

to gain insight into, and generalize, some classical theorems of model theory. Our main object of

study is polyadic spaces.1 They are the pointwise Priestley duals of hyperdoctrines, which were

introduced by Lawvere as an algebraization of first-order logic in [33, 34].

Let us give a quick description of hyperdoctrines and polyadic spaces over the base category

FinSet; the general definition is given in Sections 3 and 4. A hyperdoctrine may be thought

of as an algebra representing a first-order theory, cf., e.g., [10, Ch. 5] or [48]. Elements of this

algebra are formulas modulo equivalence, and the operations of the algebra model conjunction,

disjunction and quantification. Hyperdoctrines are multi-sorted algebras, having one sort for each

finite cardinal n. This distinguishes them from the more classical polyadic and cylindric algebras

[19, 21, 22], which are single-sorted. In a hyperdoctrine representing a theory T , the elements of

the nth sort are the formulas whose free variables are taken among x1, ..., xn, modulo equivalence

in the theory T .

The base logic that we consider in this paper is coherent (first-order) logic. This logic may

be understood in two equivalent ways: first, as the fragment of classical first-order logic that

only uses equality, existential quantification, and finitary conjunctions and disjunctions; second,

as the fragment of intuitionistic first-order logic that does not have implication nor universal

quantification. The propositional fragment of coherent logic is algebraized by distributive lattices,

so that a coherent hyperdoctrine is a collection of distributive lattices, organized into a functor

FinSet→ DL from finite sets to distributive lattices.

Applying Priestley duality, we get a collection of Priestley spaces indexed by finite sets. The

nth space is known as the space of n-types in model theory: its points can be thought of as n-

pointed models of the theory modulo equivalence in coherent logic, i.e., models equipped with n

distinguished points and two such models are considered equal if they satisfy the same coherent

formulas. What makes this intuition correct is the associated completeness theorem: each complete

1The term polyadic space, as we use it in this paper, comes from Joyal’s note [25], in reference to Halmos’ polyadic
algebras. There exists another, entirely different, use of the term “polyadic space” [41], as a generalization of “dyadic
space,” introduced independently from and around the same time as Joyal’s. In case confusion between the two notions
might arise, one could use the slightly longer name “polyadic type space” for the notion we study in this paper.
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n-type is realized by a model. These spaces of types are organized into a functor S : FinSetop →

Priestley from finite sets to Priestley spaces; this is the prime example of a polyadic space. The

operations of existential quantification and equality of coherent logic are then realized topologically

by taking direct images under maps S(f), for appropriate choices of f ; see Proposition 4.7. Note

that, while in a classical (Boolean) first-order theory, the order on the space of n-types is discrete,

proper inclusions between types can occur in coherent logic.

Our first main result, Theorem 4.12, gives a dual equivalence between coherent hyperdoctrines

and open polyadic Priestley spaces. Our axiomatization of these spaces relies on two essential

aspects: interpolation and openness. Correspondingly, we need two duality-theoretic results: first,

interpolation is auto-dual (Proposition 4.2), and thus appears both on the topological and al-

gebraic sides of the duality; second, openness dually corresponds to the existence of adjoints

(Proposition 4.7). The duality theorem allows us to exclusively work on the topological side in the

remainder of the paper, in which we use polyadic spaces to give proofs of completeness, omitting

types and Craig interpolation theorems.

We briefly note the origins of our approach to hyperdoctrines in this paper. The first source of

the idea can be found in Joyal’s short 1971 announcement [25], while the authors initially learned

of this approach through the 2019 lecture course [26]. Joyal’s work in particular already contained

the formulation of the dual of a Beck-Chevalley condition as amalgamation and the notion of

model that we use in this paper. The results announced in [25] were never fully published, but our

results here are much indebted to Joyal’s view. Our contributions in this paper expand and extend

this view, and show how it is naturally placed in the context of Priestley duality and compact

ordered spaces.

Polyadic spaces are closely related to the type space functors of [13, 20, 27], type categories

of [29], and compact abstract theories of [6]; we point out two distinguishing features of our work

here. First, in these works, the type spaces are endowed with the spectral topology. In our work

here, on the other hand, the specialization order on these spaces will play a crucial role through

the interpolation properties, and for this reason we will work with Priestley spaces instead. This

in particular allows us to give an order-topological characterization of type space functors as the

open polyadic Priestley spaces over the base category FinSet (Theorem 4.12). Second, instead of

working exclusively over FinSet, our definition of polyadic space is relative to a more general base

category C of “small objects.” For example, by taking C to be the category of finite graphs or

of finite linear orders, polyadic spaces over C represent first-order theories extending respectively

the theories of graphs or linear orders. The only condition that we require on C is that it has

pushouts, or see Remark 6.6 for a weaker condition.

Since what we do in this paper works not only for Priestley spaces but for compact ordered

spaces, we will often place ourselves in this more general context on the topological side. An

algebraic dual and logical interpretation of this more general notion of polyadic space will be given

in a forthcoming paper, based on Abbadini and Reggio’s duality for compact ordered spaces [1,

2]. This yields a variation on the continuous syntactic categories of [3], and seems related to the

link between compact abstract theories and continuous logic noted in [7].

The paper falls into two parts: in Sections 2–6 we introduce the duality between hyperdoctrines

and polyadic spaces, using first-order coherent logic and its model theory as the guiding example.

In the remaining Sections 7–12 we apply this point of view to prove various results in the model

theory of first-order logics in the more general setting of compact ordered spaces. These results in

particular generalize known results in coherent, intuitionistic and classical first-order logics.

In particular, after we set up some basic notation and recall preliminaries in Section 2, we define

in Sections 3 and 4 coherent hyperdoctrines and characterize their Priestley duals, open polyadic

spaces, leading to our first main result, the dual equivalence of Theorem 4.12. In Section 5, we

explain how models and types can be viewed through the lens of hyperdoctrines and polyadic

spaces. Section 6 is devoted to proving a technical result that we call the interpolation extension

principle (Proposition 6.1). This principle is central to our approach, as it allows us to extend the

interpolation properties of polyadic spaces to their inductive completions.

Interpolation properties allow us to use what is usually called the method of diagrams in

model theory to prove various completeness theorems (Sections 7, 8 and 12). In Section 10, we see
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how to compute filtered colimits in categories of models, which is needed in Section 11. Under the

additional hypothesis of openness, we can prove an omitting types theorem and Craig interpolation

for intuitionistic logic (Sections 9 and 11, respectively).

2 Lattices, Priestley duality, and categories

In this section, we collect preliminaries and notation that will be used throughout the paper. For

basic definitions and notations of lattice theory and category theory, we follow the conventions in

[16] unless noted otherwise. One notable difference with [16] is that we will represent distributive

lattices as clopen up-sets, rather than down-sets, of their Priestley dual space, see further in

Section 4. This will fit better with existing literature when we consider Kripke semantics for

intuitionistic logics below.

Basic order theory. Throughout the paper, we use the word order to mean a reflexive, tran-

sitive and anti-symmetric relation. Linearity is always explicitly mentioned when it is assumed.

Given a subset U of a poset X, we write ↑U := {x ∈ X | ∃y ∈ U : y ≤ x} for its upward closure,

and symmetrically ↓U for its downward closure. We say that U is an up-set if U = ↑U and a

down-set if U = ↓U . An order-preserving function f : X → Y is called bounded if the direct image

f [U ] of each up-set U ⊆ X is an up-set. When f : A → B is an order-preserving map between

ordered sets, we denote its left adjoint, if it exists, by f∗, and its right adjoint, if it exists, by f#.

A distributive lattice is an ordered set in which finite meets and joins exist and distribute over

each other; in particular, all distributive lattices in this paper are assumed to have a least and

greatest element, denoted ⊥ and ⊤, respectively, and homomorphisms are required to preserve

them. The category of distributive lattices with homomorphisms is denoted DL. When A is

a distributive lattice and a ∈ A, the principal down-set ↓a is a distributive lattice itself. We

introduce the following notation for the projection map

pa : A→ ↓a, pa(b) := a ∧ b,

and we note that this is a surjective homomorphism. It may also be described as the quotient of

A by the congruence generated by the relation a = ⊤.

A distributive lattice A is a Heyting algebra if, and only if, for all a, b ∈ A, there exists a

necessarily unique element a → b ∈ A such that c ≤ a → b ⇐⇒ c ∧ a ≤ b for all c ∈ A.

Equivalently, pa has a right adjoint qa for each a ∈ A and a → b = qa(pa(b)). In a Heyting

algebra, we write ¬a := a→ ⊥. The category of Heyting algebras with Heyting homomorphisms,

i.e., lattice homomorphisms that moreover preserve →, is denoted HA. A Boolean algebra is a

Heyting algebra in which a ∨ ¬a = ⊤ for all a; the full subcategory is denoted BA. We write

P(X) for the Boolean algebra of subsets of a set X.

Given two posets A and B, an order relation from A to B is an up-set of Aop×B. If f : A→ B

is a monotone function, then the upward closure of its graph in Aop×B, i.e., the relation {(a, b) ∈

Aop×B | f(a) ≤ b}, is an order relation. We will say an order relation R ⊆ Aop×B is represented

by f : A→ B if R is the upward closure of the graph of f . The composition of two order relations

R ⊆ Aop ×B and S ⊆ Bop × C is

R · S := {(a, c) ∈ Aop × C | ∃b ∈ B : R(a, b) ∧ S(b, c)}.

Note that if R and S are represented respectively by f and g, then R · S is represented by the

composite fg, which is our notation for ‘first f , then g’, also see “Categories” below.

Compact ordered spaces. A compact ordered space is a a compact topological space X

equipped with an order ≤ that is closed as a subset of X2 with respect to the product topol-

ogy. These spaces generalize compact Hausdorff spaces to the ordered setting: compact Hausdorff

spaces are the compact ordered spaces whose order is discrete (the equality order), and any com-
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pact ordered space is necessarily Hausdorff. A morphism between compact ordered spaces is a

continuous order-preserving function. We write KOrd for the category of compact ordered spaces

and KHaus for the full subcategory of compact Hausdorff spaces.

We recall the following basic fact about compact ordered spaces, that we will use in Section 6.

Lemma 2.1. For any cofiltered diagram D : I → KOrd, if D(i) 6= ∅ for all i ∈ I, then limD is

non-empty.

Proof. Limits in KOrd can be computed as in Set, since arbitrary products and closed subspaces

of compact ordered spaces are compact ordered. Hence, limD can be computed as a filtered

intersection of non-empty closed subsets of
∏

i
D(i), which is non-empty because

∏
i
D(i) is a

compact space.

An alternative, purely topological description of a compact ordered space X can be given

by considering the topological space X↑, defined on the same set of points as X, but equipped

with the subtopology of open up-sets on X. The original topology and the order of X can be

recovered from the space X↑. A function X → Y between compact ordered spaces is called lower

semi-continuous if it is continuous as a function X↑ → Y ↑ (this terminology is standard in the

literature). Any morphism of compact ordered spaces is lower semi-continuous, but the converse is

not true. Analogously, we may define the topological space X↓ on the same set of points as X with

the topology of open down-sets. The topological spaces of the form X↑ or X↓, for X a compact

ordered space, are called stably compact spaces. For more on the general theory of compact ordered

and stably compact spaces, the reader may refer to, e.g., [32] or [16, Sec. 2.3].

Priestley duality. Priestley duality [44] is a dual equivalence of categories

Spec : DL
op

⇆ Priestley : Clp↑
. (1)

We briefly recall the definitions and some basic properties of Priestley, Clp↑ and Spec that we

will rely on; see e.g. [16, Ch. 3] or [12, Sec. 1.5] for more detailed accounts.

A Priestley space is a compact ordered space that is moreover totally order disconnected, i.e.,

for any x, y ∈ X, if x � y, then there exists a clopen up-set U of X such that x ∈ U and

y 6∈ U ; note that total order disconnectedness in particular implies that ≤ is closed as a subset

of X2. The category Priestley is the full subcategory of KOrd on the Priestley spaces. The

correspondence between compact ordered spaces and stably compact spaces mentioned in the

previous subsection restricts to an isomorphism between Priestley and the category of spectral

spaces with functions whose inverse image preserves compact-open sets. For later use in the paper,

we note two consequences of total order disconnectedness.

Lemma 2.2. Let X be a Priestley space and A ⊆ X a subset. Then ↑A is the intersection of all

the clopen up-sets containing A.

Proof. Let x 6∈ ↑A. By total order disconnectedness, for each a ∈ A, pick a clopen up-set Ka

containing a and not x. Since A is closed, it is compact; pick a finite subcover (Ka)a∈F of A.

Then
⋃

a∈F
Ka is a clopen up-set containing A and not x.

Lemma 2.3 (Strong Priestley separation property). Let X be a Priestley space. Let A,B ⊆ X be

respectively a closed up-set and a closed down-set. If A and B are disjoint, then they are separated

by a clopen up-set U ⊆ X containing A and disjoint from B.

Proof. By Lemma 2.2, for each b ∈ B, pick a clopen up-set Kb that contains A and not b. Then

(Kc
b )b∈B covers B, so since B is closed, hence compact, pick a finite subcover (Kc

b )b∈F of B. Then

U :=
⋂

b∈B
Kb is a clopen up-set containing A and disjoint from B.

We now describe the functors Clp↑ and Spec in the dual equivalence (1). The clopen up-sets

of a Priestley space X form a distributive lattice, that we denote by Clp↑(X), and if f : X → Y is

a morphism between Priestley spaces then f−1 : Clp↑(Y )→ Clp↑(X) is a lattice homomorphism.

The functor in the other direction, Spec: DL → Priestley, takes a distributive lattice A and

equips the set Spec(A) := HomDL(A, 2) with the pointwise order2 and topology inherited from

the product topology on 2L, where 2 = {0, 1} is ordered by 0 ≤ 1 and equipped with the discrete
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topology. In what follows, when A is a lattice, we write A∗ for the Priestley space SpecA. A

lattice homomorphism h : A → B is sent to the function h∗ : B∗ → A∗ that is defined by sending

x : B → 2 to x ◦ h : A→ 2. Priestley duality is actually a poset-enriched equivalence, in the sense

that, for any pair of lattice homomorphisms h, k : A ⇒ B, we have that h ≤ k pointwise if, and

only if, h∗ ≤ k∗ pointwise.

The unit of the dual equivalence (1) is an isomorphism between a distributive lattice A and

Clp↑(A∗); for any a ∈ A, we write â := {x ∈ A∗ | x(a) = 1} for the corresponding clopen up-set

of A∗. The fact that the map a 7→ â is injective relies on the prime filter-ideal theorem, a weak

form of the axiom of choice, see, e.g. [16, Thm. 3.10].

A Priestley space A∗ whose dual A is a Heyting algebra is called an Esakia space. A well-

known equivalent condition is that for every open U ⊆ A∗, the set ↓U ⊆ A∗ is open. Moreover,

if f∗ : A∗ → B∗ is a morphism between Esakia spaces, then its dual f is a morphism of Heyting

algebras if and only if f is bounded; in Remark 4.8 below, we explain how these well-known facts

can be deduced as corollaries to our results in Section 4. We write Esakia for the category of

Esakia spaces and continuous order-preserving morphisms that are bounded, where we recall that a

function f between posets is called bounded if the direct image under f of any up-set is an up-set.

Priestley duality restricts to an equivalence between HAop and Esakia that is known as Esakia

duality [14].

A distributive lattice is a Boolean algebra if, and only if, the partial order on its spectrum

is trivial. In this case (only), the Priestley topology, open up-set topology, and open down-set

topology all coincide. We thus also call a Priestley space Boolean if its partial order is trivial,

and in this case the definition requires exactly that the topology is compact, Hausdorff, and zero-

dimensional.3 The further restriction of the dual equivalence is called (Boolean) Stone duality

[49].

Coherent first-order logic. A formula of classical first-order logic is coherent if it uses only

finitary conjunctions and disjunctions, the existential quantifier and equality. A first-order theory

is coherent if all its axioms are of the form ∀x1, . . . , xn : ϕ(x1, . . . , xn)→ ψ(x1, . . . , xn) with ϕ and

ψ coherent formulas. We write this axiom ϕ(x1, . . . , xn) ⊢ ψ(x1, . . . , xn) in the context of coherent

logic.

Ordered Stone–Čech compactification. The forgetful functor KOrd → Poset has a left

adjoint β : Poset→ KOrd that we call the ordered Stone-Čech compactification, generalizing the

well known Stone-Čech compactification which is left adjoint to the forgetful functor KHaus →

Set. If X is a poset, we can describe βX as the Priestley dual of the lattice of up-sets of X. The

poset X is a dense subspace of βX. If u : X → A is an order-preserving function from a poset to

a compact ordered space, we write u for its unique extension by continuity to βX.

Categories. Given two morphisms f : A→ B and g : B → C in a category, we write either g ◦ f

or fg for their composite; note the change of order according to whether or not the symbol ◦ is

used. We will mostly work in categories whose Hom-sets are equipped with an order, and we often

use lax commutative diagrams, also simply called lax diagrams, which in this setting means that

some faces in the diagram represent inequalities instead of equalities. Concretely, a lax diagram

A C

B D

g

f v

u

≤

2The definition of the partial order on SpecA is subject to some discussion (and confusion) in the literature. In this
paper, we use the convention that, for x, y ∈ SpecA, x ≤ y iff for all a ∈ A, x(a) = 1 implies y(a) = 1; that is, x ≤ y

means that the prime filter x−1(1) is a subset of the prime filter y−1(1). Some references, e.g. [16, Ch. 3], use the reverse
of this order, and there are good arguments for this, also see that chapter.

3Boolean spaces have also been referred to as Stone spaces in the literature.
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expresses the property that u ◦ f ≤ v ◦ g, which we may also write as fu ≤ gv.

When C and D are categories, we denote by [C,D] the category of functors from C to D,

with natural transformations between them. A functor Cop → D is sometimes called a D-valued

presheaf on C, and a functor C → D is sometimes called a D-valued copresheaf on C. In case

D = Set, the adjective “Set-valued” is often omitted.

Oplax cocones and oplax colimits. Let C be a small category. The category [Cop,Poset]

is order-enriched: given two natural transformations α, β : K ⇒ L, we say that α ≤ β if αc(x) ≤

βc(x) for all c ∈ C and all x ∈ K(c). We recall some 2-categorical terminology in this special

case, see [8, Sec. 6] and [31] for more about lax limits in general. Let S ∈ [Cop,Poset] and let

F : I→ [Cop,Poset] be a diagram indexed by a poset I. An oplax cocone (F (i)→ S)i is a family

of morphisms F (i) → S such that F (i) → S ≤ F (i) → F (j) → S for all i ≤ j. Oplax cocones

of this kind correspond to natural transformations F̃ → S where F̃ : Cop → Poset is the oplax

colimit of F . Elements of F̃ (c) are pairs (i ∈ I, x ∈ F (i)(c)) and (i, x) ≤ (j, y) means that i ≤ j

and F (i→ j)(x) ≤ y.

Given a presheaf F : Cop → Set, we write
∫
F for the category of elements of F , equipped

with a forgetful functor
∫
F → C. Its objects are the pairs (c ∈ C, x ∈ F (c)) and the morphisms

(c, x)→ (d, y) are the morphisms c→ d in C such that x = F (c→ d)(y). We will exclusively use

this notation
∫
F when F is a Set-valued presheaf.

Inductive completion and ind-objects. A category is called filtered if every finite diagram

admits a cocone. A colimit is called filtered if it is indexed by a filtered category, and a limit

is called cofiltered if it is indexed by the opposite of a filtered category. Any essentially small

category C has a universal cocompletion with respect to filtered colimits, denoted Ind(C), and

called the inductive completion of C [36, Cor. 2.1.9′]; objects of Ind(C) are called ind-objects of C.

Given a functor F : C→ D whose codomain admits all filtered colimits, we write F : Ind(C)→ D

for its left Kan extension along C →֒ Ind(C), which is the essentially unique extension of F to

Ind(C) preserving filtered colimits. We call F the extension by continuity of F . An object X of

a category is called ω-presentable if Hom(X,−) preserves filtered colimits. More generally, X is

called κ-presentable if Hom(X,−) preserves κ-filtered colimits (i.e., colimits indexed by categories

in which every diagram of cardinality less than κ admits a cocone). An important property is

that the canonical embedding C →֒ Ind(C) sends every object of C to an ω-presentable object

in Ind(C). The category of ω-presentable objects of Ind(C) is the Cauchy completion of the

category C.

We briefly recall how Ind(C) may be realized. Given an essentially small category C, the

Yoneda embedding associates to any object n ∈ C the so-called representable presheaf C(−, n) ∈

[Cop,Set]. The inductive completion of C may be realized as the full subcategory of [Cop,Set]

on presheaves X such that
∫
X is filtered. An equivalent condition is that X is a filtered colimit

of representables, see [36, Thm. 1.2.2] or [4, Thm. 8.3.3]. For such a presheaf X and n ∈ C,

the set X(n) is naturally isomorphic to the set of morphisms n → X in Ind(C); here and in

what follows, we suppress notation for the canonical embedding C →֒ Ind(C). For instance,

Ind(FinSet) ≃ Set, and in this case the set of morphisms n → X is Xn. Even in the case of a

general category C, when X ∈ Ind(C) and n ∈ C, we will sometimes use the notation Xn for the

set of morphisms n→ X.

Convention. Unless noted otherwise, C will always denote an essentially small category with

pushouts. The existence of pushouts can be relaxed (Remarks 4.13, 5.3 and 6.6), but most of our

proofs will be made under this hypothesis.

3 Hyperdoctrines and interpolation

Propositional logics are commonly studied using lattice-based algebraic structures, such as dis-

tributive lattices, Boolean algebras, and frames. Lawvere [33, 34] defined hyperdoctrines to extend
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these algebraizations of propositional logics to the first-order case, making use of the insight that

quantifiers can be modeled using adjoints. The aim of this section is to recall the definitions of

coherent, intuitionistic and Boolean hyperdoctrines, while emphasizing our perspective that, in

addition to adjunction, two interpolation properties are used. We refer the reader to [10, Ch. 5]

and [40, Sec. 4.4 and 7] for much more background than we can give here.

Definition of hyperdoctrines via interpolation. The following interpolation property for a

lax square makes sense in any category of ordered structures. It seems to have been first defined

explicitly, in the context of Heyting algebras, in [42].

Definition 3.1. Let
A C

B D

g

f v

u

≤
(2)

be a lax square of ordered structures. We say that the square (2) has the interpolation property if

for all b ∈ B and all c ∈ C such that u(b) ≤ v(c), there is an interpolant a ∈ A verifying b ≤ f(a)

and g(a) ≤ c. When the orders are discrete, we say that the square has the amalgamation property.

Note that the interpolation property is not invariant under transposition of the lax square.

We will often need this property for squares that are actually commutative, but in which the

interpolation property only holds in one direction; see, e.g., the definition of morphism between

coherent hyperdoctrines (Definition 3.10). Considering a commutative square as a lax square then

allows us to indicate the direction of the interpolation property.

Remark 3.2. Given the square (2), we have two order relations from B to C, known as the

weakening relations defined respectively by the span (f, g) and by the cospan (u, v) [30, Sec. 2.2]:

R1 := {(b, c) ∈ Bop × C | ∃a ∈ A such that b ≤ f(a) and g(a) ≤ c},

R2 := {(b, c) ∈ Bop × C | u(b) ≤ v(c)}.

Note that R1 ⊆ R2 expresses exactly the lax commutativity of the square (2), and that R2 ⊆ R1

is equivalent to the interpolation property for the square (2). In other words, a lax square with

the interpolation property is precisely one for which R1 = R2. Lax squares with the interpolation

property are called exact squares in [30].

Our definition of coherent hyperdoctrine will use the following property of a homomorphism

between distributive lattices, which is closely related to Frobenius reciprocity, as we will show in

Proposition 3.9.

Definition 3.3. A homomorphism of distributive lattices h : A → B is Frobenius if, for every

a ∈ A, the following square has the interpolation property:

A ↓a

B ↓h(a)

h

pa

h|↓a

ph(a)

≤
(3)

Definition 3.4. A coherent hyperdoctrine is a functor D : C→ DL satisfying the following three

axioms:

Int1. The image by D of any pushout square in C has the interpolation property.

Int2. For any morphism σ : n→ m in C, Dσ is Frobenius.

AdjLeft. For any morphism σ : n→ m in C, Dσ has a left adjoint.

We emphasize that, in our definition, a coherent hyperdoctrine over a base category C is a

covariant functor from C to the category of distributive lattices, while hyperdoctrines are usually

presented as contravariant functors in the literature. The covariant way of phrasing the definition

fits with our view, to be pursued later in this paper, that C is thought of as a category of “small
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objects,” rather than as a category of contexts. We will explain in detail the correspondence with

the usual definitions after giving a few examples.

Some examples of hyperdoctrines. We now give three examples of hyperdoctrines. We start

with two main examples in the case C = FinSet, one syntactical and the other semantical. The

first example shows how coherent hyperdoctrines give an algebraic counterpart to coherent first-

order logic, which is defined in detail in, e.g., [10, Appendix E], but we do not need it in the rest

of the paper.

Example 3.5. To a coherent first-order theory T , we associate the functor DT : FinSet → DL

defined as follows. For a finite set n, DT (n) is the distributive lattice of coherent formulas, modulo

equivalence in the theory T , whose free variables are taken in the set n. Alternatively, it is the

lattice of coherent sentences modulo equivalence in the theory T with n constants added; we will

not make any distinction between these two points of view. For a function f : n → m, the image

of ϕ by DT (f) is obtained by substituting in the formula ϕ each variable x ∈ n by the variable

f(x), in a capture-avoiding way. More explicitly,

DT (f)(ϕ(x1, . . ., xn)) = ϕ(f(x1), . . ., f(xn)).

This functor DT is a coherent hyperdoctrine. Indeed, in the papers [33, 34] introducing hyperdoc-

trines, Lawvere remarked that equality and existential quantifiers are given by the left adjoints

of the morphisms D(f) for appropriate choices of f , which naturally leads to the axiom AdjLeft.

The two interpolation axioms Int1 and Int2 then express how these adjoints must interact with

other substitutions and conjunction. For more details on this construction, see [10, Sec. 5.1.1].

Although we will not require this fact in the rest of the paper, it turns out that every coherent

hyperdoctrine over FinSetop is isomorphic to one of the form DT for some coherent first-order

theory T . From this perspective, a coherent first-order theory is a presentation of a coherent

hyperdoctrine in the sense of multi-sorted universal algebra.

Example 3.6. For any set X, we define the hyperdoctrine of predicates on X, PX : FinSet→ DL,

as the composite of the functor X(−) : FinSet→ Setop with the power set functor Setop → DL.

This is a coherent hyperdoctrine, which is even Boolean, see Definition 3.11 below.

A connection between the above two examples will be made when we speak about models in

Section 5.

Example 3.7. An alternative but closely related categorical approach to coherent logic is provided

by coherent categories. To each coherent category E is associated a canonical coherent hyper-

doctrine of subobjects SubE : Eop → DL sending each object to its lattice of subobjects. This

construction is part of a 2-adjunction between coherent categories and coherent hyperdoctrines, see

[10] for more details. In this paper, this example will only intervene again in Remark 11.8 where

we explain the link between our statement of conceptual completeness and the one for pretoposes

in [37].

Comparison with the usual definition. Let us highlight two differences between the stan-

dard definition of coherent hyperdoctrines and the one we gave here, and explain why they are

equivalent.

First, a coherent hyperdoctrine is usually presented as a functor Cop → DL where C is thought

of as a category of contexts, the morphisms being substitutions. In this paper, though, we present

hyperdoctrines as functors C → DL where C is thought of as a category of “small objects.” We

find that this gives an easier intuition for what follows (cf. Section 5), even if the usual choice is

better-behaved with regard to the connection with coherent categories and toposes. So the concept

we define in Definition 3.4 above could be called a “coherent Cop-hyperdoctrine.” We will often

just refer to these objects as “hyperdoctrines” when the base category is fixed and the adjective

“coherent” is clear from the context. Moreover, we note here that the assumption that the base

category C has pushouts is not essential, but simplifies the definition; in Remark 4.13, we will

indicate a definition that does not require this assumption.
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Second, in the literature, the interpolation axioms Int1 and Int2 are more commonly expressed

as the so-called Beck-Chevalley and Frobenius conditions, respectively, see below. We have chosen

to phrase the definition so that the existence of a left adjoint is separate from the interpolation

properties, as we find this leads to a more transparent and modular duality theory in the next

section. On the other hand, the usual definition has the advantage that it shows that coherent

hyperdoctrines form a variety of multisorted algebras. We now explain in some detail why our

Definition 3.4 is equivalent to the one existing in the literature, e.g., [11, Def. 7].

Recall that a lax square of posets (4) is said to satisfy the Beck–Chevalley condition if f and

v have left adjoints f∗ and v∗ such that the square (5) commutes.

A C

B D

g

f v

u

≤
(4)

A C

B D

g

u

f∗
v∗ (5)

The following fact was remarked in [42, p. 156]; we give a proof using weakening relations.

Proposition 3.8. Suppose given a lax square of posets as in (4), and suppose that f and v have

left adjoints, f∗ and v∗, respectively. Then the lax square (4) has the interpolation property if, and

only if, the square (5) is commutative.

Proof. We use the characterization of the interpolation property of Remark 3.2. Note that the

relation R1 defined there is equal to the composite of relations

{(b, a) ∈ Bop × A | b ≤ f(a)} · {(a, c) ∈ Aop ×C | g(a) ≤ c},

and that, similarly, R2 is equal to the composite

{(b, d) ∈ Bop ×D | u(b) ≤ d} · {(d, c) ∈ Dop ×C | d ≤ v(c)}.

Note also that the relations {(b, a) ∈ Bop × A | b ≤ f(a)} and {(d, c) ∈ Dop × C | d ≤ v(c)}

are represented by the left adjoints f∗ and v∗, respectively, and the composite relations R1 and

R2 are thus also represented by the composites f∗g and uv∗, respectively. The stated equivalence

now follows.

In particular, looking back at Definition 3.4, Proposition 3.8 implies that if the axiom AdjLeft

holds, then the axiom Int1 is equivalent to the statement that D sends pushout squares to Beck-

Chevalley squares, which is how this axiom is usually stated. Viewed like this, the corresponding

logical intuition is that existential quantification and equality interact well with substitutions.

We now show the connection between the axiom Int2 and Frobenius reciprocity. Recall that if

a homomorphism f : A→ B of distributive lattices has a left adjoint f∗ : B → A, then the adjoint

pair is said to satisfy Frobenius reciprocity if, for all a ∈ A and all b ∈ B,

f
∗(b ∧ f(a)) = f

∗(b) ∧ a.

Proposition 3.9. Let f : A → B be a homomorphism of distributive lattices which has a left

adjoint, f∗. The homomorphism f is Frobenius in the sense of Definition 3.3 if, and only if, the

adjoint pair satisfies Frobenius reciprocity.

Proof. By Proposition 3.8 applied to (3).

We note in passing that the two axioms Int1 and Int2 may alternatively be combined into

an equivalent single axiom which says that D sends any pushout square in C to a square (4)

with the following strong interpolation property : for any a ∈ A, b ∈ B and c ∈ C such that

u(b ∧ f(a)) ≤ v(c), there is an interpolant z ∈ A such that b ≤ f(z) and g(z ∧ a) ≤ c.

The coherent hyperdoctrines over a fixed base category are the objects of a category, under the

following notion of morphism.

Definition 3.10. A morphism between coherent hyperdoctrines is a natural transformation

τ : D1 → D2 such that, for every morphism σ : n → m in C, the naturality square, viewed as

9



a lax square

D1(n) D2(n)

D1(m) D2(m),

D1σ

τn

D2σ

τm

≤

has the interpolation property.

By Proposition 3.8, the additional requirement on naturality squares in Definition 3.10 is equiv-

alent to saying that, for every morphism σ : n → m, we have (D1σ)
∗
τn = τm(D2σ)

∗. The logical

intuition here is that the natural transformation “preserves existential quantification and equal-

ity.” This is the usual definition of morphism between coherent hyperdoctrines in the literature,

and it is also the one given by seeing coherent hyperdoctrines as a variety of multisorted algebras.

For a more general notion of morphism that allows for a change of base category, see for example

[11, Def. 7].

Intuitionistic hyperdoctrines. Later in this paper, we will also be concerned with intuitionis-

tic first-order logic, where we add the Heyting implication and universal quantification to coherent

logic. Accordingly, intuitionistic hyperdoctrines take values in the category HA of Heyting alge-

bras instead of distributive lattices, and, in order to account for universal quantifiers, right adjoints

must exist in addition to left adjoints.

Definition 3.11. An intuitionistic hyperdoctrine is a functor D : C→ HA satisfying the following

axioms.

Int1. The image by D of any pushout square in C has the interpolation property.

AdjLeft. Dσ has a left adjoint for any map σ : n→ m in C.

AdjRight. Dσ has a right adjoint for any map σ : n→ m in C.

A Boolean hyperdoctrine is an intuitionistic hyperdoctrine such that D(n) is a Boolean algebra

for every n. In this case, AdjLeft holds iff AdjRight holds.

Note that the axiom Int2 from Definition 3.4 has disappeared in Definition 3.11. The reason

is that Int2 is subsumed by the condition that D takes value in HA, as we will briefly explain

now. Suppose that σ : n→ m is a morphism in C and that D(n) and D(m) are Heyting algebras.

Let s := D(σ) and let a ∈ D(n). Note that a reformulation of Proposition 3.8 with right adjoints

instead of left adjoints says that a lax square of posets as in (4) has the interpolation property if,

and only if, f ◦ g# = u# ◦ v, where g# and u# denote the right adjoints of g and u, respectively.

Therefore, the square in the axiom Int2 has interpolation if, and only if, for all b ≤ a, we have

s(a → b) = s(a) → s(b). So the axiom Int2 is equivalent to the fact that D(f) is a morphism of

Heyting algebras.

Intuitionistic hyperdoctrines form a non-full subcategory of coherent hyperdoctrines, with mor-

phisms defined as follows.

Definition 3.12. Amorphism of intuitionistic hyperdoctrines is a natural transformation τ : D1 →

D2 such that, for every morphism σ : n → m in C, the associated naturality square has the

interpolation property in both directions, as depicted below.

D1(n) D2(n)

D1(m) D2(m),

D1σ

τn

D2σ

τm

≤

D1(n) D2(n)

D1(m) D2(m),

D1σ

τn

D2σ

τm

≥

Compared to Definition 3.10, the additional interpolation property on naturality squares in

Definition 3.12 is equivalent to requiring in addition that (D1σ)
#
τn = τm(D2σ)

#, so that the

natural transformation τ also preserves universal quantification, in addition to existential quan-

tification. Note that, in the case of Boolean hyperdoctrines, it suffices to assume that one of the

two squares in Definition 3.12 has the interpolation property, as the other then follows.
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4 Duality between hyperdoctrines and polyadic spaces

The aim of this section is to apply Priestley duality for distributive lattices to obtain a duality for

coherent hyperdoctrines. To this end, we express the algebraic axioms introduced in the previous

section in topological terms, in order to obtain duality theorems for coherent and intuitionistic

hyperdoctrines, Theorem 4.12 and Corollary 4.18. In the process, we provide two general duality-

theoretic propositions: interpolation is self-dual (Proposition 4.2), and existence of adjoints is dual

to openness (Proposition 4.7).

Priestley duality for DL-valued presheaves. Note that, for any category C, we immediately

obtain from Priestley duality a dual equivalence between DL-valued copresheaves and Priestley-

valued presheaves on C,

[C, Spec] : [C,DL] ⇆ [Cop
,Priestley]op : [Cop

,Clp↑], (6)

by applying the Priestley duality functors pointwise. Concretely, [C,Spec] sends a functorD : C→

DL to the functor Spec ◦Dop : Cop → Priestley, and a natural transformation α : D → E to the

natural transformation β : Spec ◦Eop → Spec ◦Dop which is defined for any object n of C by

βn := (αn)∗. The definition of [Cop,Clp↑] is analogous.

Example 4.1. Let DT : FinSet→ DL be a coherent hyperdoctrine which is presented by some co-

herent first-order theory T , in the sense of Example 3.5, and denote by S : FinSetop → Priestley

the dual presheaf Spec ◦DT . Then S(n) is the space of n-types of the coherent theory T ; that is,

its points may be identified with n-pointed models of T modulo equivalence in coherent logic. The

action of S on morphisms is given by composition: if f : n→ m is a function and x ∈ S(m) is the

m-type of a tuple (x1, . . . , xm) in some model, then S(f)(x) is the n-type of (xf(1), . . . , xf(n)) in

the same model. The claims made in this example will be fully justified by Gödel’s completeness

theorem (Theorem 7.2).

In the rest of this section, we will characterize the Priestley-valued presheaves that occur as

pointwise duals of a coherent hyperdoctrine. To obtain this dual characterization, we first need to

transfer the axioms given in Section 3 to the topological side.

The dual of interpolation. The property for a lax square to have interpolation turns out to

be self-dual, as we prove now.

Proposition 4.2. Consider the following lax square (7) in DL and its dual lax square (8) in

Priestley.

A C

B D

g

f v≤

u

(7)

D∗ C∗

B∗ A∗

v∗

u∗ g∗≤

f∗

(8)

The square (7) has the interpolation property if, and only if, the square (8) has the interpolation

property.

Proof. First suppose that (7) has the interpolation property; we show that (8) does, as well. Let

y ∈ B∗ and z ∈ C∗ and suppose that f∗(y) ≤ g∗(z), i.e., y ◦ f ≤ z ◦ g. We claim that the following

filter F and ideal I of D are disjoint:

F := ↑{u(b) | b ∈ B, y(b) = ⊤}, I := ↓{v(c) | c ∈ C, z(c) = ⊥}.

Indeed, towards a contradiction, suppose that F ∩ I 6= ∅. Pick b ∈ B with y(b) = ⊤ and c ∈ C

with z(c) = ⊥, such that u(b) ≤ v(c). By the interpolation property of (7), pick a ∈ A such that

b ≤ f(a) and g(a) ≤ c. Then

⊤ = y(b) ≤ y(f(a)) ≤ z(g(a)) ≤ z(c) = ⊥,

11



which is the desired contradiction. Therefore, by the prime filter-ideal theorem, pick x ∈ D∗ such

that x|I = ⊥ and x|F = ⊤. It follows from the definitions that y ≤ u∗(x) and v∗(x) ≤ z, as

required.

For the converse, we make a very similar argument after exchanging the algebraic and topo-

logical sides and by replacing the prime filter-ideal theorem by Lemma 2.3. Suppose that (8)

has the interpolation property; we show that (7) does, as well. Let b ∈ B and c ∈ C such that

u(b) ≤ v(c). This means that u−1
∗ (̂b) ⊆ v−1

∗ (ĉ). Consider the closed up-set ↑f∗ [̂b] and the closed

down-set ↓g∗[C∗ \ ĉ]. We claim they are disjoint. If not there is some x ∈ b̂ and y ∈ C∗ \ ĉ

such that f∗(x) ≤ g∗(y). By the interpolation property of (8), there is some z ∈ D∗ such that

x ≤ u∗(z) and v∗(z) ≤ y. But the first inequality implies that z ∈ u−1
∗ (̂b) and the second one

implies that z 6∈ v−1
∗ (ĉ), which contradicts u−1

∗ (̂b) ⊆ v−1
∗ (ĉ). Therefore, by Lemma 2.3, there is

some clopen up-set â ⊆ A∗ containing f∗ [̂b] and disjoint from g∗[C∗ \ ĉ]. This means that b ≤ f(a)

and g(a) ≤ c.

Remark 4.3. We outline an alternative proof of Proposition 4.2, which uses Priestley duality for

relations. We omit the details since they are not needed in what follows, see e.g. [30] or [16,

Sec. 4.5].

In Remark 3.2, we saw that the interpolation property of (7) can be interpreted as the equality

of the two relations R1 and R2, defined there. Dually, consider the following two relations S1, S2 ⊆

B∗ × C∗:

S1 := {(y, z) ∈ B∗ × C∗ | f∗(y) ≤ g∗(z)},

S2 := {(y, z) ∈ B∗ × C∗ | ∃x ∈ A∗ such that y ≤ u∗(x) and v∗(x) ≤ z}.

Note also here that S2 ⊆ S1 always holds using commutativity of the square (8), and that the

interpolation property for square (8) says precisely that S1 ⊆ S2. Thus, the statement of Propo-

sition 4.2 is equivalent to: R2 ⊆ R1 if, and only if, S1 ⊆ S2. Now, one may show that, for each

i ∈ {1, 2}, Si is the “dual” relation of Ri, meaning that

Si =
⋂{

b̂
c × ĉ

∣∣ (b, c) ∈ Ri

}
.

This is because Ri and Si are built by composing dual relations, and that duality for these relations

respects composition. Combining this observation with the fact that the operation of taking the

dual is an anti-isomorphism between a certain poset of “filtering” relations from B to C and a

poset of “closed” relations from B∗ to C∗, one may then conclude that R2 ⊆ R1 iff S1 ⊆ S2, as

required.

Remark 4.4. The self-duality of Proposition 4.2 can be used to show that pushouts of Heyting

algebras have the interpolation property, by translating this statement into a statement in the

category of Esakia spaces (see [42, Thm. B] for a constructive version of this proof). We also

mention that [15, Lemma 5.4] can be seen as a special case of Proposition 4.2.

In light of Proposition 4.2, we can now in particular compute dual properties for the axioms

Int1 and Int2 of Definition 3.4. For Int1, this will be straight-forward. For Int2, we need the

following consequence of Proposition 4.2 and Priestley duality.

Proposition 4.5. Let h : A→ B be a homomorphism between distributive lattices and write f for

the dual function B∗ → A∗. The homomorphism h is Frobenius if, and only if, the function f is

bounded.

Proof. By Proposition 4.2 and Priestley duality, the square (3) has interpolation for every a ∈ A

if, and only if, the following condition holds:

∀a ∈ A, y ∈ B∗, x ∈ â : f(y) ≤ x =⇒ ∃z ∈ f−1(â) : y ≤ z and f(z) ≤ x. (9)

We show that (9) is equivalent to f being bounded.

First, assume f is bounded, let a ∈ A and suppose that f(y) ≤ x for some y ∈ B∗, x ∈ â. Then,
since f [↑y] is an up-set by the boundedness of f , it contains x. Pick z ∈ ↑y such that f(z) = x.

Then in particular z ∈ f−1(â), as required.
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Conversely, assume that f satisfies (9). Note that, to show that f is bounded, it suffices to

prove that f [↑y] is an up-set for every y ∈ B∗. Let x ∈ A∗ be such that f(y) ≤ x. Define

C := ↑y ∩ f−1(↓x).

Note that C is a closed subset of B∗, and property (9) gives that C ∩ f−1(â) is non-empty for

every a ∈ A such that x ∈ â. Thus, by compactness, the set

C ∩
⋂
{f−1(â) | a ∈ A, x ∈ â} = C ∩ f−1(↑x)

is non-empty; pick a point z in it. Then z ≥ y and f(z) = x, so x ∈ f [↑y], as required.

Let D : C → DL be a functor and write S : Cop → Priestley for the dual functor Spec ◦D.

By Proposition 4.2, we get that D satisfies the axiom Int1 if, and only if, S satisfies the following:

Int1∗. S sends pullback squares to squares with interpolation.

In light of Proposition 4.5, D satisfies Int2 if, and only if, S satisfies:

Int2∗. For any morphism σ : n→ m in C, Sσ is bounded.

Remark 4.6. We can combine the two axioms Int1∗ and Int2∗ into a strong interpolation property

saying that if the square below is the image of a pushout square in C by S , then for any b ∈ B

and c ∈ C such that u(b) ≤ v(c), there is some a ∈ A such that b ≤ f(a) and g(a) = c.

A C

B D

g

f v

u

The dual of quantification. As explained in Section 3, first-order quantifiers correspond to

the adjoints of substitution maps. In particular, the definition of a coherent hyperdoctrine requires

that the image of any map has a left adjoint. We now prove a well-known proposition identifying

the dual meaning of left adjoints. This proposition may also be derived, for example, from the

corresponding fact about coherent frames, see for example [35, Sec IX.7].

Proposition 4.7. Let f : X → Y be a morphism between Priestley spaces, write A := Clp↑(X), B :=

Clp↑(Y ), and h : B → A for the dual homomorphism. The following are equivalent:

(i) The homomorphism h has a left adjoint.

(ii) For any open up-set U of X, the set ↑f [U ] is open in X.

Moreover, if these properties are verified, and g : A → B denotes the left adjoint of h, then for

every U ∈ A, g(U) = ↑f [U ].

Proof. Since every open up-set U ⊆ X is a union of clopen up-sets and since U 7→ ↑f [U ] preserves

unions, we can restrict U to clopen up-sets in condition (ii). Let g : A → B be the partial left

adjoint of h, which means that g(U) is, if it exists, the unique element of B verifying g(U) ≤

V ⇐⇒ U ≤ h(V ) for all V ∈ A. Then h has a left adjoint if and only if g is defined everywhere.

By definition, g(U) is the smallest clopen up-set of Y such that U ⊆ f−1(g(U)), i.e., f [U ] ⊆ g(U).

Since U is closed, f [U ] is closed by compactness. Hence, ↑f [U ] is the intersection of all the clopen

up-sets containing f [U ] by Lemma 2.2. We conclude that if g(U) exists, then it is ↑f [U ], and this

is equivalent to ↑f [U ] being open, since it is always a closed up-set.

Thus, if D : C → DL is a functor and S : Cop → Priestley is the dual functor Spec ◦D, then

D satisfies the axiom AdjLeft if, and only if, S satisfies the following:

AdjLeft∗. For any map σ : n→ m in C and any open up-set U of S(m), ↑Sσ[U ] is open in S(n).

Remark 4.8. Note that, applying order duality to Proposition 4.7, we obtain that a morphism

h : B → A of distributive lattices has a right adjoint if, and only if, its dual f : A∗ → B∗ satisfies

that ↓f [U ] is open for every open down-set U ⊆ A∗. We briefly explain how this fact can be used

to prove that a distributive lattice A is a Heyting algebra if and only if A∗ is an Esakia space,

i.e., for every open U ⊆ A∗, the set ↓U is open. Recall that a distributive lattice A is a Heyting

algebra if pa : A→ ↓a has a right adjoint for all a ∈ A. By the order-dual of Proposition 4.7, this
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means that for every clopen up-sets U ⊆ A∗, the inclusion i : U →֒ A∗ satisfies that ↓i[V ] is open

for any clopen down-set V ⊆ U . In other words, ↓[U ∩ V ] is open for any U,V ⊆ A∗ with U a

clopen up-set and V a clopen down-set. Since the sets of the form U ∩ V form a basis of opens,

we obtain that ↓W is open for every open W ⊆ A∗. As for morphisms, Proposition 4.5 shows that

the duals of homomorphisms of Heyting algebras are the continuous order-preserving functions

between Esakia spaces which are bounded.

Semi-open morphisms. In light of the results of this section, a functor S : Cop → Priestley

is the pointwise dual of a coherent Cop-hyperdoctrine, if, and only if, S satisfies the axioms Int1∗,

Int2∗ and AdjLeft∗. We now show how to combine the two axioms Int2∗ and AdjLeft∗ into one

natural property of (lower semi-)openness, as follows.

Recall from Section 2 that the collection of open up-sets of a compact ordered space X is a

subtopology on X, and that we denote by X↑ the underlying set of X equipped with this topology.

Let f : X → Y be a function between compact ordered spaces. We will say that f is lower semi-

open if it is an open map when viewed as a function from X↑ to Y ↑, that is, if for every open up-set

U ⊆ X, f [U ] is an open up-set. This terminology corresponds with the standard terminology that

f is called lower semi-continuous if it is continuous as as map from X↑ to Y ↑. The following

proposition shows how lower semi-openness is related to the axioms Int2 and AdjLeft, a well

known fact in the context of frames.

Proposition 4.9. Let f : X → Y be a morphism of Priestley spaces with dual lattice homomor-

phism h : B → A. Then f is lower semi-open if, and only if, h is Frobenius and has a left adjoint.

Proof. In light of Propositions 4.5 and 4.7, it suffices to show that f is lower semi-open if, and only

if, f is bounded and satisfies (ii) in Proposition 4.7. Note that the condition is clearly sufficient.

Now suppose f is lower semi-open. Then clearly f satisfies Prop. 4.7(ii). We show that f is

bounded. Let x ∈ X and y ∈ Y such that f(x) ≤ y. Write Xy := f−1({y}); we need to show

that Xy ∩ ↑x is non-empty. Since f is continuous, Xy is closed. Moreover, for every U ∈ A such

that x ∈ U , f [U ] contains f(x), and thus, since it is an up-set, it contains y. Therefore, for every

U ∈ A such that x ∈ U , Xy ∩ U is non-empty. By compactness, the set

Xy ∩ ↑x = Xy ∩
⋂
{U | U ∈ A,x ∈ U}

is non-empty, as required.

Definition of polyadic spaces. We are now ready to give the general definition of an (open)

polyadic compact ordered space, of which an (open) polyadic Priestley space is a special case. The

reason for this generalization from Priestley spaces to compact ordered spaces is twofold: first,

everything we do in this paper works exactly in the same way for compact ordered spaces; second,

there is a good algebraic dual interpretation of polyadic compact ordered spaces, see Remark 4.10

below.

Remark 4.10. It is possible to extend all the propositions of this section from Priestley spaces

to compact ordered spaces by using the duality for KOrd given in [2, 1], after replacing the

strong Priestley separation property (Lemma 2.3) by the Katětov-Tong theorem, a generalization

of the Tietze extension theorem. The resulting notion is a variation on the continuous syntactic

categories defined in [3]. We refer to [38, Sec. 1.3] for more on this.

Definition 4.11. A functor S : Cop → KOrd is a polyadic compact ordered space if it satisfies

the following two axioms.

Int1∗. S sends pushout squares to squares with interpolation.

Int2∗. For any morphism σ : n→ m in C, Sσ is bounded.

We say that S is open if it moreover satisfies the following axiom.

Open. For any map σ : n→ m in C, Sσ is lower semi-open.
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A morphism of polyadic compact ordered spaces is a natural transformation S1 → S2 whose

naturality squares below have the interpolation property.

S1(m) S1(n)

S2(m) S2(n)

≤

A polyadic Priestley space is a polyadic compact ordered space taking values in the full sub-

category Priestley of KOrd.

When we want to emphasize the base category C, we will speak of C-adic spaces or polyadic

spaces over C.

Note that a functor Cop → Priestley which satisfies Open is already a polyadic Priestley space

as soon as it satisfies Int1∗, since the axiom Int2∗ then automatically holds by Proposition 4.9.

Thus, an open polyadic Priestley space may be defined more succinctly as a functor S : Cop →

Priestley that sends every map to a lower semi-open map, and pushout squares to squares with

the interpolation property. We obtain our duality theorem by combining the previous results of

this section.

Theorem 4.12. The category of coherent hyperdoctrines over C is dually equivalent to the category

of open polyadic Priestley spaces over C.

Proof. Recalling the dual equivalence (6), the category of coherent hyperdoctrines is dually equiv-

alent to its image under the functor [Cop,Spec]. Propositions 4.2, 4.5, and 4.7 together show that

on the objects, this image consists of those functors S : Cop → Priestley such that Int1∗, Int2∗,

and AdjLeft∗ hold. By Proposition 4.9, the conjunction of Int2∗ and AdjLeft∗ is equivalent to

Open. On the morphisms, Proposition 4.2 shows that morphisms of open polyadic Priestley spaces

are the duals of morphisms of coherent hyperdoctrines.

Remark 4.13. If C doesn’t have pushouts, then Definition 4.11 generalizes by replacing pushouts

in the axiom Int1∗ by “formal pushouts” computed in the free completion [C,Set]op of C. More

explicitly, this means that for each span (f : A → B, g : A → C) in C, the square below has

interpolation, where X ranges over all the cocones over the span.

colimX S(X) S(C)

S(B) S(A)

S(g)

S(f)

≤ (10)

While the existence of the colimit requires C to be small, we remark that, in the more general

case of a not necessarily small base category C, the colimit can be avoided by formulating the

interpolation property more directly, parametric in the cocones over the span. The Priestley duals

of the open polyadic Priestley spaces in this generalized sense form an algebraic variety under the

condition that for every span in C, there is a finite set C of cocones such that any cocone factors

through at least one of the cocones in C. In the terminology explained below in Remark 5.3, this

means that C has fjw pushouts. Under this condition, colimX S(X) can be replaced in (10) by

a coproduct ranging over this finite set of cocones. Proposition 4.2 implies that the interpolation

property of the resulting lax square is equivalent to the fact that for each clopen up-set U ⊆ S(B),

we have

S(g)−1(S(f)[U ]) =
⋃

(u,v)∈C

S(v)[S(u)−1(U)].

This is equivalent to an equational condition in the language of distributive lattices, which makes

it possible to generalize the fact, implicit in the literature, that coherent hyperdoctrines form a

multi-sorted algebraic variety. More details on this, and its generalization to the category dual to

compact ordered spaces, will be given in a forthcoming paper by the second-named author.
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As remarked in Section 2, Boolean algebras are dual to Priestley spaces having discrete orders,

which we call Boolean spaces. In this special case, the interpolation axiom Int1∗ can be formulated

as the following amalgamation condition, see also [6, Dfn. 2.18(5)], [47, Sec. 3.1], [27, below

Dfn. 4.13] and [39].

Definition 4.14. A polyadic set is a functor S : Cop → Set with amalgamation, by which we mean

that every span in
∫
S admits a cocone. A polyadic Boolean space is a functor S : Cop → BoolSp

with amalgamation.

A detailed unraveling of the amalgamation condition can be found, for example, in [47, Sec 3.1].

A polyadic set can be understood as the type space functor of a multi-sorted first-order theory in

the logic L∞,ω, where disjunctions and conjunctions can be taken over sets of any size.

The following corollary is now immediate from Theorem 4.12 and the remarks above.

Corollary 4.15. The category of Boolean hyperdoctrines over C is dually equivalent to the category

of open polyadic Boolean spaces over C.

Example 4.16. We give an example of a polyadic Priestley space S : FinSetop → Priestley which

does not have the amalgamation property, meaning that the composite of S with the forgetful

functor Priestley → BoolSp is not a polyadic Boolean space. In logical terms, this shows in

particular that it is not straight-forward to Booleanize a coherent theory, since the polyadic Boolean

space corresponding to the Booleanization can not always be obtained by simply composing with

the forgetful functor.

Our example here is a slight modification of [27, Example 4.15]. We start by considering a poset

{x, y, z} whose order is generated by x > y and x > z. As a set, we define S(n) := {x, y}n∪{x, z}n.

The order (x1, . . . , xn) ≤ (y1, . . . , yn) of S(n) is defined by the following two conditions:

(i) xi ≤ yi for all 1 ≤ i ≤ n.

(ii) xi = xj =⇒ yi = yj for all 1 ≤ i, j ≤ n.

If f : n→ m is a map in FinSet, we define S(f)(x1, . . . , xm) = (xf(1), . . . , xf(n)). We leave to the

reader the task of checking that this defines a functor satisfying the interpolation properties Int1∗
and Int2∗. On the other hand, it doesn’t satisfy the amalgamation property: the elements y and z

of S(1) are both sent to the unique point of S(0) but the unique possible amalgam (y, z) is not in

S(2). We note that S takes its values in finite posets, so that it is automatically a polyadic Esakia

space as we will define below in Definition 4.17.

This example is actually the polyadic Priestley space associated to the following coherent first-

order theory with only three models. The signature has two base unary symbols P (x) and Q(x),

and the axioms are:

(i) P (x) ∧Q(y) ⊢ Q(x)∨ P (y)

(ii) ⊢ ∃x : P (x) ∧Q(x)

(iii) P (x) ∧Q(x) ∧ P (y) ∧Q(y) ⊢ x = y

(iv) P (x) ∧ P (y) ⊢ x = y ∨Q(x) ∨Q(y)

(v) Q(x) ∧Q(y) ⊢ x = y ∨ P (x) ∨ P (y)

Only the first axiom is essential, the other ones are included only to simplify the description of S .

The intuitionistic case. We now show how Esakia duality can also be extended to a duality

for intuitionistic hyperdoctrines; this is again a consequence of Propositions 4.2 and 4.7. The only

important notion that we will use in the rest of the paper will be that of intuitionistic morphism

of polyadic compact ordered spaces.

Definition 4.17. A polyadic Esakia space is an open polyadic Priestley space S that takes values

in Esakia, such that moreover ↓S(σ)[U ] is open for all σ : n → m in C and all open down-set

U ⊆ S(m).

A morphism τ : S1 → S2 of polyadic compact ordered spaces is intuitionistic if, for every object

n of C, τn is bounded, and, in addition to the naturality squares on the left below, the naturality

squares on the right below have the interpolation property.
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S1(m) S1(n)

S2(m) S2(n)

≤

S1(m) S1(n)

S2(m) S2(n)

≥

Corollary 4.18. The category of intuitionistic hyperdoctrines over C is dually equivalent to the

category of polyadic Esakia spaces over C with intuitionistic morphisms between them.

Note that a polyadic Esakia space is exactly a polyadic Priestley space S respecting three

openness conditions, corresponding respectively to Heyting implication, existential quantification,

and universal quantification:

(i) ↓W is open for all W ⊆ S(n) open.

(ii) ↑S(σ)[U ] is open for all σ : n→ m in C and U ⊆ S(m) open up-set.

(iii) ↓S(σ)[U ] is open for all σ : n→ m in C and U ⊆ S(m) open down-set.

Definition 4.19. An intuitionistic polyadic compact ordered space is a polyadic compact ordered

space satisfying the three openness conditions given above.

Compactification and interpolation. We conclude this section by explaining how the ordered

Stone–Čech compactification interacts with interpolation. In particular, we will see that openness

properties can be understood as interpolation properties involving the Stone–Čech compactifica-

tion. This will be useful in Section 5 where we define models of polyadic spaces.

The ordered Stone-Čech compactification β : Poset→ KOrd is the left adjoint of the forgetful

functor KOrd→ Poset. It sends a poset X to Up(X)∗, where Up(X) denotes the lattice of up-

sets of X. The functor of up-sets X 7→ Up(X) realizes a dual equivalence, called discrete duality,

between Poset and the category of completely distributive complete lattices having enough join-

irreducible elements [45], also known as perfect distributive lattices. The morphisms between these

lattices of up-sets preserve arbitrary infima and suprema, so in particular they have left and right

adjoints. Moreover, these lattices are Heyting algebras. As a consequence, β : Poset → KOrd

takes values in the category of Esakia spaces and morphisms f : A → B such that ↑f [U ] (resp.

↓f [U ]) is open for every open up-set (resp. open down-set) U ⊆ A, by Proposition 4.7.

Proposition 4.20. The ordered Stone–Čech compactification preserves boundedness of maps and

the interpolation property of lax commutative squares.

Proof. The proofs of Propositions 4.2 and 4.5 also work in the setting of discrete duality. The

interpolation property is thus preserved by both the discrete duality functor X 7→ Up(X) and the

Priestley duality functor A 7→ A∗. As their composite, the Stone–Čech compactification functor

also preserves interpolation. The preservation of boundedness is similar.

Definition 4.21. A polyadic poset is a functor S : Cop → Poset sending each morphism to a

bounded map and each pushout square to a square with interpolation.

Corollary 4.22. For any polyadic poset S : Cop → Poset, the functor β ◦ S : Cop → Esakia is a

polyadic Esakia space. If S is in particular a polyadic set, then β ◦ S is an open polyadic Boolean

space.

In the next section, we will consider squares of the form (12) with the interpolation property.

X Y

A B

u

f

v

g

≤
(11)

βX βY

A B

u

βf

v

g

≤
(12)

Since morphisms of compact ordered spaces βX → A correspond to order-preserving maps

X → A, a natural question is to express the interpolation property of square (12) in terms of

square (11). This leads to the following definition.

Definition 4.23. Let (11) be a lax commutative square of posets where moreover A and B are

compact ordered spaces and g is continuous. Suppose that ↑g[U ] is open for every open up-set

U ⊆ A. In this situation, we say that the square (11) has the weak interpolation property if for

any open up-set U ⊆ A and y ∈ Y such that v(y) ∈ ↑g[U ], there exists x ∈ X such that f(x) ≤ y

and u(x) ∈ U .
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Proposition 4.24. In the situation of Definition 4.23 (in particular, ↑g[U ] is open for every open

up-set U ⊆ A), if A and B are Priestley spaces, then the square (12) has the interpolation property

if, and only if, the square (11) has the weak interpolation property.

Proof. Note that the weak interpolation property of (11) says that for every open up-set U ⊆ A,

we have ↑f [u−1(U)] = v−1(↑g[U ]). We can restrict this condition to clopen up-sets, since they

form a basis of opens. Applying Proposition 4.2 to the square (12), we recover exactly the same

statement, so the two are equivalent.

This shows that even though β is left adjoint to the forgetful functor KOrd→ Poset, compo-

sition with β is not left adjoint to the forgetful functor from polyadic compact ordered spaces to

polyadic posets: given a polyadic poset P and a polyadic space Q, morphisms of polyadic posets

P → Q are more restrictive than morphisms of polyadic spaces β ◦ P → Q.

We now show how two openness properties can be reformulated as interpolation properties.

The first proposition shows that the hypothesis in Proposition 4.24 that ↑g[U ] is open for every

open up-set U ⊆ A is necessary. For proofs in the more general setting of compact ordered spaces,

see [38, Sec. 1.3].

Proposition 4.25. Let f : A→ B be a morphism of Priestley spaces. Then the square (13) below

has interpolation if and only if ↑f [U ] is open for every open up-set U ⊆ A.

βA βB

A B

βf

f

≤
(13)

Proof. If ↑f [U ] is open for every open up-set U ⊆ A, Proposition 4.24 shows that the square has

interpolation. Reciprocally, suppose that the square has interpolation. Proposition 4.2 shows that

for every clopen up-set U ⊆ A and all up-sets V ⊆ B, if U ⊆ f−1(V ), then there is some clopen

up-set V ′ ⊆ B such that U ⊆ f−1(V ′) and V ′ ⊆ V . Applying that to V = ↑f [U ], we obtain some

clopen up-set V ′ ⊆ B such that U ⊆ f−1(V ′) and V ′ ⊆ ↑f [U ]. This implies that V ′ = ↑f [U ].

Proposition 4.26. Let X be a Priestley space. Then X is an Esakia space (i.e., ↓U is open for

every open U ⊆ X) if and only if βX ։ X is bounded.

Proof. In Remark 4.8, we explained that ↓U is open for every open U ⊆ X if and only if for any

inclusion i : V →֒ X of clopen up-set, ↓i[U ] is open for every open down-set U ⊆ V . By (the dual

of) Proposition 4.25, this is equivalent to the fact that each square as below has the interpolation

property, where V ⊆ X is a clopen up-set.

βV βX

V X

≥
(14)

Since interpolation is auto-dual (Proposition 4.2), this means that the Priestley dual of βX ։

X is Frobenius, and Proposition 4.5 shows that this is equivalent to the boundedness of βX ։ X.

(The proof of Proposition 4.5 actually shows that directly without going through the dual side.)

Even though we will not use this point of view there, we note the following consequence of

Propositions 4.25 and 4.26.

Corollary 4.27. A polyadic Priestley space S is:

(i) open if and only if the natural transformation β ◦ S → S is a morphism of polyadic compact

ordered spaces;

(ii) intuitionistic if and only if the natural transformation β◦S → S is an intuitionistic morphism

of polyadic compact ordered spaces.

Remark 4.28. Propositions 4.24, 4.25, 4.26 and Corollary 4.27 above are also true for compact

ordered spaces instead of Priestley spaces. These more general statements can be given direct but
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less transparent proofs, or can be seen in the same way as above by using the duality for compact

ordered spaces of [1, 2] instead of Priestley duality.

Remark 4.29. The construction S 7→ β ◦S is dual to the canonical extension of coherent hyperdoc-

trines studied in [10, 11]. Indeed, if D : C→ DL is a coherent hyperdoctrine and S its dual open

polyadic Priestley space, then the canonical extension Dδ as defined in [11, Prop. 9] has β ◦ S as

its dual polyadic space. This is a consequence of the fact that when L is a distributive lattice with

dual Priestley space X, then Lδ is isomorphic to Up(X), so the Priestley dual space of Lδ is βX.

Note that, combining these observations with Proposition 4.5 and Proposition 4.25, we see that a

distributive lattice L is a Heyting algebra if, and only if, the embedding L → Lδ is a Frobenius

map. One direction is well-known, see for example [17, Prop. 2].

5 Models of hyperdoctrines and polyadic spaces

In this section, we explain how to view models and types in the context of hyperdoctrines and

polyadic spaces.

Models of hyperdoctrines. In classical model theory, a model of a theory T is a setX equipped

with some extra structure that allows to interpret the predicate symbols occurring in the theory,

in such a way that the formulas of the theory T are validated. More specifically, given a model X,

every formula φ with n free variables is interpreted as a subset JφK of Xn. In categorical terms,

if DT is the hyperdoctrine corresponding to T , then such a model can be viewed as a natural

transformation J−K : DT →PX , where PX(n) = P(Xn) as in Example 3.6:

FinSet Setop

DL .

X−

DT
P

This natural transformation is actually a morphism of coherent hyperdoctrines, because it respects

the logical connectives of conjunction, disjunction, existential quantification and equality. Such a

morphism is called a “model of T in the hyperdoctrine P” [10, Def. 5.1.3]; we will simply call it a

“model of DT ”. In the general setting where we replace the base category FinSet by a category

C with finite colimits, a morphism from a hyperdoctrine D : C → DL to the hyperdoctrine P

consists of a functor X : C → Setop which sends finite colimits in C to finite limits in Set and

a morphism of hyperdoctrines D ⇒ P ◦X. The functors X appearing in this definition are

ind-objects of C, which motivates our definition of “model of D”, Definition 5.2 below.

Definition 5.1. Let X be an ind-object of C. The hyperdoctrine of predicates on X, PX : C→

BA, is defined as the composite of X seen as a functor C → Setop with the powerset functor

Setop → BA.

Note that any ind-object X of C, which we will often view as a functor Cop → Set in this

section, is a polyadic set over C, because
∫
X is filtered, so in particular every span admits a

cocone. As a consequence of Corollary 4.22, the functor PX defined above is always a Boolean

hyperdoctrine.

Definition 5.2. Let D : C→ DL be a coherent hyperdoctrine and let X ∈ Ind(C). A D-structure

on X is a morphism of coherent hyperdoctrines D → PX . A model of D is an ind-object of C

equipped with a D-structure.

Let us give a bit of intuition about how hyperdoctrines are “coherent theories of ind-objects

of C.” Let J−K : D → PX be a model of D. For any object n ∈ C, we write Xn for the set

of morphisms n → X, and we will call the elements of Xn the n-points or n-tuples of X. Let

f : n → m be an arrow in C, let ϕ ∈ D(m) and suppose p : n → X is some n-tuple of X. Write

∃fϕ ∈ D(n) for the image of ϕ by the left adjoint of D(f). Then p ∈ J∃fϕK if and only if there

exists some commutative diagram as below with q ∈ JϕK, according to the definition of PX .
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m X

n

q

f
p

In the case of C = FinSet, we point out two special cases: if f is surjective, this condition for

p ∈ J∃fϕK gives the semantical interpretation of equality; if f is injective, it gives the semantical

interpretation of existential quantification. Similarly, conjunctions have to be interpreted as inter-

sections and disjunctions as unions. It is possible to allow only quantification along arrows of a

subcategory of C, for instance only injections to model first-order logic without equality, but we

will not deal with this variation.

Suppose that we are given a set of base symbols, each one equipped with an object of C that we

call its arity. This generates freely a coherent hyperdoctrine D in the sense of multisorted universal

algebra, the generators in D(n) being the symbols of arity n. A model of this hyperdoctrine is an

ind-object X equipped with an interpretation of each symbol of arity n as a subset of Xn. Each

expression built from these symbols using conjunction, disjunction, and the ∃f is then interpreted

as another subset of some Xm according to the rules explained above. This explains how, in the

same way that coherent FinSetop-hyperdoctrines algebraize mono-sorted coherent first-order logic,

coherent Cop-hyperdoctrines algebraize some coherent first-order logic whose objects of discourse

are the ind-objects of C.

Remark 5.3. We briefly explain a connection with coherent theories of presheaf type [5]. By a

finite jointly weak (fjw) colimit of a diagram D we mean a finite set C of cocones such that every

cocone under D factors through one of the cocones in C; this is called an fc colimit in [5]. In

particular, by an fjw finite colimit we mean an fjw colimit of a finite diagram. It is proved in [5,

Thm. 2.1] that, for an arbitrary category C, the presheaf topos [C,Set] is coherent if, and only

if, C has fjw finite colimits. For such a category C, denote by T the coherent theory classified

by [C,Set]. See [5] for a description of T : it has one sort for each object of C and its set-valued

models are the ind-objects of C seen as functors Cop → Set. Then the extensions of T obtained

by adding new symbols and axioms, but no new sort, are classified by the coherent hyperdoctrines

over Cop, in the sense of the more general definition of Remark 4.13. In the extension associated to

a hyperdoctrine D : C→ DL, the formulas with one free variable of sort c ∈ C modulo equivalence

correspond to the elements of D(c).

Example 5.4. For instance, when C = FinSetInj is the category of finite sets and injections, the

variables in our formulas are interpreted as distinct elements of the carrier set. Concretely, this

implies that the semantics of an existentially quantified statement ∃x : ϕ(x, y) is that there exists

some element x distinct from the y and such that ϕ(x, y) holds. In a classical Boolean setting,

the expressive power of this modified logic is strictly the same as usual first-order logic, so that

Boolean FinSetInjop-hyperdoctrines are equivalent to Boolean FinSetop-hyperdoctrines. In a

more general coherent setting, coherent FinSetInjop-hyperdoctrines are equivalent to coherent

FinSetop-hyperdoctrines in which equality has a complement. This is a consequence of the fact

that [FinSetInj,Set] is the classifying topos of decidable objects, i.e., those whose equality has a

complement [24, Proposition D 3.2.7].

As another example, when C is the category of finite linear orders, open polyadic Priestley

spaces over C classify the extensions of the theory of linear orders by new symbols and axioms, as

used by the second author in [39].

Models of polyadic spaces. If we apply Priestley duality directly to Definition 5.2, we obtain

the following dual notion, generalized to open polyadic compact ordered spaces. Recall that βX

denotes the Stone-Čech compactification of the set X, obtained as the Stone dual of P(X). Note

that, for any X ∈ Ind(C), the functor n 7→ β(Xn) is an open C-adic Boolean space (Corol-

lary 4.22).

Definition 5.5. Let S : Cop → KOrd be an open polyadic compact ordered space and let X ∈
Ind(C). An S-structure on X is a morphism of polyadic compact ordered spaces β ◦X → S . A

model of S is an ind-object of C equipped with some S-structure.
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We now reformulate this definition in more concrete terms as a property of the restrictions of

the continuous maps β(Xn)→ S(n) to functions Xn → S(n), using Proposition 4.24.

Proposition 5.6. For any ind-object X, there is a natural bijection between S-structures on X

and natural transformations τ : X → S such that, for every f : n→ m, the naturality square below

has the weak interpolation property.

Xm Xn

S(m) S(n)

τm

X(f)

τn

S(f)

≤ (15)

Proposition 5.6 can be used to show the intuition behind the notion of S-structure: the natural

transformation τ sends an n-tuple of X to its “n-type” in S(n). In the special case where S is an

open polyadic Priestley space, the open up-sets in the definition of the weak interpolation property

can be replaced by clopen up-sets. This property then exactly corresponds to the semantical

intuition described above: if f : n → m is a morphism in C and if an n-tuple y ∈ Xn satisfies a

formula of the form ∃fϕ, represented here as the direct image under S(f) of a clopen up-set, then

the n-tuple can be extended along f to an m-tuple x satisfying ϕ.

The notion of ω-saturated model is obtained by strengthening the equivalent definition of

S-structure given in Proposition 5.6.

Definition 5.7. Let S : Cop → KOrd be a polyadic compact ordered space and let X ∈ Ind(C).

An ω-saturated S-structure on X is a natural transformation τ : X → S such that each naturality

square as in (15) has the interpolation property. An ω-saturated model of S is an ind-object of C

equipped with some ω-saturated S-structure.

Remark 5.8. We explain briefly why our definition of ω-saturated model is equivalent to the usual

one in the Boolean case and when C = FinSet. Let α : X → S be a model. In usual model

theory, X is called ω-saturated if for any n-tuple x of X, each complete k-type over x is realized

in X. A direct reformulation is that the naturality square below has the amalgamation property

where i : n→ n+ k is the canonical injection.

Xn+k S(n+ k)

Xn S(n)

Xi

αn+k

S(i)

αn

Moreover, if α : X → S is a model, then the naturality squares associated to surjections automat-

ically have the amalgamation property: in Proposition 4.24, if f is bounded and injective, then

the square (11) has interpolation if, and only if, the square (12) has interpolation.

Remark 5.9. Since the reformulation of Proposition 5.6 is not possible if the polyadic space S is

not open, we are not sure what the correct notion of model is for polyadic compact ordered spaces

that are not open, which is why we restricted Definition 5.5 to open ones. On the other hand, the

notion of ω-saturated model makes sense also for non-open polyadic compact ordered spaces. If

S is open, then any ω-saturated model X → S yields a morphism of polyadic compact ordered

spaces β ◦X → S . If S is not open, this is not the case anymore.

Type spaces over ind-objects. We have indicated above that, for n ∈ C, the space S(n) can
be thought of as a space of n-types. We now show how to generalize this to a definition of a space

of X-types over an arbitrary ind-object X.

First, given any Set-valued presheaf P : Cop → Set, we write P : Ind(C)op → Set for the

unique extension of P to a Set-valued presheaf on Ind(C) that sends filtered colimits to cofiltered

limits; we call P the extension by continuity of P . This is coherent with the definition of “extension

by continuity” that we gave at the end of Section 2, where we identify functors Cop → Set with

functors C→ Setop.
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Note that, for any X ∈ Ind(C), P (X) ∼= Hom[Cop,Set](X,P ), using the Yoneda lemma and

the fact that the subcategory Ind(C) ⊆ [Cop,Set] is closed under filtered colimits. Now, since the

forgetful functor KOrd→ Set creates limits, if S is a KOrd-valued presheaf on C, its extension

by continuity S is again a KOrd-valued presheaf. For any X ∈ Ind(C), we may identify the

points of S(X) with the natural transformations X → S , and we call S(X) the space of X-types

of S .

The main result of the next section, Proposition 6.1, will show in particular that the extension

by continuity of a polyadic compact ordered space is again a polyadic compact ordered space.

We see in particular that the natural transformations X → S have a natural order. This

allows us to speak of lax commutative diagrams involving these arrows. To give an example,

we reformulate the fact that a natural transformation X → S from an ind-object to a polyadic

compact ordered space is an ω-saturated model: this property says that each diagram as on the

left below can be completed as on the right, where n,m ∈ C.

X S

n m

≥
X S

n m

≥

Recall that the objects of C are exactly the ω-presentable objects of Ind(C), under the assumption

that C is Cauchy-complete (which it is when C has pushouts). Similarly, the notion of κ-saturated

model can be formulated by making n and m range over the κ-presentable ind-objects instead of

over C.

If we replace X by a polyadic compact ordered space P , the exact same property of diagram-

completion as above gives the definition of morphisms of polyadic compact ordered spaces.

Definition 5.10. A morphism from a type X → S to a type Y → S is a morphism X → Y

making the following triangle lax commutative.

Y S

X

≥

Such a morphism is an elementary embedding if the inequality in the triangle above is an equality.

The intuition behind Definition 5.10 is that a morphism of models should preserve truth, but

not necessarily reflect it, while an elementary embedding should also reflect truth. More precisely,

let x : X → S and y : Y → S be models of S and let f : X → Y be a morphism. Let n ∈ C, and

let p ∈ Xn be an n-tuple. Then f(p) ∈ Y n and we must have x(p) ≤ y(f(p)), which means that

every open up-set containing x(p) also contains y(f(p)): “everything true about x(p) is also true

about y(f(p)).” If the inequality in the triangle in Definition 5.10 is an equality, then the converse

holds, as well, that is, x(p) and y(f(p)) are in exactly the same open up-sets. This corresponds to

the usual notion of “elementary morphism” in model theory.

Definition 5.11. We write Tp(S) for the category of types of S with the above notion of mor-

phisms, and Tpe(S) for the subcategory given by the elementary embeddings. We write Mode
ω(S)

and Modω(S) for the full subcategories of Tp
e(S) and Tp(S) on ω-saturated models. If S is open,

we define Mode(S) and Mod(S) similarly for all models instead of ω-saturated ones.

We say that a type X → S is realized by a model Y → S if there is a morphism from X to Y

in Tpe(S).

Remark 5.12. A morphism S → P of polyadic compact ordered spaces induces functors in the

same direction between the categories defined in Definition 5.10.

6 The interpolation extension principle

Recall from the previous section that we may naturally extend anyKOrd-valued presheaf S : Cop →

KOrd on C to a KOrd-valued presheaf S : Ind(C)op → KOrd, via a Kan extension. This yields
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what we will call here the extension by continuity functor

[Cop
,KOrd]→ [Ind(C)op,KOrd]

S 7→ S.

The aim of this section is to prove the following principle, which is central to our approach.

Proposition 6.1 (Interpolation extension principle). The extension by continuity functor pre-

serves the axioms Int1∗, Int2∗, morphisms of polyadic spaces and intuitionistic morphisms of

polyadic spaces. In particular, polyadic compact ordered spaces over C are stable under extension

by continuity.

Remark 6.2. On the other hand, openness is in general not preserved by extension by continuity.

For instance, with C = FinSetInj, take S(n) = [[n,∞]] as a subspace of the one-point compactifi-

cation of N. For any injection f : n →֒ m, S(f) is the canonical inclusion [[m,∞]] →֒ [[n,∞]]. This is

actually the terminal FinSetInj-adic space, all we can speak about being the number of elements

of the model. Then S(ω) = {∞} but {∞} →֒ [[n,∞]] is not lower semi-open. However, it is still

possible to show that some maps are always lower semi-open. For instance, given an open FinSet-

adic space S , for any map of sets f : X → Y , if {(x1, x2) ∈ X
2 | x1 6= x2 but f(x1) = f(x2)} is

finite, then S(f) is lower semi-open.

In order to prove the interpolation extension principle, we will use two lemmas. The first shows

that a diagram of ind-objects whose shape is a finite poset I can be written as a filtered colimit

of diagrams in C of the same shape I. It is a special case of [4, Prop 8.8.5], also see, e.g., [28,

Corollary 6.4.4].

Lemma 6.3. Let C be an essentially small category and let I be a finite poset. Then for every

functor F : I → Ind(C), there exists a filtered category J and a functor G : I × J → C such that

F (i) = colimj G(i, j). (Thus Ind(C)I ≃ Ind(CI).)

The second lemma shows that the required properties are preserved in the target category

KOrd.

Lemma 6.4. In KOrd, cofiltered limits preserve boundedness and the interpolation property.

Proof. Suppose that we have a cofiltered diagram of commutative squares, indexed by i ∈ I , each

with the interpolation property as below.

Ai Ci

Bi Di

vi

ui gi

fi

≤

Let A = limiAi, u = limi ui, etc. Let b ∈ B and c ∈ C be such that f(b) ≤ g(c). Let bi and ci be the

i-components of b and c. Now note that the set u−1(↑b)∩v−1(↓c) = limi[u
−1
i (↑bi)∩v

−1
i (↓ci)] is non-

empty, by Lemma 2.1. Hence, cofiltered limits preserve the interpolation property of commutative

squares.

For the preservation of boundedness, suppose we have a diagram of bounded arrows fi : Ai → Bi

indexed by i ∈ I . Let f : A → B be the limit. Let a ∈ A and let b ≥ f(a). This means that

bi ≥ fi(ai) for all i, so that f−1
i (b) ∩ ↑a 6= ∅ for all i, and thus the limit f−1(b) ∩ ↑a is nonempty

too.

We are now ready to prove the main result of this section, the interpolation extension principle.

Proof of Proposition 6.1. Let us show that the interpolation property of natural transformations

is preserved. Let α : P → Q be a natural transformation with the interpolation property in

[Cop,KOrd]. Let f : X → Y be a morphism in Ind(C). By Lemma 6.3, we can write f as a

filtered colimit of (fi : Xi → Yi)i∈I . Then the square on the left is the cofiltered limit of the squares

on the right, and since each of them has the interpolation property, the square on the left too by

Lemma 6.4.
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P (X) Q(X)

P (Y ) Q(Y )

αX

P (f) Q(f)

αY

P (Xi) Q(Xi)

P (Yi) Q(Yi)

αXi

P (fi) Q(fi)

αYi

The proofs of preservation of the other properties are similar.

Example 6.5. Let us give an example to show that, in the proof above, we need compactness

of the spaces in the target category. Our example will be a polyadic set S : FinSetop → Set

such that its extension by continuity S : Setop → Set is not a polyadic set. This answers in the

negative Question 2.22 in [6]. If we think of [FinSetop,Set] as the free cocompletion of FinSet,

this example works as follows: we take the formal coproduct of two copies of N, we break the

amalgamation property of the extended presheaf by identifying the two copies of the empty set

and we try to reconstruct this amalgamation property in a free enough way, in such a way that

the result admits a simple enough description.

We first define a notion of pseudo-tree of depth n recursively. It will be a finite set equipped

with some extra structure. We will also define recursively the sub-pseudo-trees of a pseudo-tree.

(i) A pseudo-tree of depth 0 is a finite set X equipped with an injection X →֒ N×{black,white}
such that the composite X → N × {black,white} → {black,white} is constant. The sub-

pseudo-trees are all the subsets of X equipped with the restricted inclusions.

(ii) A pseudo-tree of depth n + 1 is a finite set X equipped with two subsets A,B ⊆ X such

that A ∪ B = X, each equipped with a structure of pseudo-tree of depth n, and such that

A∩B is a sub-pseudo-tree of both A and B, with the same induced structure of pseudo-tree.

The sub-pseudo-trees are either X itself, or sub-pseudo-trees of A or of B. The compatibility

condition on A∩B ensures that each subset of X corresponds at most to one sub-pseudo-tree.

For each subset Y of a pseudo-tree X, there is a smallest sub-pseudo-tree 〈Y 〉X of X contain-

ing Y . We define S(n) as the set of functions f : n → X from n to a pseudo-tree X (modulo

isomorphisms) such that 〈image(f)〉X = X. Given g : m → n and f : n → X in S(n), we define

S(g)(f) as the canonical map m→ 〈image(gf)〉X .

We claim that S : FinSetop → Set has amalgamation. Suppose we have the following diagram

where n→ X and m→ Y are elements of S(n) and S(m).

X

n Y

k m

If the two induced elements of S(k) are equal, this means that 〈image(k → X)〉X ∼= 〈image(k →

Y )〉Y . Let W be this pseudo-tree. It is a common sub-pseudo-tree of X and Y , so define Z =

X ⊔W Y with the structure of pseudo-tree induced by the structures of pseudo-trees on X,Y ⊆ Z.
To finish, build the map n ⊔k m→ Z using the functoriality of the pushout as below.

X Z

n n ⊔k m W Y

k m

This shows that S : FinSetop → Set has amalgamation. Now, we will show that the extension

by continuity S : Setop → Set doesn’t have amalgamation. Let x be the element of S(N) such that

for all X ⊆ N finite, the induced element of S(X) is the identity X → X where X has the structure
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of pseudo-tree of depth 0 given by the inclusion x ∈ X 7→ (x,white) ∈ N × {black,white}. Define

y ∈ S(N) similarly by replacing white by black. The restrictions of x and y to S(0) are equal but we
claim that there is no element of S(N+N) restricting to x and y along the two inclusions N ⇒ N+N.
Suppose it was the case and let z ∈ S(N+N) be such an element. For all n ∈ N, let [n] = {0, . . . , n},
so that z is given by a sequence of elements of S([n] + [n]) depicted below, where Xn−1 → Xn is

the smallest sub-pseudo-tree containing the image of [n− 1] + [n− 1] →֒ [n] + [n]→ Xn.

[0] + [0] [1] + [1] [2] + [2] · · ·

X0 X1 X2 · · ·

Then we actually have Xn = X0 for all n ∈ N. To show that, we need the following fact: Let X

be a pseudo-tree, let U ⊆ X be a sub-pseudo-tree of depth > 0 and let Z ⊆ X be a sub-pseudo-tree

of depth 0. If Z ∩ U 6= ∅, then Z ⊆ U . We show that by induction on the depth of X. Suppose

X has depth n > 0 and that its structure of pseudo-tree is given by the two sub-pseudo-trees

A,B ⊆ X. If U = X, nothing has to be proven. Otherwise, we can suppose that U ⊆ A without

loss of generality. If Z ⊆ A too, then Z ⊆ U by the induction hypothesis. If Z ⊆ B, then

Z ∩ U ⊆ Z ∩ (A ∩ B), so Z ∩ (A ∩ B) 6= ∅, so Z ⊆ A ∩ B by the induction hypothesis and we

conclude that Z ⊆ U as before.

We can now show that Xn = X0 for all n ∈ N. Indeed, X0 ⊆ Xn is a sub-pseudo-tree of

depth > 0 since it contains two sub-pseudo-trees of depth 0 of different colors. For both canonical

inclusions [n]→ [n] + [n], the image of [n]→ [n] + [n]→ Xn has to be a sub-pseudo-tree of depth

0. Its intersection with X0 is nonempty since it contains the image of [0]→ [n]→ Xn. Hence the

image of [n]→ Xn is contained in X0. This proves that X0 contains the image of [n] + [n]→ Xn,

so that X0 = Xn.

Notice that for each pseudo-tree X, there is a canonical map X → N × {black,white} whose

restriction to each sub-pseudo-tree Y ⊆ X of depth 0 is the canonical map Y → N×{black,white}.
The composite [n] + [n] → Xn → N × {black,white} has to be injective, hence [n] + [n] → Xn is

injective but it is impossible if Xn = X0 for all n since X0 is finite. This produces a contradiction

and we deduce that S : Setop → Set does not have amalgamation.

This polyadic set S is the type space functor of an L∞,ω-theory which does not have enough

set-valued models.

This example also shows that the interpolation extension principle is not true if we do not

assume that C has pushouts. Note first that a category C has amalgamation if and only if the

presheaf P : Cop → KOrd constant to the one-point space is a polyadic compact ordered space.

The extension by continuity of P is the presheaf P : Ind(C)op → KOrd which is also constant to

the one-point space. If the interpolation extension principle is true for C, it implies that P has

the interpolation property, which means that Ind(C) has amalgamation. But a counter example

is given by C =
∫
S with S as in the example above: S is a polyadic set, so

∫
S has amalgamation,

but Ind(C) = Ind(
∫
S) ≃

∫
S does not.

Remark 6.6. In this paper, we make the hypothesis that C has pushouts, but what we really need

is that it satisfies the conclusion of the interpolation extension principle. The only thing that can

fail to be preserved is the axiom Int1∗. As we will see in Remark 7.3 in the next section, the

preservation of this axiom is equivalent to the presence of enough κ-saturated models, for every κ.

We can see that the axiom Int1∗ is also preserved if C has fjw finite colimits. Indeed, as stated

in Remark 5.3, under this condition, coherent Cop-hyperdoctrines correspond to extensions of the

coherent theory classified by [C,Set]. Since there exist enough κ-saturated models for coherent

multi-sorted theories, the interpolation extension principle is also valid if C has fjw finite colimits.

One could wonder if there is a condition generalizing both the presence of pushouts and of fjw

finite colimits that could ensure the validity of the extension interpolation principle. We mention

without proof such a condition: the principle is valid if C has fjw colimits of diagrams of the form

below.
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7 Completeness for coherent logic

In this section, we will see, through a proof of Gödel’s completeness theorem, a first example of

how the interpolation extension principle can be used. We start with a lemma giving a formulation

of what is known as the method of diagrams in model theory. In this lemma, P (X) is thought of as

a set of problems and S(X) is the set of those problems which have a solution. This lemma allows

us to build objects for which every problem has a solution. It will be used again in Section 12.

Lemma 7.1. Let D be a category admitting all filtered colimits. Let P : D → Set be a functor

preserving filtered colimits and let S ⊆ P be a subfunctor. Suppose that for all X ∈ D and all

p ∈ P (X), there is some f : X → X ′ such that P (f)(p) ∈ S(X ′). Then for all X, there is some

f : X → Y such that S(Y ) = P (Y ).

Proof. Let X ∈ D. Choose a well-ordering (xα)α<κ of P (X). We build a sequence (Xα)α≤κ ⊆ D

as follows.

(i) X0 = X.

(ii) fα : Xα → Xα+1 is chosen such that if g : X0 → Xα is the canonical map, then

P (gfα)(xα) ∈ S(Xα+1).

(iii) For α a limit ordinal, Xα = colimλ<αXλ.

We put X1 = Xκ and we iterate this construction ω times so as to obtain a sequence

X → X
1 → X

2 → · · · .

The image of P (Xi) in P (Xi+1) is included in S(Xi+1). Finally, let Y = colimiX
i. Then

P (Y ) = colimi P (Xi) ⊆ colimi S(X
i+1) ⊆ S(Y ).

We now prove a version of Gödel’s completeness theorem in our setting. The proof can be

thought of as a small object argument. It generalizes the usual Henkin proof of Gödel’s theorem

to our setting.

Theorem 7.2 (Gödel’s completeness theorem). Let S be a polyadic compact ordered space and

let X ∈ Ind(C). Then every X-type is realized by an ω-saturated model.

Proof. Recall that an X-type x : X → S is an ω-saturated model if and only if each lax diagram

as below on the left (where n,m ∈ C) can be completed as on the right.

X S

n m

x

f

g

t≥
X S

n m

x

f

g

t
h

≥

For any X-type x : X → S , let us call a tuple r = (n,m, f, g, t) as in the lax diagram on the

left a request for x, and a morphism h : m→ X like in the diagram on the right an answer for r.

Thus, an X-type is an ω-saturated model if, and only if, every request has an answer.

With this terminology in place, we will now construct a functor P : Tpe(S) → Set and a

subfunctor S of P , to which we will apply Lemma 7.1. On objects, for any x ∈ Tpe(S), define

P (x) to be the set of requests for x. For any morphism h : (x,X) → (x′, X ′) in Tpe(S), define

Ph : P (x) → P (x′) to be the function sending any request r = (n,m, f, g, t) for x to the request

(Ph)(r) := (n,m, fh, g, t) for x′. Finally, for any x ∈ Tpe(S), write S(x) for the subset of P (x)

consisting of those requests that admit an answer. We now show that P preserves filtered colimits

and that S is a subfunctor of P satisfying the assumption of Lemma 7.1.
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Let r = (n,m, f, g, t) be a request for an X-type x : X → S . Thanks to the interpolation

extension principle, we may construct a lax diagram (16) with Xr ∈ Ind(C).

S

X Xr

n m

ι1

xr

ι2

≥
(16)

(i) P preserves filtered colimits: if X = colimiXi is a filtered colimit in Tpe(S), then every

request for x : X → S is of the form (Pιi)(r), where ιi : Xi → X denotes the canonical

injection and r a request for S(ιi)(x) ∈ S(Xi).

(ii) S is a subfunctor: if r has an answer, then (Ph)(r) has an answer too.

(iii) S satisfies the assumption of Lemma 7.1: with the notations ι1 and ι2 of the diagram (16),

ι2 is an answer for (Pι1)(r).

Thus, by Lemma 7.1, for any X-type x : X → S , there exists a morphism f : (x,X) → (y, Y )

such that S(y) = P (y), and this is exactly an ω-saturated model realizing x.

Remark 7.3. The same reasoning as above shows that for each regular cardinal κ, each type is

realized by a κ-saturated model, by extending the sets of requests. Actually, the interpolation

extension principle for a general category C is equivalent to the presence of enough κ-saturated

models, for all κ. Indeed, suppose that each type is realized by a κ-saturated model for κ arbitrarily

large. Let the following be an interpolation problem for S , with X,Y, Z arbitrary ind-objects of

C.

X S

Y Z

≥

Let κ be large enough such that Y and Z are κ-presentable (such a κ always exists, see [23,

Rmk. below Thm. 1.20]). Let X ′ → S be a realization of X → S by a κ-saturated model. Then

there is an arrow Z → X ′ giving a solution to the interpolation problem.

Remark 7.4. We explain how the same reasoning as above also shows the existence of enough

positively closed models.

Given a compact ordered space A, we denote by maxA the set of maximal points of A. This

defines a functor from compact ordered spaces and bounded morphisms to sets: if f : A → B is

bounded, then f [maxA] ⊆ maxB. If S is a C-adic compact ordered space, let maxS : Cop → Set

be the composite of S with this functor. A model X → S is called positively closed if it takes

values in maxS ⊆ S . This is the terminology used in [20], but it is also called existentially closed

in [6, 27].

If S satisfies Int1∗ and Int2∗, then maxS satisfies Int1∗, using Remark 4.6. Moreover, for

any object X of Ind(C), an element x of S(X) is in the image of the inclusion maxS →֒ S if,

and only if, for every f : n → X with n ∈ C, the element S(f)(x) ∈ S(n) is maximal. From

this and Int2∗, one can derive that the inclusion maxS →֒ S identifies maxS with maxS. Hence

maxS also satisfies Int1∗. Thus, the proof of Gödel’s completeness theorem above works also for

maxS instead of S : every maximal X-type is realized by a positively closed model. In particular,

every model S admits a morphism to a positively closed one. This implies another definition for

positively closed models: they are the models such that every morphism to another model is an

elementary embedding.

8 Completeness for Kripke models

We will now see the completeness of Kripke models for polyadic compact ordered spaces. To make

sense of Kripke models on the algebraic side, we need to make the additional assumption that
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there is a Heyting implication and universal quantification. On the topological side, it translates

as openness conditions, as explained in Section 4. However, similarly to what we did for coherent

logic in Sections 5 and 7, we will work with an ω-saturated notion of Kripke model that doesn’t

need this openness hypothesis.

Definition 8.1. Let F : I → Ind(C) be a diagram indexed by a small category I. We write

F̃ ∈ [Cop,Poset] for its oplax colimit when considering Ind(C) as a subcategory of [Cop,Poset].

We recall that the elements of F̃ (c) are the pairs (i, x) with i ∈ I and x ∈ F (i).

Lemma 8.2. Boundedness and the interpolation property are preserved by oplax colimits in Poset.

In particular, polyadic posets are stable under oplax colimits in [Cop,Poset].

Proof. Let (Xi)i∈I, (Yi)i∈I ⊆ Poset be two diagrams and let (Fi : Xi → Yi)i be a natural trans-

formation. Suppose that each Fi is bounded. Let X, Y and F be the respective oplax colimits

of (Xi)i, (Yi)i and (Fi)i. Suppose F (i, x) ≤ (j, y). This means that there is some map f : i → j

in I with Yf (Fi(x)) ≤ y. Since Yf (Fi(x)) = Fj(Xf (x)) and since Fj is bounded, we get some

x′ ≥ Xf (x) with Fj(x
′) = y. This implies that (i, x) ≤ (j, x′) and F (j, x′) = (j, y).

The proof of preservation of the interpolation property is similar.

Consequently, F̃ is a polyadic poset for any diagram F : I→ Ind(C).

Definition 8.3. Let S be an intuitionistic polyadic compact ordered space. A Kripke model of S

based on a diagram F of ind-objects is an intuitionistic morphism β ◦ F̃ → S .

Strengthening this definition, we get the notion of ω-saturated Kripke model below.

Definition 8.4. Let S be a polyadic compact ordered space. An ω-saturated Kripke model of S

based on a diagram F of ind-objects is an intuitionistic morphism F̃ → S (of polyadic posets).

Note that if S is an polyadic Esakia space, then any ω-saturated Kripke model is a Kripke

model: the hypothesis on S implies that β ◦ S → S is an intuitionistic morphism, as was proved

when S is a polyadic Esakia space in Corollary 4.27. If moreover F̃ → S is an intuitionistic

morphism of polyadic posets, then β ◦ F̃ → β ◦ S is also intuitionistic and the composite β ◦ F̃ →

β ◦ S → S too.

A natural transformations F̃ → S can also be viewed as an oplax cocone (F (i) → S)i∈I. If

F̃ → S is an ω-saturated Kripke model, then each component F (i)→ S is an ω-saturated model.

This allows us to view ω-saturated Kripke models as diagrams I → Modω(S), where we defined

Modω(S) as the category of ω-saturated models of S . That is how we will think of them from now

on. In the same way, Kripke models will be viewed as special functors I→ Mod(S).

Here is a more explicit way of stating that (Xi)i∈I ⊆ Modω(S) is an ω-saturated Kripke model:

(Implication.) Suppose that we have the diagram below on the left where i ∈ I and n ∈ C. Then

there is some morphism i→ j completing the diagram as on the right.

Xi S

n

≤ Xi Xj S

n

≤

(Universal quantification.) Suppose we have the diagram below on the left where i ∈ I and n,m ∈

C. Then there is a morphism i→ j and a way of completing the diagram as on the right.

Xi S

n m

≤

S

Xi Xj

n m

≤

≤

As in Remark 4.6, the two conditions above can be merged into one by requiring in the “uni-

versal quantification” part that m→ Xj → S = m→ S instead of m→ Xj → S ≤ m→ S .
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Intuitively, the inequality n → Xi → S ≤ n → m → S represents the statement that some

universally quantified sentence is not satisfied, and we must provide a counter-example at a later

stage in the Kripke model.

Remark 8.5. In the usual notion of Kripke model, the set of worlds is a poset, replaced here

by a more general category I, as is commonly done in the context of, for instance, Kripke–Joyal

semantics, see, e.g., [40] for more on the rich history of the topic. From any Kripke model in this

generalized sense, we can extract Kripke models indexed by trees, as we explain now. Suppose that

F : I → Modω(S) is an ω-saturated Kripke model, with I a small category. Let i ∈ I. We define

J to be the poset whose elements are finite paths in I starting at i, with the extension order. The

minimal element of J is the constant path at i. Then the composite of the canonical projection

J → I and F is also an ω-saturated Kripke model. If I is not set-sized, one can still extract

set-sized tree-shaped models from it with a similar construction. For this, we select recursively,

for each node in the tree starting with the root i, a set of children solving each of the diagram-

completion problems explained above, instead of all possible children. In topos-theoretic terms,

the above construction is an instance of the Diaconescu cover applied to a presheaf topos, see, e.g.,

[35, Sec. IX.9].

We now derive the following theorem which can be seen as a version of a theorem due to Joyal,

see, e.g., [40, p. 75].

Theorem 8.6 (Joyal’s completeness theorem). Let S be a polyadic compact ordered space. Then

the identity Modω(S)→ Modω(S) is an ω-saturated Kripke model.

Remark 8.7. There is a strong analogy with Esakia duality. In Esakia duality, one looks at

the space of coherent models of a Heyting algebra, i.e., the Priestley dual of the algebra as a

distributive lattice. If the distributive lattice happens to be a Heyting algebra, one gets a Kripke

model (the canonical one). Here, we do the same thing: the collection of all coherent models of

an intuitionistic C-adic compact ordered space forms a Kripke model.

Proof. Suppose we have the following lax square where x : X → S is a model.

S

X

n m

x

≤

Then thanks to the interpolation extension principle, we can complete it as below where Y → S

is a Y -type.

S

X Y

n m

x

≤

Gödel’s completeness theorem allows us to factor Y → S through a model and we are done.

9 Omitting types

In this section, we will see an omitting types theorem applicable to open polyadic compact ordered

spaces. This is similar to [13, 20, 46], where omitting types theorems are put in connection with

the Baire property. However, in our context, a formulation as an application of the Baire property

doesn’t seem natural, so we essentially mix its proof with that of Gödel’s completeness theorem.

We do not assume that the base category C has pushouts in this section. See Remark 4.13 for the

definition of a C-adic compact ordered space when C doesn’t have pushouts.
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Let S be a C-adic compact ordered space. We say that a model X → S omits a type t ∈ S(n)

with n ∈ C if there is no arrow n→ X such that the composite n→ X → S is t. Omitting types

theorems give conditions for the existence of models avoiding a given set of types.

In this section, we work with the stably compact topology of compact ordered spaces. The

stably compact interior of a subset A ⊆ X of a compact ordered space is its interior in the stably

compact topology, i.e., the largest open up-set contained in it. We will say that A is meager if

it is meager in the stably compact topology, i.e., if it is contained in a countable union of closed

down-sets containing no nonempty open up-set.

An essentially small category C is essentially countable if it is equivalent to a small category

with countably many arrows. If S is a C-adic space, we say that it has a countable basis of opens

if every S(n) for n ∈ C admits a countable basis of opens (either in the stably compact topology

or in the compact ordered topology, it is equivalent). When S is a polyadic Priestley space, the

dual of this condition is that the Priestley dual of each S(n) is countable.

In the following statement, we will use the convention that when an arrow in a diagram is

labeled by a set of morphisms, the commutativity of the diagram means that there is some arrow

in the set making the diagram commute.

Proposition 9.1 (Omitting types). Let C be an essentially countable category. Let S be an open

C-adic compact ordered space with a countable basis of opens. For each n ∈ C, let An ⊆ S(n)

be a meager subset. Let n0 ∈ C and let R ⊆ S(n0) be a nonempty open up-set. Then there exist

X ∈ Ind(C) of presentability rank at most ω1, a morphism n0 → X, and a model X → S which

omits t for every t ∈ An and n ∈ C, such that the diagram below commutes.

X S

n0

R

Proof. Without loss of generality, suppose that for each f : n → m in C, we have S(f)−1(An) ⊆

Am. Otherwise, we can take the closure of the An under these conditions: since S(f) is lower

semi-open, S(f)−1(An) is meager and the countable union of meager subsets stays meager. This

step is the reason for which we need to use the stably compact topology. We will not need that S
is open anymore in this proof.

To organize the induction, we choose a bijection e = (e0, e1) : N→ N2 such that e0(n) ≤ n for

all n ∈ N. We also fix, for each n ∈ C, a basis of opens of the stably compact topology of S(n).

We will build inductively a sequence n0 → n1 → · · · of objects of C, and a sequence (Ri ⊆

S(ni))i∈N of closed up-sets with nonempty stably compact interior such that S(ni → ni+1)(Ri+1) ⊆

Ri. During the induction, we choose for each i ∈ N:
(i) a sequence (Qk

i )k∈N of closed meager subsets of S(ni) such that Ani
⊆

⋃
k
Qk

i and such that

S(ni−1 → ni)
−1(Qk

i−1) ⊆ Q
k
i for all k;

(ii) an enumeration (pki , q
k
i , U

k
i )k∈N of all the configurations of the following form, where U ⊆ S(q)

is an open up-set of the fixed basis of S(q).

ni S

p q

U

The hypothesis of the proposition gives n0, and we can take a closed up-set R0 ⊆ R with nonempty

stably compact interior. We explain how to build (ni+1, Ri+1) from (ni, Ri). First, we choose a

closed up-set R′
i ⊆ Ri with nonempty stably compact interior and disjoint from each Qk

i for k ≤ i.

Let (a, b) = e(i) and consider the following (possibly non-commutative) diagram.
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na ni S

pbq qba

R′
i

Ub
a

If this diagram doesn’t commute, we take ni+1 = ni and Ri+1 = R′
i. Otherwise, let x ∈ R′

i and

u ∈ Ub
a witnessing the commutativity. Thanks to the interpolation property of S , we can complete

the diagram as follows.

S

na ni ni+1

pba qba

αi

x

x′

βi

u
≥

Then S(αi)
−1(R′

i) ∩ S(βi)
−1(Ub

a) is a nonempty open up-set since it contains x′. We choose

Ri+1 to be any closed up-set contained in S(αi)
−1(R′

i) ∩ S(βi)
−1(Ub

a) and with nonempty stably

compact interior.

Once the induction is finished, we take X = colimi ni, and our model is any point x ∈ limiRi ⊆

S(X).

To check that x ∈ S(X) is a model, consider the following commutative square with U ⊆ S(q)

an open up-set in the chosen basis.

X S

p q

x

U

We can factor p → X through some ni → X and find j ≥ i such that e0(j) = i and e1(j) is

the index of the situation (p, q, U) associated to ni. The arrow nj+1 → X → P is in Rj+1 and the

situation is solved at the step j + 1 as illustrated below, by construction of nj+1.

ni nj nj+1 X S

p q

x

Uβj

To finish, we check that x ∈ S(X) avoids all the An. For all i ∈ N, we know that ni → X → S

is in Ri, so it is not in any of the Qk
i for k ≤ i. For k > i, we have S(ni → nk)

−1(Qk
i ) ⊆ Qk

k,

and since nk → X → P is not in Qk
k, we also know that ni → nk → X → P is not in Qk

i . Hence

ni → X → S is not in Ani
. Let n ∈ C and let n → X be any arrow. It factors through one of

the ni → X. Since S(n → ni)
−1(An) ⊆ Ani

and since ni → X → P is not in Ani
, we also have

n→ ni → X → S not in An.

10 Colimits in categories of models

In this section, we explain how to compute filtered colimits in Mod(S) and Mode
ω(S). This will be

used in Section 11. We will treat two cases: a strict construction for ω-saturated models, which

doesn’t need the openness hypothesis, and a lax construction for general models (non-ω-saturated

ones), but which needs openness. These categories are even accessible, as can be shown by writing

them as categories of models of some L∞,∞ theory in the sense of [36, Sect. 3.2], but we will not

need that.

Lemma 10.1. Let S be a C-adic compact ordered space. Then filtered colimits in Mode
ω(S) exist

and are preserved by the forgetful functor Mode
ω(S)→ Ind(C).
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Proof. Let S be a C-adic compact ordered space and let (Xi → S)i be a filtered cocone with

apex S such that every Xi → S is an ω-saturated model for each i. We want to show that

X = colimiXi → S is still an ω-saturated model. Suppose we have a lax commutative square such

as below with n,m ∈ C.

X S

n m

≥

We want to show that there is some morphism m→ X making the two triangles lax commutative.

But since n ∈ C and since X = colimiXi is a filtered colimit, we can factor n→ X through some

Xi → X. Then because Xi → S is a model, there is some m → Xi making the two triangles lax

commutative and the composite m→ Xi → X gives the desired morphism.

Models too are stable by filtered colimits of elementary embeddings, but they also admit

a stronger stability property if S is open. This generalizes the well-known fact (see, e.g., [23,

Thm. 5.23]) that directed colimits in a category of models of a first-order theory are computed as

in Set.

Lemma 10.2. Let S be an open C-adic compact ordered space. Then filtered colimits in Mod(S)

exist and are preserved by the forgetful functor Mod(S)→ Ind(C).

Proof. Let S be an open C-adic compact ordered space. We will use Proposition 5.6 in order to

manipulate models of S . A filtered diagram in Mod(S) is given by an oplax cocone (hi : Xi → S)i
where each hi is a S-structure. Let X = colimiXi, let ui,j : Xi → Xj be the connecting morphisms

and let ui : Xi → X be the canonical injections. We define the natural transformation X → S

as the one sending pui : n → Xi → X to the increasing limit limj≥i pui,jhj . Given any other

model Y → S equipped with a cocone (Xi → Y )i in Mod(S), there is a unique morphism X → Y

factoring the morphisms Xi → Y .

To conclude the proof, we need to show that X → S is a model of S . Suppose we have a

commutative diagram such as below on the left with n,m ∈ C, and where U is an open up-set of

S(m). Our goal is to complete it as in the commutative diagram on the right, where we reuse the

convention of Section 9 concerning arrows indexed by sets of morphisms.

X S

n m

h

f

p U

X S

n m

h

f

p Uw

Since n ∈ C, we can write p : n → X as piui for some pi : n → Xi. By definition of h, we

have ph = limj≥i piui,jhj . Since fU is open, we can suppose that pihi ∈ fU , replacing i by some

j ≥ i if needed. Since hi : Xi → S is a model, there is some wi : m→ Xi such that fwi = pi and

wihi ∈ U . Let w = wiui. Then fw = fwiui = piui = p and wh ∈ U since wh ≥ wihi.

Remark 10.3. If C has fjw finite colimits, then Ind(C) has ultraproducts because it is the category

of models of some coherent first-order theory. Given a family (Xi)i∈I ⊆ Ind(C), and some λ ∈ βI ,

we denote by
∫
i
Xidλ the corresponding ultraproduct. If n ∈ C, we have Hom(n,

∫
i
Xidλ) =∫

i
Hom(n,Xi)dλ, where the latter ultraproduct is the usual one in the category of sets. If S is

an open polyadic compact ordered space on C, then a family of models (mi : Xi → S)i∈I can be

turned into a model m :
∫
i
Xidλ→ S , using a similar argument as the previous proof. To describe

the transformation
∫
i
Xidλ → S is described as follows, pick x ∈

( ∫
i
Xidλ

)
(n). Then x is the

equivalence class of some family (xi ∈ Xi(n))i∈I , and we define m(x) = limi→λmi(xi).

11 First-order interpolation

Recall Robinson’s consistency theorem from classical (Boolean) model theory.

Theorem 11.1 (Robinson). Let L1 and L2 be two first-order signatures with a possibly non-empty

intersection. Let T1 and T2 be two Boolean first-order theories on respectively L1 and L2. If T1∩T2

is consistent, then T1 ∪ T2 is also consistent.
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In terms of hyperdoctrines, this can be reformulated as follows. Given a signature L, let

SL : FinSetop → BoolSp be the polyadic space associated to the empty theory on L. A theory

T on signature L can be seen as a closed subset of SL(0). If L′ ⊆ L, then T can be restricted to

L′ by taking its direct image under the canonical map SL(0) → SL′(0). Keeping that in mind,

Robinson’s consistency theorem says that the square below has the interpolation property (or,

equivalently, the amalgamation property in this Boolean setting).

SL1∪L2(0) SL1(0)

SL2(0) SL1∩L2(0)

The first proposition of this section is an adaptation of Robinson’s consistency theorem, and

its usual proof, to an ordered and non-zero dimensional setting.

Proposition 11.2. Suppose we have a square like below on the left with S ,P ,Q three C-adic

compact ordered spaces and X ∈ Ind(C). Suppose that S is open and that f : S → P is an

intuitionistic morphism. Then there is some way of completing the square like below on the right

with X ′ → S and X ′ → Q models.

P S

Q X

f

≥g

u

v

P S

Q X ′

X

f

g

u

v

≥

Proof. We will apply the following two constructions a countable number of times. These two

constructions take as input a lax commutative diagram as below, where S ,P ,Q are C-adic spaces

with S open, S → P intuitionistic, and where X ∈ Ind(C).

P S

Q X

f

≥g

u

v

First construction. Thanks to Gödel’s completeness theorem, we can write X → S as a com-

posite X → X ′ → S where X ′ → S is a model of S . We obtain the lax commutative square below

on the left. Thanks to the interpolation extension principle, we can find an arrow X ′ → Q as in

the diagram on the right.

P X ′

Q X

≥

P X ′

Q X

≥

In terms of our initial diagram, this means that we can complete it as below with X ′ → S a

model.

P S

Q X ′

X

≥

Second construction. In the second construction, we use Gödel’s completeness theorem to

write X → Q as a composite X → X ′ → Q with X ′ → Q a model. We obtain the square below

on the left. Thanks to the fact that S → P is an intuitionistic morphism and thanks to the

interpolation extension principle, we obtain an arrow X ′ → S as in the diagram on the right.
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P S

X ′ X

≥

P S

X ′ X
≥

In terms of our initial diagram, this means that we can complete it as below with X ′ → Q a

model.

P S

Q X ′

X

≥

Iterating the constructions. We now iterate our constructions, alternating the two. We get a

sequence X = X0 → X1 → X2 → · · · where X2n → X2n+1 is obtained with the first construction

and X2n+1 → X2n+2 is obtained with the second construction. Our final model is Xω = colimiXi.

The arrow Xω → Q is built using the cocone (Xi → Q)i. The arrow Xω → S is built using the

oplax cocone (Xi → S)i. As a consequence of Lemma 10.2, these two arrows are both models,

because each X2n → Q is a model for Xω → Q, and because each X2n+1 → S is a model for

Xω → S . We also have X → Q = X → Xω → Q and X → S ≤ X → Xω → S .

The last thing we have to show is that Xω → Q → P = Xω → S → P . This is indeed the

case since Xω → S → P is obtained from the oplax cocone (Xi → S → P)i which is equal to

(Xi → Q→ P)i on even indices, which itself produces Xω → Q→ P .

Remark 11.3. In the Boolean case, we don’t need openness in the proof above: the orders being

discrete, the oplax cocones are actually just cocones and we can use Lemma 10.1 instead of

Lemma 10.2.

As a consequence of this, we obtain interpolation for first-order intuitionistic logic.

Proposition 11.4. Let S → P ← Q be a cospan of intuitionistic morphisms between C-adic

compact ordered spaces such as below, where S and Q are open. Let B be the category of pairs

(X → S ,X → Q) of models of S and Q making the square commute, where morphisms from

(X → S ,X → Q) to (Y → S , Y → Q) are morphisms X → Y such that X → S ≤ X → Y → S

and X → Q ≤ X → Y → Q. Then the canonical projections B→ Mod(S) and B→ Mod(Q) are

Kripke models of S and Q.

We thus obtain a commutative square of intuitionistic morphisms

P S

Q F̃

which has pointwise the interpolation property, where F : B → Ind(C) is the projection sending

(X → S , X → Q) to X. Since the dual of interpolation is interpolation, the dual square of

intuitionistic hyperdoctrines also has pointwise interpolation: this implies Craig interpolation for

first-order intuitionistic logic.

Proof. Suppose we have a diagram as below where X → S and X → Q are models and where

n,m ∈ C.

P S m

Q X n

≤

Like in Joyal’s completeness theorem, we can complete the diagram as below with X ′ ∈ Ind(C).
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S

P X ′ m

Q X n

≤

Let us consider the part of the diagram below on the left. Since Q → P is an intuitionistic

morphism, we can complete our diagram like on the right.

Q P

X X ′

≤

Q P

X X ′

≤

The last step is to extend the span (X ′ → S ,X ′ → Q) using Proposition 11.2 as below, where

X ′′ → Q and X ′′ → S are models.

P S

Q X ′′

X ′

≤

Gluing everything together, we get an extension as desired. Note that we must use Proposi-

tion 11.2 in such a way as to have X ′ → Q ≤ X ′ → X ′′ → Q and X ′ → S = X ′ → X ′′ → S , not

the other way around, because we need to get in the end

m→ S = m→ X
′ → S = m→ X

′ → X
′′ → S = m→ X

′′ → S .

As in [43], we also get Beth definability as a consequence.

Proposition 11.5. Let S ,P be two polyadic compact ordered spaces with S open and let f : S → P

be an intuitionistic morphism. If f is injective on models, then it is a pointwise embedding.

Proof. Suppose that x : n → S and y : n → S are two n-types of S with f(x) ≤ f(y). Then we

can complete the diagram as follows by Proposition 11.2, with the two morphisms X → S being

models of S .

P S

S X

n

f

f

y

x≥

Because of the hypothesis, the two morphisms X → S are actually equal, which shows that

x ≤ y.

The dual interpretation is the Beth definability theorem. Suppose D1 → D2 is a morphism of

intuitionistic hyperdoctrines. Suppose that each model of D1 can be extended to a model of D2 in

at most one way. Then the dual of Proposition 11.5 says that D1(n)→ D2(n) is surjective for each

n ∈ C, which means that D2 is obtained from D1 by adding axioms only, which in turn trivially

implies that the models of D2 are a subset of the models of D1. In terms of first-order signatures,

each n-ary symbol in the signature of D2 can be defined by a n-ary predicate in the signature of

D1.

Conceptual completeness [37, Thm. 7.1.8] says that if F : T → E is a logical functor between

pretoposes that induces an equivalence F ∗ : Mod(E) → Mod(T) at the level of the categories
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of models, then F itself is an equivalence. Below is a version of conceptual completeness in our

context. However, it is equivalent to only half of conceptual completeness in [37], namely [37,

Thm. 7.1.4], because the base category C of the polyadic spaces we consider is fixed.

Proposition 11.6. Let S ,P be two polyadic compact ordered spaces and let f : S → P be any

morphism. Let f∗ : Mod(S)→ Mod(P) be the induced functor.

(i) f∗ is always faithful.

(ii) If f∗ is essentially surjective, then f is pointwise surjective.

(iii) If f∗ is an embedding (fully faithful), then f is a pointwise embedding.

(iv) If f∗ is an equivalence, then f is an isomorphism.

Proof. The functor f∗ is necessarily faithful since composing it with the forgetful functor Mod(P)→
Ind(C) gives the faithful forgetful functor Mod(S)→ Ind(C).

If f∗ is essentially surjective and if x ∈ P(n), then x is realized by some model of P , which can

be pulled back to S and this gives an antecedent of x by f .

Suppose that f∗ is an embedding. We want to show that for all (non commutative) triangles

S

X Y

such that X → Y → S → P ≥ X → S → P , we have X → Y → S ≥ X → S . The fact that f∗

is an embedding tells us that this is true if X → S and Y → S are models. If only X → S is a

model, we can factorize Y → S through a model Y ′ → S thanks to Gödel’s completeness theorem

and we obtain the result. If X → S is not a model, we factorize it through a model X ′ → S . Since

X → Y → P ≥ X → X ′ → P , we obtain an interpolant Z → P as follows.

S P

Z

X ′ Y

X

≤

≤

We complete the diagram on the left below like on the right.

S P

Y Z

≥

S P

Y Z

≥

We see that X ′ → Z → S → P ≥ X ′ → Z → P ≥ X ′ → P = X ′ → S → P . Hence

X ′ → Z → S ≥ X ′ → S since X ′ → S is a model. We deduce that X → Y → S ≥ X → S with

the diagram below.

S

X ′ Z

X Y

≤
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Remark 11.7. Note that the same situation as the two previous propositions appears already in

the propositional case. The category of models is replaced by the underlying poset of the Priestley

space.

(i) A morphism of Esakia spaces which is injective is an embedding. (Proposition 11.5.)

(ii) A morphism of Priestley spaces which gives an isomorphism at the level of posets is an

isomorphism of Priestley spaces. (Proposition 11.6.)

We cannot omit in Proposition 11.5 that the morphism is intuitionistic, since the resulting propo-

sition is already false at the propositional level, where intuitionistic morphisms become bounded

morphisms of Priestley spaces.

Remark 11.8. Theorem 7.1.4 in [37] can be obtained from Proposition 11.6, but for that we would

need to develop a bit more the link between hyperdoctrines and pretoposes. We only sketch here

how this can be done, leaving detailed proofs to future work. Let f : E → C be a morphism of

coherent categories and let f∗ : Mod(C)→ Mod(E) be the induced functor between categories of

models.

Given a coherent category E, an E-hyperdoctrine is a hyperdoctrine D : Eop → DL such

that whenever (Xi → Y )i is a finite collection of morphisms covering Y , the canonical map

D(Y ) →
∏

iD(Xi) is injective. The initial E-hyperdoctrine is SubE : Eop → DL, sending an

object to its lattice of subobjects.

The adjunction between coherent categories and hyperdoctrines described in [11] specializes

to an adjunction between E-hyperdoctrines and coherent categories equipped with a morphism

from E. This adjunction actually gives E-hyperdoctrines as a reflective subcategory of coherent

categories equipped with a morphism from E. The morphism f : E → C is sent to SubC ◦f , and

coming back into coherent categories produces the factorization E→ C′ → C where C′ is the full

subcategory of C on objects which are subobjects of some f(x) with x ∈ E. Moreover, models of

C′ are equivalent to models of SubC ◦f (and models of E are equivalent to models of SubE).

The functor Mod(C′)→ Mod(E) is always faithful, as said earlier, and Mod(C)→ Mod(C′) is

always essentially surjective, since a model C′ → Set can be extended to a model C→ Set with

a left Kan extension.

(i) If f∗ is full, then Mod(C′) → Mod(E) too and Proposition 11.6 says that SubE → SubC ◦f

is pointwise surjective, which means that f is “full on subobjects” in the terminology of [37].

(ii) If f∗ is essentially surjective, then Mod(C′)→ Mod(E) too and SubE → SubC ◦f is pointwise

injective, which means that E→ C′ is conservative, hence so is f .

(iii) If f∗ is full and essentially surjective, then SubE → SubC ◦f is an isomorphism, henceE→ C′

is an equivalence.

12 Variations on intuitionistic logic

We will now prove completeness theorems for variations of first-order intuitionistic logic: with a

linearity axiom [9], on constant domains [18], and both (Gödel-Dummett logic) [50]. We will work

in this section with ω-saturated Kripke models exclusively, and in order to shorten our notation,

we will just call them Kripke models.

12.1 Linearity

A Heyting algebra satisfies the linearity axiom if for all elements φ and ψ, we have

(φ→ ψ) ∨ (ψ → φ) = ⊤.

If X is the dual compact ordered space, this is equivalent to the fact that X is a forest with

branches pointing downward, meaning that ↑z must be linearly ordered for each z ∈ X. If it is

the case, we will say that X is locally linear. We also say that a C-adic compact ordered space S

is locally linear if S(n) is locally linear for all n ∈ C. A Kripke model F : I→ Modω(S) is linear if
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I is a linear order, and it implies that F̃ is locally linear. We now show that linear Kripke models

are a complete semantics for locally linear polyadic compact ordered spaces.

Proposition 12.1. Let S be a locally linear C-adic compact ordered space. Let I be a linearly

ordered set, let (Xi)i be an I-indexed diagram in Ind(C) and let Xi → S be an oplax cocone. Then

we can complete Xi → S into a linear Kripke model in the sense that there is an embedding of

linear orders I ⊆ I′, a diagram (X ′
i)i∈I′ ⊆ Ind(C) equipped with a natural transformation Xi → X ′

i

and a Kripke model (X ′
i → S)i such that Xi → X ′

i → S = Xi → S. Moreover, if 0 ∈ I is initial

and X0 → S is a model, then we can take X0 = X ′
0.

Proof. As a preliminary remark, we note that filtered limits of locally linear compact ordered

spaces are also locally linear, so that S : Ind(C)op → KOrd is locally linear if S is.

In order to ensure that (Xi → S)i∈I is a Kripke model, we need to be able to solve two kinds

of problems:

(Existential problems.) For every i ∈ I and for every lax commutative square as on the left (with

n,m ∈ C), there is a way of completing it as on the right.

Xi S

n m

≥

Xi S

n m

≥

(Universal problems.) For every i ∈ I and for every lax commutative square as on the left (with

n,m ∈ C), there is some j ≥ i and a way of completing the diagram as on the right.

Xi S

n m

≤

S

Xi Xj

n m

≤

We will apply Lemma 7.1 as in the proof of Gödel’s completeness theorem. The objects of our

category D are the linear orders I equipped with an I-indexed diagram (Xi)i ⊆ Ind(C) and an

oplax cocone (Xi → S)i. The morphisms from (I, (Xi)i) to (J, (Yj)j) are the order-preserving maps

f : I→ J equipped with a natural transformation Xi → Yf(i) such that Xi → S = Xi → Yf(i) → S .

The linear colimits in D are computed as follows. Let (Ik, Xk)k be a linear diagram in D. Let

J = colimk Ik. Each j ∈ J can be written as j = (Ik → J)(i) for some k and some i ∈ Ik, and we

define Yj = colimk′≥k(Xk′)(Ik→Ik′ )(i). Then colimk(Ik, Xk)k = (J, Y ).

Given (I, X) ∈ D, define EU(I, X) to be the set of existential and universal problems as

presented above. This produces a functor EU: D → Set and it preserves linear colimits. Let

S(I, X) ⊆ EU(I, X) be the subset of existential and universal problems having a solution. We

must prove that this is a subfunctor. Let (I, X) → (J, Y ) be a morphism in D with underlying

order-preserving map f : I → J. Given a solvable existential problem for (I, X) as below on the

left, its image is a solvable existential problem as illustrated below on the right.

Xi S

n m

≥

Yf(i) S

Xi

n m

≥

The same goes for universal problems: the image of a solvable universal problem illustrated

below on the left is also a solvable universal problem.

S

Xi Xj

n m

≤

S

Yf(i) Yf(j)

Xi Xj

n m

≤

38



In order to apply Lemma 7.1, we need to show that for each (I, X) ∈ D and for each existential

or universal problem, there is some morphism (I, X)→ (J, Y ) sending the problem to one with a

solution.

Existential problems. Suppose we have an existential problem as below.

Xi S

n m

≥

Take J = I, Yk = Xk if k < i and Yk = Xk ⊔n m if k ≥ i, with the obvious connecting

morphism (I, X) → (J, Y ). We want to build an oplax cocone Yk → S for k ≥ i such that

Xk → Yk → S = Xk → S and such that m → S ≤ m → Yi → S . In order to do so, we will use

compactness: we are looking for a point in the compact space
∏

k≥i S(Yk) satisfying a collection

of closed conditions. So we must show that for each finite family of these conditions, there is a

point satisfying them. Each finite family of conditions impacts only finitely many of the Yk, so

we are reduced to showing the statement when I is finite and i is the minimal element. Suppose

I = {0, 1, . . . , t} with i = 0. We will define Yk → S inductively. The strong interpolation property

of S and the interpolation extension principle allow us to find some Y0 → S factoring X0 → S

and such that m→ S ≤ m→ Y0 → S . We now want to define Y1 → S , and we find ourselves in a

similar situation, having replaced the cocartesian square (n,m,X0, Y0) by the cocartesian square

(X0, Y0, X1, Y1). We can continue the induction.

...
...

X1 Y1 S

X0 Y0

n m

≥

≥

Universal problems. Suppose we have a universal problem as below.

Xi S

n m

≤

We will first reduce the problem to the case where n→ m → S 6≥ n → Xk → S for all k > i.

In order to do so, consider the set A of all j ∈ I which are either below i or such that n → m →

S ≥ n→ Xj → S . Define XA = colimj∈AXj and build the map XA → S as in Lemma 10.2. We

then insert XA between A and I \ A in (Xk)k∈I. We have n → m → S ≥ n → XA → S and we

can replace i by A (a solution to the universal problem for A implies a solution for i). But for all

k 6∈ A, we don’t have n→ m→ S ≥ n→ Xk → S .

Now, we will suppose that n→ m→ S 6≥ n→ Xk → S for all k > i. (Actually, it implies that

n→ m→ S < n→ Xk → S by local linearity of S , but we don’t need that now.) First, define J

as I ⊎ {i′}, where i′ is an element added just after i. Define

Yk =






Xk if k ≤ i,

Xi ⊔n m if k = i′,

Xk ⊔n m if k > i′.

We leave out the description of the morphism (I, X)→ (J, Y ), it is the obvious one associated
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to the canonical inclusion I →֒ J. We still need to define the morphisms Yk → S for k ≥ i′. The

morphism Yi′ = Xi ⊔n m → S is chosen using the strong interpolation property of S and the

interpolation extension principle, as in the following diagram.

S

Xi Xi ⊔n m

n m

≥

This will ensure that the image of our universal problem in (J, Y ) has a solution. After that,

we use the same technique as for existential problems to show that we can choose the morphisms

Yk → S for k > i′. Thanks to compactness, we can suppose that the set of k > i′ is finite. Let j

be the successor of i′. Since Xi → Xj → S ≥ Xi → S and Xi → Yi′ → S ≥ Xi → S , and thanks

to the local linearity of S , the morphisms Xi → Xj → S and Xi → Yi′ → S are comparable.

But we cannot have Xi → Yi′ → S ≥ Xi → Xj → S . Indeed, precomposing with n → Xi,

we would find that n → Xi → Yi′ → S = n → m → Yi′ → S = n → m → S is greater than

n → Xi → Xj → S = n → Xj → S . But we supposed that n → m → S 6≥ n → Xj → S for all

j > i. We conclude that Xi → Yi′ → S < Xi → Xj → S .

Xj S

Xi Yi′

≥

Thanks to the strong interpolation property of S and the interpolation extension principle, we

can complete the diagram as below.

S

Xj Yj

Xi Yi′

≥

At this point, we have Xj → Yj → S = Xj → S ≤ Xj → Xj+1 → S , where j + 1 is the

successor of j, so that we can continue to factor Xj+1 → S as Xj+1 → Yj+1 → S inductively.

Finally, we can apply Lemma 7.1 to the functors S ⊆ EU and conclude the proof.

Notice that we used only once in the proof above the hypothesis that S is locally linear.

12.2 Constant domain

In this subsection, we add the co-Frobenius rule to intuitionistic logic, which goes as follows:

∀x : (φ(y) ∨ ψ(x, y)) = φ(y) ∨ ∀x : ψ(x, y).

This is the order-dual of the Frobenius law, and on the topological side, the corresponding axiom

is that of co-boundedness. A C-adic compact ordered space S is co-bounded if all the diagrams

like the one on the left can be completed as on the right, where n,m ∈ C.

S

n m

≤ x

S

n m

x≤

The boundedness axiom Int1∗ of C-adic compact ordered spaces is obtained by reversing the

direction of the inequalities above.
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A Kripke model F : I → Modω(S) of a C-adic space S has constant domain if the composite

I→ Modω(S)→ Ind(C) is constant. This means that we have an ind-object X ∈ Ind(C) and a

family of elements (xi)i∈I ⊆ S(X) with xi ≤ xj if i ≤ j, such that each time we have a diagram

as one in the left column below, we can complete it as in the diagram on its right.

X S

n m

xi

≥
X S

n m

xi

≥

X S

n m

xi

≤
X S

n m

xi

xj
≤

Co-boundedness and constant domain models are closely related: if F has constant domain,

then F̃ : Cop → Poset is co-bounded; in fact, one may even show that, if C has finite coproducts,

then the converse is true, but we will not need this fact. We will now show that constant domain

models give a complete semantics for co-bounded compact ordered spaces.

In the following proposition and in its proof, a (rooted) tree will be a poset I such that ↓i is

linearly ordered for each i ∈ I and such that I has a minimal element that we call its root. A

sub-tree will be a non-empty sub-poset J ⊆ I such that ↓j ⊆ J for all j ∈ J. Below, when I is

a tree and S is a poset, by an order-respecting family (xi)i∈I ⊆ S, we mean an order preserving

function I→ S whose value at i is xi.

Proposition 12.2. Let S be a co-bounded C-adic compact ordered space. Let X ∈ Ind(C), let I

be a tree and let (xi)i∈I ⊆ S(X) be an order-respecting family. Then we can complete (xi)i∈I into

a model in the following sense. There is a morphism X → Y in Ind(C), a tree J containing I

as a sub-tree, and a constant domain model (yj)j∈J ⊆ S(Y ) such that for all i ∈ I ⊆ J, we have

X →xi S = X → Y →yi S.

Proof. We will apply Lemma 7.1 again. We have two kinds of problems to solve.

Suppose we have the following configuration.

X S

n m

xi

≥

We can complete the diagram as below, thanks to the interpolation extension principle.

S

X X ′

n m

xi

a

≥

We then look for an order-respecting family (x′
j)j∈I ⊆ S(X

′) such that x′
i = a and such that

X →xj S = X → X ′ →x′
j S for all j ∈ I. Thanks to compactness, it is enough to show that

it is possible for all finite subsets of I. We can define x′
j for j < i inductively by using the co-

boundedness hypothesis and the linearity of ↓i. After that, we use the boundedness axiom of S

(Int2∗) to define x′
j for all j, again thanks to the tree structure of I. This solves problems of the

first kind.

For the problems of the second kind, suppose we have a diagram as below.

X S

n m

xi

≤
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Thanks to the interpolation extension principle, we complete our diagram as below.

S

X X ′

n m

xi

a

≤

We define J as I with an additional point i′ above i and incomparable with any point not below

i. We define x′
i′ = a and using the same method as above, we extend this to an order-respecting

family (x′
j)j∈J ⊆ S(X

′) such that X →xj S = X → X ′ →x′
j S for all j ∈ I. This solves problems

of the second kind, and we can apply Lemma 7.1 to conclude.

12.3 Gödel-Dummett logic

We now combine the two previous axioms. A polyadic compact ordered space S is Gödel-Dummett

if it is both locally linear and co-bounded. On the algebraic side, we add the linearity and

coFrobenius axioms. AGödel-Dummett model of S is a linearly ordered Kripke model with constant

domain. More explicitly, it is an ind-object X of C and an increasing linear sequence (xi)i∈I ⊆

S(X) such that:

(i) Each lax diagram as below on the left can be completed as below on the right.

S m

X n

≥xi

S m

X n

xi ≥

(ii) Each lax diagram as below on the left can be completed as below on the right.

S m

X n

≤xi

S m

X n

xi
xj≤

This semantics is complete for Gödel-Dummett polyadic compact ordered spaces.

Proposition 12.3. Let S be a Gödel-Dummett C-adic compact ordered space. Let X ∈ Ind(C)

and let (xi)i∈I ⊆ S(X) be an increasing sequence. Then there exists a Gödel-Dummett model

(yi)i∈I′ ⊆ S(Y ) with I ⊆ I′ and a morphism X → Y such that xi is X → Y →yi S for all i ∈ I.

If I has a minimal element 0, it is possible to preserve it in I′.

Proof. We will again use the method of diagrams and apply Lemma 7.1. Suppose we have a

configuration as below.

S m

X n

≥xi

Thanks to the interpolation extension principle, we can complete the diagram as follows for

some X ′ and x′
i ∈ S(X

′).

S

X ′ m

X n

x′
i

xi

≥

Tanks to the boundedness of S , and thanks to the interpolation extension principle, we can

define x′
j ∈ S(X

′) for j > i such that xj = X → X ′ →x′
j S . Symmetrically for j < i. (We also
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use compactness to reduce to the case where I is finite.) Thus situations of the first kind can be

solved.

Suppose now we have a configuration as below.

S m

X n

≤xi

We can complete it as below thanks to the interpolation property and boundedness of S .

S

X ′ m

X n

x′

xi ≤

Once again, we use compactness to reduce to the case where I is finite. We define I′ as I with

one point p added above all the j ∈ I such that xj ≤ X → X ′ →x′

S . We define x′
p = x′. Using

the co-boundedness of S , we define x′
j ∈ S(X

′) for j < p such that xj = X → X ′ →x′
j S . For all

j > p, we have xj > X → X ′ →x′

S since S is locally linear. So we can define x′
j ∈ S(X

′) such

that xj = X → X ′ →x′
j S thanks to the boundedness of S . This solves situations of the second

kind.

We can now apply Lemma 7.1 and it proves the proposition.
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