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The Answer to Baggett’s Problem is Affirmative

Xingde Dai

Dedicated to Yuan Qing Lan

Abstract

Let ψ be a Parceval wavelet in L2(R) with the space of negative dilates V (ψ). The
intersection of the dilates V (ψ) is the zero space. In other words, we have

⋂

n∈Z

D
nspan{D-m

T
ℓ
ψ | m ≥ 0, m, ℓ ∈ Z} = {0}.

1. Introduction

Denote L2(R) as H. Let B(H) denote the space of bounded linear operators
acting on H. Let T , D and F be the translation, dilation and Fourier transform
operators defined as follows. For f ∈ H,

(Tf)(t) = f(t− 1).

(Df)(t) =
√
2f(2t).

(Ff)(s) = f̂(s) =
1√
2π

∫

R

e−itsf(t)dt.

The operators T , D and F are unitary operators. We have (F−1f)(t) = f̌(s) =
1√
2π

∫
R
eistf(t)dt. For A in B(H), let Â ≡ FAF−1. We have FA = FAF−1F =

ÂF . The operator T̂ is the multiplication operator Me−is which maps f(s) to

e−isf(s), f ∈ H. Also D̂n = D−n, n ∈ Z. see [4]
A set {~xn | n ∈ J} in H is a normalized tight frame for H if for each ~x ∈ H

‖~x‖2 =
∑

n∈J

|〈~x, ~xn〉|2.

Here the index set J is countable infinite. An orthonormal basis forH is a normalized
tight frame for H, and not vice versa.

A function ψ ∈ L2(R) is called a Parseval wavelet if the set {DmT ℓψ | (m, ℓ) ∈
Z2} forms a normalized tight frame for L2(R). In addition, if the set {DnT ℓψ |
(n, ℓ) ∈ Z2} is orthogonal, then ψ must be a unit vector and it is an orthonormal
wavelet. For ~x ∈ L2(R), we will use notation V (~x) as

V (~x) ≡ span{D-mT ℓx | m ∈ Z,m ≥ 0, ℓ ∈ Z}.
Some authors called V (~x) the space of negative dilates. [3]

In 1999 Larry Baggett asked the following question.

Question 1.1. (Baggett, 1999) Let ψ ∈ L2(R) be a Parseval wavelet. Is the
following Equation (1.1) holds?

⋂

n∈Z

Dn (V (ψ)) = {0}.(1.1)
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An affirmative answer to the Question 1.1 implies that every Parseval wavelet
is associated with the general multiresolution analysis (GMRA). The concept of
GMRA is introduced by Baggett, Medina and Merril [1] as a natural generalization
to the concept multiresolution analysis (MRA). The question 1.1 is posted as an
open question in [2].

In this paper we prove that the answer to Baggett’s question is “Yes”. Our
reasoning is for L2(R) case. However, the idea for the proof works for the general
case L2(Rd).

2. Proof

A sequence {~xn | n ∈ J} in a (separable) Hilbert space (Banach space) X is
called a Schauder basis of X if for every ~x ∈ X there is a unique sequence of scalars
{an | n ∈ J} so that

~x =
∑

n∈J

an~xn.

The convergence is in the norm of X. We will call the set of numbers {an | n ∈ J}
the basis coefficients associated with ~x. In addition, if for an arbitrary permutation
π of J we have

~x =
∑

n∈J

aπ(n)~xπ(n),

we will call the above Schauder basis an unconditional basis. An orthonormal
basis of a Hilbert space is an unconditional basis. Let ι be a isomorphism (hence
continuous, by the Open mapping theorem) from a Hilbert space X onto a Hilbert
space Y and let {~xn | n ∈ J} be an orthonormal basis of X. Since the isomorphism ι

maps a cauchy sequence in X to a cauchy sequence in Y, the sequence {~yn ≡ ι(~xn) |
n ∈ J} is an unconditional basis in Y. Let {~xn | n ∈ J} be a Schauder basis of a
Hilbert space X. Then there exist corresponding linear functionals ~x∗n, n ∈ J in X∗

so that

x∗n(~xm) = δn,m, n,m ∈ J.

The notation δ is the Kronecker delta. Let H = L2(R) with an orthonormal wavelet
η. We will view the orthonormal basis {DjT ℓη | (j, ℓ) ∈ Z2}, since it is an uncon-
ditional basis as {~en | n ∈ J} for J = Z2 in one stream. For the basis, we refer [7]
to the reader.

We will need the followsing Lemma 2.1 by Han and Larson.

Lemma 2.1. (Han,Larson [6]) Let {~xn | n ∈ J} be a normalized tight frame for
H. Then there exists a Hilbert space M with a normalized tight frame {~mn | n ∈ J}
for M such that the set {~mn ⊕ ~xn | n ∈ J} forms an orthonormal basis for M⊕H.

In above Lemma 2.1 if the set {~xn | n ∈ J} is an orthonormal basis for H, then
M is a 0 space and {~mn | n ∈ J} is the set of zero vectors.

Let ψ be a given Parseval wavelet for H = L2(R). By Lemma 2.1 there exists a
separable Hilbert space M with a normalozed tight frame {~mn,ℓ | (n, ℓ) ∈ Z2} such
that the set

{~mn,ℓ ⊕DnT ℓψ | (n, ℓ) ∈ Z
2}
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forms an orthonormal basis for M ⊕ H. Denote ~en,ℓ ≡ ~mn,ℓ ⊕DnT ℓψ. Let ~x ∈ H.
We have

0⊕ ~x =
∑

n,ℓ∈Z

〈0 ⊕ ~x, ~mn,ℓ ⊕DnT ℓψ〉~en,ℓ

=
∑

n,ℓ∈Z

〈~x,DnT ℓψ〉 (0⊕DnT ℓψ)

= 0⊕


 ∑

n,ℓ∈Z

〈~x,DnT ℓψ〉DnT ℓψ


 .

So, we have the well known equation,

~x =
∑

n,ℓ∈Z

〈~x,DnT ℓψ〉DnT ℓψ, ∀~x ∈ H.(2.1)

This is equivalent to the definition of the Parceval wavelet.

Let η be the function defined as

η̂ =
1√
2π
χ

[−2π,−π]∪[π,2π]
,

where χ is the characteristic function. It is well known that the set {DnT ℓη |
(n, ℓ) ∈ Z2} is an orthonormal basis of L2(R). The function η is the Littlewood-
Paley wavelet. An element ~x ∈ L2(R) is in the form ~x =

∑
n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓη.
Define a mapping U : H → M⊕H as

U~x = U




∑

n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓη


 ≡

∑

n,ℓ∈Z

〈~x,DnT ℓη〉~en,ℓ

=
∑

n,ℓ∈Z

〈~x,DnT ℓη〉(~mn,ℓ ⊕DnT ℓψ).

The operator U maps the orthonormal basis {DnT ℓη | (n, ℓ) ∈ Z2} of H to the
orthonormal basis {~en,ℓ | (n, ℓ) ∈ Z2} = {~mn,ℓ ⊕DnT ℓψ | (n, ℓ) ∈ Z2} of M ⊕ H.
This is a unitary operator. Let P be the orthogonal projection from M⊕H to the
subspace 0⊕H. Let I0 denote the mapping sending 0⊕f in 0⊕H to f in H. Define
the operator Ξ as

Ξ = I0PU.(2.2)

The operator Ξ is a bounded linear operator, i.e Ξ ∈ B(H). We have

Ξ(~x) = Ξ


 ∑

n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓη




= I0P


U

∑

n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓη




= I0


P

∑

n,ℓ∈Z

〈~x,DnT ℓη〉 (~mn,ℓ ⊕DnT ℓψ)



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= I0
∑

n,ℓ∈Z

〈~x,DnT ℓη〉 (0⊕DnT ℓψ)

=
∑

n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓψ.

We obtain

Ξ




∑

n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓη


 =

∑

n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓψ.(2.3)

By Equation (2.3) when ~x = η, we have Ξ(η) = ψ. When ~x = DnT ℓη, we have

Ξ(DnT ℓη) = DnT ℓψ = DnT ℓΞ(η), ∀(n, ℓ) ∈ Z
2.(2.4)

The operator Ξ commute with the unitary system {DnT ℓ | (n, ℓ) ∈ Z2} at the point
η. The collection of all operator with this properties is called the point commutant
at η, which is denoted as Cη(D,T ) in [4]. Ξ ∈ Cη(D,T ). Also (ΞD)DnT ℓη =
ΞDn+1T ℓη = Dn+1T ℓΞη = (DΞ)DnT ℓη. Since {DnT ℓη} is an orthonormal basis,
so we have

DΞ = ΞD and D−1Ξ = ΞD−1.(2.5)

Let ~y be an arbitrarily given element in H. Let ~x = Ξ∗~y. Then

Ξ(~x) =
∑

n,ℓ∈Z

〈~x,DnT ℓη〉DnT ℓψ

=
∑

n,ℓ∈Z

〈Ξ∗~y,DnT ℓη〉DnT ℓψ

=
∑

n,ℓ∈Z

〈~y,ΞDnT ℓη〉DnT ℓψ

=
∑

n,ℓ∈Z

〈~y,DnT ℓψ〉DnT ℓψ

= ~y,

by Equation (2.1). So Ξ is surjective.

Ξ(H) = H.(2.6)

By the Open mapping theorem the operator Ξ is an open mapping.
Denote the kernel of Ξ as N and denote the orthogonal projection to N as Q.

Denote the orthogonal complement of N as K ≡ N⊥ and denote the projection
to K as Q⊥. It is clear that Q2 = Q and (Q⊥)2 = Q⊥. We have K = N⊥ =
Q⊥H = Q⊥L2(R). By the Open mapping theorem, the operator Ξ|K is a continuous
isomorphism from K onto H. We denote Ξ|K as ι and denote its inverse as κ.

K = Q⊥
H.

H = N ⊕K = N ⊕Q⊥
H.

ι = Ξ|K : K → H.

κ = ι−1 : H → K.
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For n ∈ Z, we denote the closed linear span of the orthonormal set {DnT ℓη |
ℓ ∈ Z} as Wn. Notice that D is a unitary operator, we have

Wn = span{DnT ℓη | ℓ ∈ Z} = DnW0.

Since η is an orthogonal wavelet, the subspaces {Wn | n ∈ Z} are mutually orthog-
onal to each other. Let

Vn = span{DjT ℓη | j ∈ Z, j ≤ n; ℓ ∈ Z}.
We have

V0 = V (η) =
⊕

j≤0,j∈Z

Wj ,

Vn = DnV0 =
⊕

j≤n,j∈Z

Wj ,

and

· · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ · · · .
N,K are subspaces of H. In Lemma 2.2 we will discuss relations of D with

N,N⊥, Q, ι and κ.

Lemma 2.2. (1) DN = N .
(2) DN⊥ = N⊥ or DK = K.
(3) DQ = QD.
(4) DQ⊥ = Q⊥D.
(5) Dι = ιD.
(6) Dκ = κD.

Proof. (1). Let ~x ∈ N . Then Ξ(D~x) = D(Ξ~x) = 0, and Ξ(D−1~x) =
D−1(Ξ~x) = 0. So D~x ∈ N and D−1~x ∈ N . We have DN = N .

(2) Let ~y ∈ K ⊂ H. Then ~y ∈ K iff ~y ⊥ N. Consider D~y and ~x ∈ N ,

〈D~y, ~x〉 = 〈~y,D∗~x〉 = 〈~y,D−1~x〉 = 0,

since ~y ∈ K by assumption and D−1~x ∈ N by (1). So D~y ⊥ N , or D~y ∈ K,
DK ⊂ K. When we replace D~y by D−1~y(= D∗~y), the above reasoning will show
that D−1K ⊂ K, which equivalent to K ⊂ DK. So we have DK = K.

(3) Let ~x ∈ H. Then ~x = f + g for f = Q~x and g = Q⊥~x. So Qg = 0, Qf = f .
So

DQ~x = Df.

Notice that Df ∈ DN = N and Dg ∈ DN⊥ = N⊥ = K. We have QDg = 0 and
QDf = Df .

QD~x = Q (Df +Dg) = QDf = Df = DQ~x.

So, DQ = QD.
(4) Similar as (3).
(5) By (4)

Dι = DΞQ⊥ = ΞDQ⊥ = ΞQ⊥D = ιD.

(6) By (5) we have Dι = ιD. This is true iff (Dι)−1 = (ιD)−1 iff ι−1D−1 =
D−1ι−1 iff Dκ = κD.

�
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Consider the subspace W0 of H. It is infinite dimensional. We have

W0 = QW0 ⊕Q⊥W0.

Lemma 2.3.

Q⊥W0 6= {0}.(2.7)

Proof. We prove by contradiction. Assume Q⊥W0 = {0}. This implies that

W0 ⊂ QW0 ⊂ N.

So, for n ∈ Z,

Wn = DnW0 ⊂ DnQW0 ⊂ QDnW0 = QWn ⊂ N.

This implies that H ⊂ N , or

Ξ(H) = {0}.
A contradiction to Equation (2.6).

�

Let

{~a0,i | i ∈ J1} and {~b0,i | i ∈ J2}
be orthonormal base for QW0 and Q⊥W0, respectively. Here J1 and J2 are subset
of N, the counting numbers. By Lemma 2.3 J2 6= ∅. Consider the disjoint union

{~a0,i | i ∈ J1} ∪ {~b0,i | i ∈ J2}. This is a countably infinite set since W0 is infinite
dimensional. Also, this is an orthonormal set. We reorder it and write it as

{~λ0,i | i ∈ N} = {~a0,i | i ∈ J1} ∪ {~b0,i | i ∈ J2}.
For a point ~x ∈W0,

~x = Q~x+Q⊥~x

=
∑

i∈J1

〈Q~x,~a0,i〉~a0,i +
∑

i∈J2

〈Q⊥~x,~b0,i〉~b0,i

=
∑

i∈J1

〈~x,~a0,i〉~a0,i +
∑

i∈J2

〈~x,~b0,i〉~b0,i.

Thus

~x =
∑

i∈J1

〈~x,~a0,i〉~a0,i +
∑

i∈J2

〈~x,~b0,i〉~b0,i =
∑

i∈N

〈~x,~λ0,i〉~λ0,i.

So the set {~λ0,i | i ∈ N} is an orthonormal basis for W0. This follows that the set

Dj{~λ0,i | i ∈ N} is an orthonormal basis for Wj = DjW0. Define

~aj,i ≡ Dj~a0,i, j ∈ Z, i ∈ J1.

~bj,i ≡ Dj~b0,i, j ∈ Z, i ∈ J2.

~λj,i ≡ Dj~λ0,i, j ∈ Z, i ∈ N.

Define

Λ = {~bj,i | j ∈ Z, i ∈ J2}.
Φ = {~λj,i | j ∈ Z, i ∈ N}.
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It is clear that

~aj,i ∈ QWj , j ∈ Z, i ∈ J1.

~bj,i ∈ Q⊥Wj , j ∈ Z, i ∈ J2.

~λj,i ∈Wj , j ∈ Z, i ∈ N.

Since Dj is a unitary operator, and the spaces Wj are mutually orthogonal and
sum to H, the set Φ is an orthonormal basis for H. For a point ~x ∈ H, we have

~x =
∑

j∈Z,i∈J1

〈~x,~aj,i〉~aj,i +
∑

j∈Z,i∈J2

〈~x,~bj,i〉~bj,i =
∑

j∈Z,i∈N

〈~x,~λj,i〉~λj,i.(2.8)

Let ~x ∈ K, we have 〈~x,~aj,i〉 = 0. By the above Equation (2.8), we have

~x =
∑

j∈Z,i∈J2

〈~x,~bj,i〉~bj,i, ∀~x ∈ K.

The set Λ = {~bj,i | j ∈ Z, i ∈ J2} is an orthonormal basis for K.
It is also clear that

Lemma 2.4. Let ~x ∈ Vn. Then

~x =
∑

j≤n,i∈N

〈~x,~λj,i〉~λj,i =
∑

j≤n,i∈J1

〈~x,~aj,i〉~aj,i +
∑

j≤n,i∈J2

〈~x,~bj,i〉~bj,i(2.9)

Define

σj,i = ι(~bj,i), j ∈ Z, i ∈ J2.

Θ = {σj,i | j ∈ Z, i ∈ J2}.
It is clear that

Ξ(~bj,i) = Ξ|K(~bj,i) = ι(~bj,i) = σj,i, j ∈ Z, i ∈ J2.(2.10)

Notice that ι is an continuous isomorphism from K to H, the set Θ = ι(Λ), and Λ is
an orthonormal basis of K. The set Θ is an unconditional basis for H. An element
~y ∈ H has the form

~y =
∑

j∈Z,i∈J2

βj,iσj,i.

Lemma 2.5. Let ~y ∈ Ξ(Vn) Then ~y has the form

~y =
∑

j≤n,i∈J2

βj,iσj,i.(2.11)

Other words, for the dual basis σ∗
j,i, we have

σ∗
j,i(~y) = 0, ∀j > n and i ∈ J2.

Proof. Assume ~y = Ξ(~x) for some ~x ∈ Vn. By Equation (2.9),

~x =
∑

j≤n,i∈J1

〈~x,~aj,i〉~aj,i +
∑

j≤n,i∈J2

〈~x,~bj,i〉~bj,i.

Notice that the elements ~aj,i, j ∈ Z, i ∈ J1 are in the kernel of Ξ,

~y = Ξ




∑

j≤n,i∈J1

〈~x,~aj,i〉~aj,i +
∑

j≤n,i∈J2

〈~x,~bj,i〉~bj,i



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= Ξ




∑

j≤n,i∈J2

〈~x,~bj,i〉~bj,i




=
∑

j≤n,i∈J2

〈~x,~bj,i〉 Ξ
(
~bj,i

)

=
∑

j≤n,i∈J2

〈~x,~bj,i〉 σj,i,

by Equation (2.10). We have

~y =
∑

j≤n,i∈J2

〈~x,~bj,i〉 σj,i.

Since {σj,i} is a unconditional basis for H, the coefficients βj,i for ~y are unique.

βj,i = 〈~x,~bj,i〉, j ≤ n. Also βj,i = 0 when j > n.
�

Next we have

Lemma 2.6.
⋂

n∈Z

Ξ(Vn) = {0}.(2.12)

Proof. Let ~y ∈ ⋂
n∈Z

Ξ(Vn). Then y ∈ Ξ(Vn) for each n ∈ Z. Notice that
{σj,i} is a Schauder basis for H,

~y =
∑

j∈Z,i∈J2

βj,iσj,i,

the coefficients {βj,i} are unique for ~y. Let βj,i be one of the coefficient for some
j ∈ Z, i ∈ J2. Let n = j − 1. Since ~y ∈ Ξ(Vn), and j > n, by Lemma 2.5 βj,i = 0.
This implies that ~y = 0.

�

We have

Lemma 2.7.

Ξ(V0) = Ξ(V0).(2.13)

Proof. Let ~y0 ∈ H\Ξ(V0). We will show that ~y0 is an exterior point of Ξ(V0).
It suffices to show that the distance from ~y0 to Ξ(V0) is positive. Notice that {σj,i}
is a Schauder basis for H. Let {σ∗

j,i} be the associated dual basis. We have

~y0 =
∑

j∈Z,i∈J2

γj,iσj,i,

for some coefficients γj,i. Since ~y0 in H but not in Ξ(V0), γj0,i0 6= 0 for some
j0 > 0, i0 ∈ J2. Let σ∗

j0,i0
be element in the dual basis with index j0, i0. Let ~y

be an element in Ξ(V0). By Lemma 2.5, σ∗
j0,i0

(~y) = 0 for each ~y ∈ Ξ(V0) but

σ∗
j0,i0

(~y0) = γj0,i0 6= 0.

|γj0,i0 | =
∣∣σ∗

j0,i0
(~y0 − ~y)

∣∣ ≤ ‖~σ∗
j0,i0

‖ · ‖~y0 − ~y‖.
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This implies

‖~y0 − ~y‖ ≥ |γj0,i0 |
‖σ∗

j0,i0
‖ > 0, ∀~y ∈ Ξ(V0).

So the open ball B(~y0, r) with r =
|γj0,i0 |

2‖σ∗

j0,i0
‖ must be disjoint with ~y ∈ Ξ(V0). So

Ξ(V0) is closed.
�

Now we will prove our conclusion in this paper. Since Ξ is linear, and by
Equation (2.4), we have

span{D-mT ℓψ | m ∈ Z,m ≥ 0, ℓ ∈ Z}
= span{D-mT ℓΞη | m ∈ Z,m ≥ 0, ℓ ∈ Z}
= Ξ

(
span{D-mT ℓη | m ∈ Z,m ≥ 0, ℓ ∈ Z}

)
.

This implies

V (ψ) = span{D-mT ℓψ | m ∈ Z,m ≥ 0, ℓ ∈ Z}
= Ξ(span{D-mT ℓη | m ∈ Z,m ≥ 0, ℓ ∈ Z})

⊆ Ξ
(
span{D-mT ℓη | m ∈ Z,m ≥ 0, ℓ ∈ Z}

)

= Ξ(V0).

Thus

V (ψ) ⊆ Ξ(V0).(2.14)

By Equation (2.13) we have

V (ψ) ⊆ Ξ(V0) = Ξ(V0).(2.15)

So for each n ∈ Z, DnV (ψ) ⊆ DnΞ(V0) = ΞDnV0 = Ξ(Vn).

DnV (ψ) ⊆ Ξ(Vn), ∀n ∈ Z.

Therefore, by Equation (2.12)
⋂

n∈Z

DnV (ψ) ⊆
⋂

n∈Z

Ξ(Vn) = {0}.

So, Equation (1.1) has been established.
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