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Mapping groups associated with real-valued
function spaces and direct limits of

Sobolev-Lie groups

Helge Glöckner and Luis Tárrega

Abstract

LetM be a compact smooth manifold of dimensionm (without bound-
ary) and G be a finite-dimensional Lie group, with Lie algebra g.
Let H>m

2 (M,G) be the group of all mappings γ : M → G which
are Hs for some s > m

2 . We show that H>m
2 (M,G) can be made

a regular Lie group in Milnor’s sense, modelled on the Silva space
H>m

2 (M, g) := lim
−→ s>m

2

Hs(M, g), such that

H>m
2 (M,G) = lim

−→ s>m
2

Hs(M,G)

as a Lie group (where Hs(M,G) is the Hilbert-Lie group of all G-
valued Hs-mappings on M). We also explain how the (known) Lie
group structure on Hs(M,G) can be obtained as a special case of a
general construction of Lie groups F(M,G), whenever function spaces
F(U,R) on open subsets U ⊆ R

m are given, subject to simple axioms.

Classification: 22E65 (primary); 22E67, 46A13, 46E35, 46M40

Key words: Sobolev space, Banach space-valued section functor, mapping
group, direct limit, pushforward, superposition operator, Nemytskij operator

1 Introduction and statement of results

Lie groups of mappings from a compact manifold M to a finite-dimensional
Lie group G form an important class of infinite-dimensional Lie groups, as
well as variants like gauge groups of principal G-bundles over M . See [29]
for more context, as well as the references at the end of this introduction.

In this article, we describe a general construction principle for Lie groups
of mappings when real-valued function spaces are given, satisfying suitable
axioms. We then study ascending unions of the constructed mapping groups,
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in the special case of Sobolev-Lie groups.

For fixed m ∈ N, consider a basis U of the topology of Rm satisfying suitable
properties (a “good collection of open sets” in the sense of Definition 2.6).
Suppose that, for each U ∈ U , an integral complete locally convex space
F(U,R) of bounded, continuous real-valued functions is given.1 Then an inte-
gral complete locally convex space F(U,E) of E-valued maps can be defined
in a natural way for each finite-dimensional real vector space E (see 3.1).
If four simple axioms (PF), (PB), (GL), and (MU) are satisfied, we say
that the family (F(U,R))U∈U is suitable for Lie theory (see Definition 3.3).
For each E as before, one can then define a locally convex space F(M,E)
of E-valued functions for each compact m-dimensional smooth manifold M
without boundary, see 5.4. We can also define a set F(M,N) of N -valued
functions on M , for each finite-dimensional smooth manifold N (see 5.1).
If N is a Lie group, we obtain (with terminology as in 2.5):

Proposition 1.1 Let U be a good collection of open subsets of Rm and

(F(U,R))U∈U be a family of integral complete locally convex spaces which is

suitable for Lie theory. Let M be a compact m-dimensional smooth manifold

without boundary and G be a finite-dimensional Lie group over K ∈ {R,C},
with Lie algebra g. Then F(M,G) can be made a K-analytic BCH-Lie group

whose Lie algebra can be identified with F(M, g), such that

F(M, expG) : F(M, g) → F(M,G), γ 7→ expG ◦ γ

is the exponential function of F(M,G).

Example 1.2 For m ∈ N and s > m
2
, we can apply Proposition 1.1 to

the Sobolev spaces F(U,R) := Hs(U,R) on bounded open subsets U ⊆ Rm

(see Section 7). We obtain Hilbert-Lie groups Hs(M,G) := F(M,G) with
properties as described in the proposition.

Also the following two examples can be treated (see [18]).

Example 1.3 For m ∈ N, k ∈ N0, and α ∈ ]0, 1], Proposition 1.1 can
be applied to the Banach spaces F(U,R) := Ck,α(U,R) of k times Hölder-
differentiable functions on bounded open subsets U ⊆ Rm (see [18]). This
yields Banach-Lie groups Ck,α(M,G) := F(M,G) with properties as de-
scribed in the proposition.

1We say that a locally convex space F is integral complete if the weak integral
∫
1

0
γ(t) dt

exists in F for each continuous map γ : [0, 1] → F . See [36] for a characterization.
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Example 1.4 For m = 1 and p ∈ [1,∞], Proposition 1.1 can be applied to
the Banach spaces F(U,R) := ACLp(U,R) of absolutely continuous functions
with Lp-derivatives on bounded open intervals U 6= ∅ in R (see [18]). For
M := S the unit circle, this yields Banach-Lie groups ACLp(S, G) := F(S, G)
with properties as described in the proposition.

We then study direct limits of the Hilbert-Lie groups Hs(M,G) as s ց s0
for some s0 ≥ m/2. Using terminology as in 2.5 and 8.6, we obtain:

Theorem 1.5 Let m ∈ N, s0 ≥ m
2
be a real number, M be a compact, m-

dimensional smooth manifold without boundary and G be a finite-dimensional

Lie group over K ∈ {R,C}, with Lie algebra g. Then

H>s0(M,G) :=
⋃

s>s0

Hs(M,G)

can be made a K-analytic BCH-Lie group over K whose Lie algebra can be

identified with the locally convex direct limit

H>s0(M, g) := lim
−→ s>s0

Hs(M, g),

such that H>s0(M, expG) : H
>s0(M, g) → H>s0(M,G), γ 7→ expG ◦ γ is the

exponential function of H>s0(M,G). The Lie group H>s0(M,G) is L∞
rc -

regular and C0-regular. Each compact subset of H>s0(M,G) is a compact

subset of Hs(M,G) for some s > s0. Moreover,

H>s0(M,G) = lim
−→ s>s0

Hs(M,G)

holds in each of the categories of topological spaces, topological groups, C∞
L
-

Lie groups for L ∈ {R,K}, and Cr
L
-manifolds for r ∈ N0 ∪ {∞}.

The Lie groups and manifolds we are referring to are Lie groups and mani-
folds modelled on locally convex spaces. The morphisms in the categories just
mentioned are continuous maps, continuous group homomorphisms, group
homomorphisms which are C∞

L
-maps, and Cr

L
-maps, respectively.

General background of the studies. Paradigmatic examples of mapping
groups are Lie groups Ck(M,G) of Ck-maps for k ∈ N0 ∪ {∞}, in particular
for k = ∞ (see [11, 25, 27, 28, 33]). Lie groups Hs(M,G) of Sobolev maps
with real exponent s > m/2 have also been considered. See [22] for the case
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of loop groups (i.e., when M is the unit circle S ⊆ C), using Fourier series for
the definition. For G a compact Lie group and (M, g) a compact Riemannian
manifold, Lie groups Hs(M,G) are constructed in [8, Theorem 1.2], referring
to [9, Appendix A] for details where some proofs rely on integer exponents.
A global approach using the Laplace operator of (M, g) is used there to de-
fine Sobolev spaces. For real s > m/2 and a finite-dimensional Lie group G,
Sobolev-Lie groups Hs(M,G) also occur in [32, (7), p. 395].

Related studies of manifold structures on Ck(M,N) for a finite-dimensional
smooth manifold N can be found, e.g., in [5, 21, 25]. Manifold structures on
Hs(M,N) for integers s > dim(M)/2 are studied in [5, p. 781] and [23]; the
possible generalization to real s is broached in [23, Appendix B].

We mention that [31] pursues an axiomatic approach to global analysis, start-
ing with the choice of a Banach space-valued section functor (see [31, §4]).2

Starting with function spaces on open subsets of Rm, as proposed in this
article, constitutes a complementary, more elementary approach.

Acknowledgements. The first author thanks Rafael Dahmen (now KIT
Karlsruhe) for discussions in the early stages of the project. The second au-
thor acknowledges the support of Universitat Jaume I (P1-1B2015-77 project
and E-2016-37 grant).

2 Preliminaries

We write N = {1, 2, . . .} and N0 = N ∪ {0}. A map between topological
spaces shall be called a topological embedding if it is a homeomorphism onto
its image. The word “vector space” refers to a real vector space, unless the
contrary is stated. A subset U of a K-vector space E over K ∈ {R,C} is
called balanced if zx ∈ U for all x ∈ U and z ∈ K with |z| ≤ 1. All locally
convex topological vector spaces are assumed Hausdorff. If (E, ‖ · ‖) is a
normed space, we let BE

r (x) := {y ∈ E : ‖y − x‖ < r} be the open ball of
radius r > 0 around x ∈ E. We shall use Ck-maps between open subsets of
locally convex spaces as introduced by Bastiani [1], and recall some concepts
for the reader’s convenience. For further information, see [10] and [19] (where
also the corresponding manifolds and Lie groups are discussed), or also [21]

2General Sobolev spaces occur in [31, §9], but an essential proof (of [31, Lemma 9.9])
presumes integer exponents.
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(for Fréchet modelling spaces) and [28] (for sequentially complete spaces). If
U ⊆ Rm is open and E a finite-dimensional vector space, we let C∞

c (U,E)
be the vector space of all compactly supported smooth functions γ : U → E.

2.1 Let E and F be locally convex spaces over K ∈ {R,C}, and U ⊆ E be
open. A mapping f : U → F is called C0

K
if it is continuous. We call f a

C1
K
-map if f is continuous, the directional derivative

df(x, y) := lim
z→0

1

z
(f(x+ zy)− f(x))

exists in E for all x ∈ U and y ∈ E (where z ∈ K \ {0} with x + zy ∈ U),
and df : U × E → F is continuous. Recursively, for k ∈ N we say that f is
Ck+1

K
if f is C1

K
and df is Ck

K
. If f is Ck

K
for all k ∈ N, then f is called C∞

K
.

The Ck
R
-maps are also referred to as Ck-maps. The C∞

R
-maps are also called

smooth. The C∞
C
-maps are also called complex analytic (or C-analytic); they

are continuous and given locally by pointwise convergent series of continuous
complex homogeneous polynomials (see [19, Corollary 2.1.9], cf. also Propo-
sition 5.5 and Theorem 3.1 in [3]), but we shall not use this fact. For each
C1

K
-map f : U → F and each x ∈ U , the map

f ′(x) : E → F, y 7→ df(x, y)

is K-linear.

2.2 Let E and F be real locally convex spaces and U ⊆ E be an open subset.
A function f : U → F is called real analytic (or R-analytic) if f admits a
complex analytic extension g : W → FC to an open subset W ⊆ EC (see [19,
Definition 2.2.2], also [10] and [28]).

The following fact is useful.

2.3 Let E and F be complex locally convex spaces and U ⊆ E be an open
subset. A function f : U → F is complex analytic if and only if f is C∞

R
and

f ′(x) : E → F is C-linear for each x ∈ U (see [19, Corollary 2.1.9], also [10]).

2.4 Cr
K
-manifolds modeled on a locally convex topological K-vector space E

for r ∈ N0 ∪ {∞} and K-analytic manifolds modelled on E can be defined
as expected, as well as tangent bundles and tangent maps; likewise C∞

K
-Lie

groups modelled on E and K-analytic Lie groups (see [19] and [29], also [2]
and [10]). When we speak about Lie groups or manifolds, they may always
have infinite dimension (unless the contrary is stated).
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By definition, a K-analytic diffeomorphism is an invertible K-analytic map
between K-analytic manifolds whose inverse is K-analytic. If V is an open
subset of a locally convex space E, we identify its tangent bundle with V ×E
as usual. If M is a C1-manifold and f : M → V a C1-map, we write df for
the second component of the tangent map Tf : TM → TV = V ×E.

See [19], [28], and [29] for basic concepts concerning infinite-dimensional Lie
groups (like the Lie algebra g := L(G) := TeG, the Lie algebra homomor-
phism L(f) := Te(f) associated with a smooth group homomorphism f and
the notion of an exponential function expG : g → G). See [19] for the next
concept (cf. also [11, 28]).

2.5 A K-analytic Lie group G is called a BCH-Lie group if it has an expo-
nential function expG which restricts to a K-analytic diffeomorphism from
an open zero-neighbourhood in the Lie algebra g of G onto an open identity-
neighbourhood in G.

Definition 2.6 Let m ∈ N. A set U of open subsets of Rm will be called a
good collection of open subsets if the following conditions are satisfied:

(a) U is a basis for the topology of Rm.

(b) If U ∈ U and K ⊆ U is a compact non-empty subset, then there exists
V ∈ U with compact closure V in Rm such that K ⊆ V and V ⊆ U .

(c) If U ⊆ Rm is an open set and W ∈ U is a relatively compact subset
of U , then there exists V ∈ U such that V is a relatively compact subset
of U and W ⊆ V .

(d) If φ : U → V is a C∞-diffeomorphism between open subsets U and V
of Rm and W ∈ U is a relatively compact subset of U , then φ(W ) ∈ U .

Example 2.7 The following are good collections of open subsets of Rm:

(a) The set of all open subsets of Rm, and the set of all open bounded
subsets;

(b) If m = 1, the set of all relatively compact, open intervals I 6= ∅ in R.

The simple verification is left to the reader.

Remark 2.8 In Appendix A, we show that also bounded open subsets U ⊆
Rm with C∞-boundary form a good collection of open sets. We shall not
use this fact here; but it might be useful for more complicated potential
examples, like Lp-Sobolev spaces for p 6= 2.

6



3 Axioms for function spaces

Fixm ∈ N. If U ⊆ Rm is an open subset, we let BC(U,R) be the vector space
of all bounded continuous functions f : U → R and make it a Banach space
using the supremum norm ‖ · ‖∞. Let U be a good collection of open subsets
of Rm. For U ∈ U , let a vector subspace F(U,R) of BC(U,R) be given;
assume that F(U,R) is equipped with an integral complete locally convex
vector topology making the inclusion F(U,R) → BC(U,R) continuous.

Given U ∈ U , we can then associate an integral complete locally convex space
F(U,E) to each finite-dimensional real vector space E:

3.1 If b1, . . . , bn is a basis for E, where n := dim(E), we define

F(U,E) :=
n∑

k=1

F(U,R)bk

and give it the locally vector topology making the map

F(U,R)n → F(U,E), (f1, . . . , fn) 7→
m∑

k=1

fkbk (1)

an isomorphism of topological vector spaces.

Note that F(U,E) and its topology are independent of the choice of basis.

3.2 If E = E1 ⊕ E2 with vector subspaces E1 and E2, we can choose a
basis b1, . . . , bk for E1 and a basis bk+1, . . . , bn for E2. We easily deduce
that F(U,E) = F(U,E1) ⊕ F(U,E2) as a topological vector space. For all
finite-dimensional vector spaces F1 and F2, we therefore have

F(U, F1 × F2) ∼= F(U, F1)×F(U, F2).

If W is an open subset of E, we let F(U,W ) be the set of all γ ∈ F(U,E)
such that γ(U) +Q ⊆W for some 0-neighbourhood Q ⊆ E.

Definition 3.3 We say that (F(U,R))U∈U as before is a family of locally

convex spaces suitable for Lie theory if the following axioms are satisfied for
all finite-dimensional real vector spaces E and F :

7



Pushforward Axiom (PF): For all U, V ∈ U such that V is relatively
compact in U and each smooth map f : U ×E → F , we have f∗(γ) :=
f ◦ (idV , γ|V ) ∈ F(V, F ) for all γ ∈ F(U,E) and the map

f∗ : F(U,E) → F(V, F ), γ 7→ f∗(γ)

is continuous.

Pullback Axiom (PB): Let U be an open subset of Rm and V,W ∈ U
such that W has a compact closure contained in U . Let Θ: U → V be
a C∞-diffeomorphism. Then γ ◦ Θ|W ∈ F(W,E) for all γ ∈ F(V,E)
and F(Θ|W , E) : F(V,E) → F(W,E), γ 7→ γ ◦ Θ|W is a continuous
map.

Globalization Axiom (GL): If U, V ∈ U with V ⊆ U and γ ∈ F(V,E)
has compact support, then the map γ̃ : U → E defined by γ̃(x) = γ(x)
if x ∈ V and γ̃(x) = 0 if x ∈ U \ supp(γ) is in F(U,E) and for each
compact subset K of V the map

eEU,V,K : FK(V,E) → F(U,E), γ 7→ γ̃

is continuous, where FK(V,E) := {γ ∈ F(V,E) : supp(γ) ⊆ K} is
endowed with the topology induced by F(V,E).

Multiplication Axiom (MU): If U ∈ U and h ∈ C∞
c (U,R), then hγ ∈

F(U,E) for all γ ∈ F(U,E) and the map

mE
h : F(U,E) → F(U,E), γ 7→ hγ

is continuous.

Remark 3.4 As the map in (1) is an isomorphism of topological vector
spaces, we see that Axioms (PB), (GL), and (MU) hold in general whenever
they hold for E := R. Likewise, Axiom (PF) holds in general whenever it
holds for F := R.

Remark 3.5 Concerning Axiom (MU), observe that if F(U,E) is a Fréchet
space and hγ ∈ F(U,E) for each γ ∈ F(U,E), then mE

h is continuous.

[The multiplication operator Mh : BC(U,E) → BC(U,E), γ 7→ hγ being
continuous, its graph graph(Mh) is closed in BC(U,E) × BC(U,E). As
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the inclusion map ι : F(U,E) → BC(U,E) is continuous, we deduce that
(ι× ι)−1(graph(Mh)) = graph(mE

h ) is closed in F(U,E)×F(U,E). The con-
tinuity of mE

h now follows from the Closed Graph Theorem. ]

Likewise, continuity of the linear map F(V,E) → F(W,E) in (PB) is auto-
matic if F(V,E) and F(W,E) are Fréchet spaces, using that the linear map
BC(V,E) → BC(W,E), γ 7→ γ ◦Θ|W is continuous with operator norm ≤ 1
(if we endow E with a norm defining its topology and spaces of bounded
continuous functions to E with the supremum norm).

Likewise, eEU,V,K is continuous in (GL) if FK(V,E) and F(U,E) are Fréchet
spaces. In fact, endowing BCK(V,E) := {γ ∈ BC(V,E) : supp(γ) ⊆ K}
with the supremum norm, the map BCK(V,E) → BC(U,E), γ 7→ γ̃ which
extends functions by 0 is a linear isometry.

4 Basic consequences of the axioms

Let m ∈ N, U be a good collection of subsets of Rm and (F(U,R))U∈U be a
family of locally convex spaces which is suitable for Lie theory. We record
consequences of the four axioms.

Lemma 4.1 Let E be a finite-dimensional real vector space and U,W ∈ U
such that W is relatively compact in U . Then γ|W ∈ F(W,E) holds for each
γ ∈ F(U,E) and the restriction map

rEW,U : F(U,E) → F(W,E), γ 7→ γ|W

is continuous.

Proof. We can take V := U and Θ := idU in Axiom (PB). ✷

Lemma 4.1 and Axiom (GL) imply:

Lemma 4.2 Let E be a finite-dimensional real vector space and U,W ∈ U
such that W is relatively compact in U . Let K ⊆W be compact. Then

rEW,U,K : FK(U,E) → FK(W,E), γ 7→ γ|W

is an isomorphism of topological vector spaces. �

Also the following maps are useful.
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Lemma 4.3 Let E and F be finite-dimensional vector spaces. Let U, V ∈ U
such that V is relatively compact in U , and Φ: E → F be a smooth map.

Then Φ ◦ γ|V ∈ F(V, F ) holds for each γ ∈ F(U,E) and the mapping

F(U,E) → F(V, F ), γ 7→ Φ ◦ γ|V is continuous.

Proof. Axiom (PF) applies to f : U ×E → F , (x, y) 7→ Φ(y). ✷

Definition 4.4 Let E be a finite-dimensional real vector space and U be an
open subset of Rm. We let Floc(U,E) be the set of all functions γ : U → E
with the following property: For each V ∈ U which is a relatively compact
subset of U , the restriction γ|V is in F(V,E).

Note that each γ ∈ Floc(U,E) is continuous, and that Floc(U,E) is a vector
subspace of EU . If U ∈ U , then F(U,E) ⊆ Floc(U,E), by Lemma 4.1. We
give Floc(U,E) the initial topology with respect to the restrictions maps

ρEV,U : Floc(U,E) → F(V,E), γ 7→ γ|V

for all V ∈ U which are relatively compact in U . As the restriction maps are
linear and separate points, Floc(U,E) is a Hausdorff locally convex space.

Lemma 4.5 Let E be a finite-dimensional vector space. If U and V are open

subsets of Rm such that V ⊆ U , then γ|V ∈ Floc(V,E) for each γ ∈ Floc(U,E)
and the restriction map

δEV,U : Floc(U,E) → Floc(V,E), γ 7→ γ|V

is continuous and linear.

Proof. Each W ∈ U which is relatively compact in V is also relatively
compact in U , whence (γ|V )|W = γ|W ∈ F(W,E) by definition of Floc(U,E).
Hence γ|V ∈ Floc(V,E). Since ρEW,V ◦ δEV,U = rEW,V ◦ ρEV,U is continuous for
each W , the map δEV,U is continuous. ✷

Lemma 4.6 Let E and F be finite-dimensional vector spaces and U be an

open subset of Rm. For each Φ ∈ C∞(E, F ), the assignment γ 7→ Φ ◦ γ
defines a continuous map Floc(U,Φ): Floc(U,E) → Floc(U, F ).

10



Proof. Let γ ∈ Floc(U,E). If V ∈ U is relatively compact in U , we have V ⊆
W for some W ∈ U which is relatively compact in U , by Definition 2.6 (c).
Since γ|W = ρEW,U(γ) ∈ F(W,E), we have Φ ◦ γ|V = Φ ◦ (γ|W )|V ∈ F(V, F ),
by Lemma 4.3. Thus Φ ◦ γ ∈ Floc(U, F ). For V and W as before, the map

hV : F(W,E) → F(V, F ), η 7→ Φ ◦ η|V

is continuous, by Lemma 4.3. Thus ρFV,U◦Floc(U,Φ) = hV ◦ρ
E
W,U is continuous.

The topology on Floc(U, F ) being initial with respect to the maps ρFV,U , we
deduce that Floc(U,Φ) is continuous. ✷

We also need the following variant.

Lemma 4.7 Let E and F be finite-dimensional vector spaces and U be an

open subset of Rm. Let Ψ: Q → F be a smooth function on an open subset

Q ⊆ E. Then Ψ◦γ ∈ Floc(U, F ) for each γ ∈ Floc(U,E) such that γ(U) ⊆ Q.

Proof. Let γ ∈ Floc(U,E) with γ(U) ⊆ Q. For each W ∈ U which is
relatively compact in U , there exists V ∈ U such that W ⊆ V and V is
relatively compact in U , by Definition 2.6 (c). Then γ|V ∈ F(V,E). The
image K := γ(V ) is a compact subset of Q. There exists ξ ∈ C∞

c (Q,R) such
that ξ|K = 1. We define Φ(y) := ξ(y)Ψ(y) for y ∈ Q and Φ(y) := 0 for
y ∈ E \K. Then Φ ∈ C∞(E, F ) and Φ(y) = Ψ(y) for each y ∈ γ(V ), whence
(Ψ◦γ)|W = Ψ◦(γ|W ) = Φ◦(γ|W ) = (Φ◦(γ|V ))|W ∈ F(W,F ) by Lemma 4.3.
Thus Ψ ◦ γ ∈ F(U, F ). ✷

Lemma 4.8 Let E be a finite-dimensional vector space, U and V be open

subsets of Rm and Θ: U → V be a C∞-diffeomorphism. Then γ ◦ Θ
∈ Floc(U,E) holds for all γ ∈ Floc(V,E). Moreover, the linear mapping

Floc(Θ, E) : Floc(V,E) → Floc(U,E), γ 7→ γ ◦Θ is continuous.

Proof. Let W ∈ U be relatively compact in U . By Definition 2.6 (c), there
exists P ∈ U such that P is compact andW ⊆ P ⊆ P ⊆ U . Then Q := Θ(P )
is a relatively compact subset of V and Q ∈ U by Definition 2.6 (d). Hence
γ|Q ∈ F(Q,E). By Axiom (PB), we have

(γ ◦Θ)|W = (γ|Q ◦Θ|QP )|W ∈ F(W,E).

Hence γ ◦ Θ ∈ Floc(U,E). By Axiom (PB), the map ρEW,U ◦ Floc(Θ, E) =

F((Θ|QP )|W , E) ◦ ρ
E
Q,V is continuous for each W (choosing P and Q for W as

before). Hence Floc(Θ, E) is continuous. ✷
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Lemma 4.9 Let E be a finite-dimensional vector space, U ∈ U and h ∈
C∞
c (U,R). Then hγ ∈ F(U,E) for all γ ∈ Floc(U,E) and the mapping

µEh : Floc(U,E) → F(U,E), γ 7→ hγ is continuous.

Proof. By Definition 2.6 (b), there exists V ∈ U with K := supp(h) ⊆
V such that V is relatively compact in U . Let γ ∈ Floc(U,E). Then
γ|V ∈ F(V,E). By Axiom (MU), (hγ)|V = h|V γ|V ∈ F(V,E), entail-
ing that (hγ)|V ∈ FK(V,E). Consequently, hγ = (h|V γ|V )̃ ∈ F(U,E)
and hγ = (eEU,V,K ◦ mE

h|V
◦ ρEV,U)(γ) ∈ F(U,E) depends continuously on

γ ∈ Floc(U,E) by continuity of ρEV,U , Axiom (MU), and Axiom (GL). ✷

Lemma 4.10 Let E be a finite-dimensional vector space, U1, . . . , Un be open

subsets of Rm and γj ∈ Floc(Uj, E) for j ∈ {1, . . . , n} such that

γj|Uj∩Uk
= γk|Uj∩Uk

for all j, k ∈ {1, . . . , n}.

If V ∈ U is relatively compact in U1 ∪ . . . ∪ Un, then γ ∈ F(V,E) holds for

the map γ : V → E defined piecewise via γ(x) := γj(x) for x ∈ V ∩ Uj.

Proof. By Definition 2.6 (c), we find W ∈ U which is relatively compact
in U1 ∪ · · · ∪ Un and contains V . Since U is a basis for the topology of Rm,
using the compactness of V we find W1, . . . ,Wℓ ∈ U with V ⊆

⋃ℓ
i=1Wi such

that, for each i ∈ {1, . . . , ℓ}, the set Wi is relatively compact in Uj(i) ∩W
for some j(i) ∈ {1, . . . , n}. Let h1, . . . , hℓ, h0 be a C∞-partition of unity on
R
m subordinate to W1, . . . ,Wℓ, R

m \ V . For each i ∈ {1, . . . , ℓ}, the support
Li := supp(hi) ⊆ Wi of hi in Rm is compact, as Wi is relatively compact
in Rm. Now γ can be written in the form

γ =
ℓ∑

i=1

((hi|Wi
γj(i)|Wi

)̃ )|V ,

where the tilde indicates the extension by 0 to an element of F(W,E). Thus
γ =

∑ℓ
i=1(r

E
V,W ◦ eEW,Wi,Li

◦mE
hi|Wi

◦ ρEWi,Uj(i)
)(γj(i)) ∈ F(V,E). ✷

Remark 4.11 Let E be the vector subspace of
∏n

j=1Floc(Uj , E) given by the
n-tuples (γ1, . . . , γn) such that γj|Uj∩Uk

= γk|Uj∩Uk
for all j, k ∈ {1, . . . , n}.

Endow E with the topology induced by
∏n

k=1Floc(Uk, E). The final formula
of the preceding proof shows that the linear map

glue : E → F(V,E), (γ1, . . . , γn) 7→ γ

(with γ as in Lemma 4.10) is continuous.
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5 Associated function spaces on manifolds

Let m, U and (F(U,R))U∈U be as in the preceding section.

Definition 5.1 LetM be a compact smooth manifold of dimensionm andN
a smooth manifold of dimension n, both without boundary. We let F(M,N)
be the set of all functions γ : M → N with the following property: For each
x ∈ M , there exists a chart φ : M ⊇ Uφ → Vφ ⊆ Rm of M with Vφ ∈ U and
a chart ψ : N ⊇ Uψ → Vψ ⊆ Rn of N such that x ∈ Uφ, γ(Uφ) ⊆ Uψ, and
ψ ◦ γ ◦ φ−1 ∈ F(Vφ,R

n).

Since ψ ◦ γ ◦φ−1 is continuous, γ|Uφ
is continuous in the preceding situation.

Hence each γ ∈ F(M,N) is continuous.

Lemma 5.2 Let M be an m-dimensional compact smooth manifold, N be

a smooth manifold of dimension n and γ : M → N be a continuous map.

Then γ ∈ F(M,N) if and only if ψ ◦ γ ◦ φ−1 ∈ Floc(Vφ,R
n) for each chart

φ : M ⊇ Uφ → Vφ ⊆ Rm of M and each chart ψ : N ⊇ Uψ → Vψ ⊆ Rn of N
such that γ(Uφ) ⊆ Uψ.

Proof. If γ ∈ F(M,N), let φ : Uφ → Vφ ⊆ Rm be a chart of M and
ψ : Uψ → Vψ ⊆ R

n be a chart of N such that γ(Uφ) ⊆ Uψ. Let W ∈ U be
relatively compact in Vφ. By definition, for each point x ∈ M there exist a
chart φx : Ux → Vx ⊆ Rm of M with Vx ∈ U and a chart ψx : Ax → Bx ⊆ Rn

of N such that x ∈ Ux, γ(Ux) ⊆ Ax and ψx ◦ γ ◦ φ−1
x ∈ F(Vx,R

n). Since
M =

⋃
x∈M Ux, there exists a finite subcover Ux1, . . . , Uxr of M . We have

gi := ψxi ◦ γ ◦ φ−1
xi

∈ F(Vxi,R
n) ⊆ Floc(Vxi,R

n)

for all i ∈ {1, . . . , r}. Then gi|φxi(Uφ∩Uxi
) ∈ Floc(φxi(Uφ ∩ Uxi),R

n), since
φxi(Uφ∩Uxi) is an open subset of Vxi (see Lemma 4.5). For each i ∈ {1, . . . , r},
consider the C∞-diffeomorphisms

Θi := φxi ◦ φ
−1 : φ(Uφ ∩ Uxi) → φxi(Uφ ∩ Uxi)

and Φi := ψ ◦ ψ−1
xi

: ψxi(Uψ ∩Axi) → ψ(Uψ ∩Axi). By Lemma 4.8, we have

gi ◦Θi ∈ Floc(φ(Uφ ∩ Uxi),R
n),

whence Φi ◦ gi ◦Θi ∈ Floc(φ(Uφ ∩ Uxi),R
n), by Lemma 4.7. Note that

(ψ ◦ f ◦ φ−1)|φ(Uφ∩Uxi
) = Φi ◦ gi ◦Θi;
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in fact, for all y ∈ φ(Uφ ∩ Uxi), we have

(Φi ◦gi◦Θi)(y) = ((ψ◦ψ−1
xi
)◦(ψxi ◦γ ◦φ

−1
xi
)◦(φxi ◦φ

−1))(y) = (ψ◦γ ◦φ−1)(y).

Since W ⊆ Vφ =
r⋃
i=1

φ(Uφ ∩ Uxi), we are in the situation of Lemma 4.10 and

deduce that ψ ◦ γ ◦ φ−1|W ∈ F(W,Rn). Thus ψ ◦ γ ◦ φ−1 ∈ Floc(Vφ,R
n).

Conversely, let γ : M → N be a function such that, for each x ∈ M , there
are a chart φ : Uφ → Vφ ⊆ Rm of M and a chart ψ : Uψ → Vψ ⊆ Rn of N
such that x ∈ Uφ holds, γ(Uφ) ⊆ Uψ and ψ ◦ γ ◦ φ−1 ∈ Floc(Vφ,R

n). Since U
is a basis for the topology on Rm, there exists W ∈ U such that φ(x) ∈ W
and W is relatively compact in Vφ. Then (ψ ◦ γ ◦ φ−1)|W ∈ F(W,Rn).
Thus η := φ|W : φ−1(W ) → W is a chart of M such that x ∈ φ−1(W ),
γ(φ−1(W )) ⊆ Uψ and ψ ◦ γ ◦ η−1 = (ψ ◦ γ ◦ φ−1)|W ∈ F(W,Rn). Hence
γ ∈ F(M,N). ✷

Lemma 5.3 Let Φ: N1 → N2 be a smooth map between finite-dimensional

smooth manifolds, and M be a compact m-dimensional smooth manifold.

Then Φ ◦ γ ∈ F(M,N2) for each γ ∈ F(M,N1).

Proof. For each x ∈ M , there exists a chart ψ2 : U2 → V2 ⊆ Rn2 of N2 with
Φ(γ(x)) ∈ U2 and a chart ψ1 : U1 → V1 ⊆ R

n1 on N1 such that γ(x) ∈ U1

and Φ(U1) ⊆ U2. Moreover, there exists a chart φ : U → V ⊆ Rm for M
with x ∈ U such that γ(U) ⊆ U1. By Definition 2.6 (a), there exists W ∈ U
such that φ(x) ∈ W and W is relatively compact in V . Now ψ1 ◦ γ ◦ φ−1 ∈
Floc(V,R

n1), by Lemma 5.2. Since ψ2 ◦Φ ◦ψ−1
1 is smooth, Lemma 4.7 shows

that ψ2 ◦ Φ ◦ γ ◦ φ−1 = (ψ2 ◦ Φ ◦ ψ−1
1 ) ◦ (ψ1 ◦ γ ◦ φ−1) ∈ Floc(V,R

n2). Hence
ψ2 ◦ (Φ ◦ γ) ◦ φ−1|W ∈ F(W,Rn2). Thus Φ ◦ γ ∈ F(M,N2). ✷

As a special case of Definition 5.1, taking N := E we defined F(M,E)
whenever M is an m-dimensional compact smooth manifold and E a finite-
dimensional real vector space.

5.4 We give F(M,E) the initial topology O with respect to the mappings

F(M,E) → Floc(Vφ, E), γ 7→ γ ◦ φ−1,

for φ : Uφ → Vφ ⊆ Rm in the maximal C∞-atlas A of M . As the latter maps
are linear and separate points on F(M,E), the topology O makes F(M,E)
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a Hausdorff locally convex space. By transitivity of initial topologies (see
[19, Lemma A.2.7]), the topology O is also initial with respect to the maps

F(φ−1|W , E) : F(M,E) → F(W,E), γ 7→ γ ◦ φ−1|W ,

for φ : Uφ → Vφ ⊆ Rm in A and W ∈ U such that W is a relatively compact
subset of Vφ.

Finitely many pairs (φ,W ) suffice to define the topology O.

Proposition 5.5 Let φj : Uj → Vj ⊆ Rm be charts for M for j ∈ {1, . . . , k}

andWj ∈ U such that Wj is relatively compact in Vj andM =
⋃k
j=1 φ

−1
j (Wj).

Then the map

Θ: (F(M,E),O) →
k∏

j=1

F(Wj, E), γ 7→ (γ ◦ φ−1
j |Wj

)kj=1

is linear and a topological embedding with closed image. The image im(Θ) is
the set S of all (γj)

k
j=1 ∈

∏k
j=1F(Wj, E) such that γi(φi(x)) = γj(φj(x)) for

all i, j ∈ {1, . . . , k} and x ∈ φ−1
i (Wi) ∩ φ

−1
j (Wj).

Proof. Let T be the initial topology on F(M,E) with respect to the maps
F(φ−1

j |Wj
, E) : F(M,E) → F(Wj, E), γ 7→ γ ◦ φ−1

j |Wj
for j ∈ {1, . . . , k}.

Then T ⊆ O. To see that O ⊆ T holds, we have to show that T makes
F(φ−1|W , E) continuous for each chart φ : U → V ⊆ Rm of M and each
W ∈ U which is relatively compact in V . Abbreviate Qj := φ−1

j (Wj) for

j ∈ {1, . . . , k}. Let E ⊆
∏k

j=1Floc(φ(U ∩ Qj), E) be the set of those (γj)
k
j=1

with γi(x) = γj(x) for all x ∈ φ(U∩Qi∩Qj). Then W ⊆
⋃n
j=1 φ(U∩Qj). Let

glue: E → F(W,E)

be the continuous linear glueing map, as in Remark 4.11. For j ∈ {1, . . . , k},
consider the C∞-diffeomorphism Θj := φj◦φ

−1 : φ(U∩Qj) → φj(U∩Qj). The
inclusion map λj : F(Wj, E) → Floc(Wj, E) is continuous linear and so is the
map Floc(Θj , E) : Floc(φj(U∩Qj), E) → Floc(φ(U∩Qj), E). Abbreviate hj :=
Floc(Θj, E) ◦ δ

E
φj(U∩Qj),Wj

◦ λj ◦F(φ−1
j |Wj

, E). Then hj(γ) = (γ ◦ φ−1)|φ(U∩Qj)

for all γ ∈ F(M,E) and j ∈ {1, . . . , k}, entailing that (hj(γ))
k
j=1 ∈ E and

γ ◦ φ−1|W = glue((hj(γ))
k
j=1). Thus F(φ−1|W , E) = glue ◦(h1, . . . , hk) is con-

tinuous on (F(M,E), T ).
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By the preceding, O = T , whence the linear map Θ is a topological embed-
ding. Since F(Wj, E) ⊆ BC(Wj , E) and the inclusion map is continuous, the
point evaluation F(Wj, E) → E, γ 7→ γ(x) is continuous for each x ∈ Wj . As

it is also linear, we see that S is a closed vector subspace of
∏k

j=1F(Wj, E).

We easily see that im(Θ) ⊆ S. If (γj)
k
j=1 ∈ S, then γ : M → E, γ(x) :=

γj(φj(x)) if x ∈ φ−1
j (Wj) =: Qj with j ∈ {1, . . . , k} is well defined and con-

tinuous, as γ|Qj
= γj ◦ φj|Qj

is continuous. Since ηj := φj |Qj
: Qj → Wj is a

chart of M with range in U such that γ ◦ ηj = γj ∈ F(Wj, E), going back to
Definition 5.1 we see that γ ∈ F(M,E). By construction, Θ(γ) = (γj)

k
j=1.

Thus S ⊆ im(Θ) and thus S = im(Θ). ✷

We record an immediate consequence:

Corollary 5.6 The locally convex space F(M,E) is integral complete. For

(φ1,W1), . . ., (φk,Wk) as in Proposition 5.5, we have:

(a) If F(Wj, E) is a Banach space for all j ∈ {1, . . . , k}, then F(M,E) is
a Banach space.

(b) If 〈., .〉j is a scalar product on F(Wj, E) such that the associated norm

defines its topology and makes it a Hilbert space, then

F(M,E)×F(M,E) → R, (γ, η) 7→ 〈γ, η〉 :=
k∑

j=1

〈γ ◦φ−1
j |Wj

, η◦φ−1
j |Wj

〉

is a scalar product making F(M,E) a Hilbert space whose associated

norm defines the given topology O on F(M,E). �

Lemma 5.7 The inclusion map λEM : F(M,E) → C(M,E), γ 7→ γ is con-

tinuous. For each x ∈M , the point evaluation

evx : F(M,E) → E, γ 7→ γ(x)

is continuous and linear. Let F(M,U) := {γ ∈ F(M,E) : γ(M) ⊆ U} for

an open subset U ⊆ E. Then F(M,U) is an open subset of F(M,E).

Proof. For a norm ‖ · ‖ on E, the topology on C(M,E) can be obtained by
the corresponding supremum norm ‖ · ‖∞. Using (φ1,W1), . . ., (φk,Wk) as
in Proposition 5.5 and Qj := φ−1

j (Wj), we have

‖γ‖∞ = max
j=1,...,k

‖γ|Qj
‖∞ = max

j=1,...,k
‖γ◦φ−1

j |Wj
‖∞ = max

j=1,...,k
‖F(φ−1

j |Wj
, E)(γ)‖∞.
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As F(φ−1
j |Wj

, E) : F(M,E) → F(Wj, E) is continuous linear and the supre-
mum norm on F(Wj, E) is continuous, we see that ‖λEM(γ)‖∞ = ‖γ‖∞ is
continuous in γ ∈ F(M,E), entailing that the linear map λEM is contin-
uous. Since C(M,U) is open in C(M,E), we deduce that F(M,U) =
(λEM)−1(C(M,U)) is open in F(M,E). Finally, use that point evaluations
on C(M,E) are continuous. ✷

Lemma 5.8 If M is a compact smooth manifold of dimension m, E and F
are finite-dimensional vector spaces, U ⊆ E is open and f : M × U → F
a smooth mapping, then f∗(γ) := f ◦ (idM , γ) ∈ F(M,F ) for each γ ∈
F(M,U) ⊆ F(M,E) and the map f∗ : F(M,U) → F(M,F ) is continuous.

Proof. Let γ ∈ F(M,U). Then γ(M) is a compact subset of U , and we
find an open, relatively compact subset V ⊆ U such that γ(M) ⊆ V . There
exists a smooth function ξ : U → R with compact support K := supp(ξ) ⊆ U
such that ξ|V = 1. We define a function g : M × E → F piecewise via
g(x, y) := ξ(y)f(x, y) if (x, y) ∈M×U and g(x, y) := 0 if (x, y) ∈M×(E\K).
Then g is smooth. Let k ∈ N, charts φj : Uj → Vj ⊆ Rm for M and sets
Wj ∈ U for j ∈ {1, . . . , k} be as in Proposition 5.5. By Definition 2.6 (c),
for each j ∈ {1, . . . , k} there exists Yj ∈ U such that Yj is relatively compact
in Vj and W j ⊆ Yj. The map

gj : Yj × E → F, (x, y) 7→ g(φ−1
j (x), y)

is smooth, for each j ∈ {1, . . . , k}. By Axiom (PF), we have (gj)∗(η) :=
gj ◦ (idWj

, η|Wj
) ∈ F(Wj, F ) for each η ∈ F(Yj, E) and the map

(gj)∗ : F(Yj, E) → F(Wj, F )

is continuous. For each η ∈ F(M,E), we have

g∗(η) ◦ φ
−1
j |Wj

= g ◦ (idM , η) ◦ φ
−1
j |Wj

= (gj)∗(η ◦ φ
−1
j |Yj) ∈ F(Wj, F ),

whence g∗(η) ∈ F(M,F ). Since F(φ−1
j |Wj

, F ) ◦ g∗ = (gj)∗ ◦ F(φ−1
j |Yj , E) is

continuous for j ∈ {1, . . . , k}, Proposition 5.5 shows that g∗ is continuous.
For each η in the open neighbourhood P := F(M,V ) of γ in F(M,U), we
have f∗(η) = g∗(η) ∈ F(M,F ). Notably, f∗|P = g∗|P is continuous, whence
f∗ is continuous at γ. ✷
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Lemma 5.9 If E and F are finite-dimensional vector spaces and Φ: U → F
is a smooth function on an open subset U ⊆ E, then Φ ◦ γ ∈ F(M,F ) for

each γ ∈ F(M,U) ⊆ F(M,E) and the map F(M,Φ): F(M,U) → F(M,F ),
γ 7→ Φ ◦ γ is continuous.

Proof. Lemma 5.8 applies as Φ◦γ = f∗(γ) for the C
∞-map f : M ×U → F ,

(x, y) 7→ Φ(y). ✷

Mappings to products correspond to pairs of mappings.

Lemma 5.10 If E1 and E2 are finite-dimensional vector spaces, we consider

the projections prj : E1 × E2 → Ej, (x1, x2) 7→ xj for j ∈ {1, 2}. Then

Ξ := (F(M, pr1),F(M, pr2)) : F(M,E1 × E2) → F(M,E1)× F(M,E2)

is an isomorphism of topological vector spaces.

Proof. The mappings λ1 : E1 → E1×E2, x1 7→ (x1, 0) and λ2 : E2 → E1×E2,
x2 7→ (0, x2) are continuous and linear, as well as pr1, pr2 and the projections

πj : F(M,E1)× F(M,E2) → F(M,Ej), (γ1, γ2) 7→ γj

for j ∈ {1, 2}. By Lemma 5.9, Ξ and the linear map

Θ := F(M,λ1)◦π1+F(M,λ2)◦π2 : F(M,E1)×F(M,E2) → F(M,E1×E2)

are continuous. We readily check that Ξ◦Θ and Θ◦Ξ are the identity maps,
whence Ξ is an isomorphism of topological vector spaces with Ξ−1 = Θ. ✷

Remark 5.11 Likewise, using Lemma 4.6 instead of Lemma 5.9 we see that
Floc(U,E1×E2) ∼= Floc(U,E1)×Floc(U,E2) for all open subsets U ⊆ Rm and
finite-dimensional vector spaces E1 and E2.

Lemma 5.12 Let N1 and N2 be finite-dimensional smooth manifolds and

M be a compact m-dimensional smooth manifold. Then F(M,N1 × N2) =
F(M,N1) × F(M,N2), identifying functions to N1 × N2 with the pair of

components.

Proof. For j ∈ {1, 2}, the map πj : N1 ×N2 → Nj , (x1, x2) 7→ xj is smooth.
Hence, if γ ∈ F(M,N1 × N2), then πj ◦ γ ∈ F(M,Nj), by Lemma 5.3.
Conversely, let γj ∈ F(M,Nj) for j ∈ {1, 2}. Then the map γ := (γ1, γ2) :

18



M → N1×N2 is continuous. For x ∈M , there are charts ψj : Uj → Vj ⊆ Rnj

of Nj for j ∈ {1, 2} such that γj(x) ∈ Uj . There exists a chart φ : U → V ⊆
Rm ofM such that x ∈ U and γ(U) ⊆ U1×U2. There existsW ∈ U such that
φ(x) ∈ W and W is relatively compact in V . Then h := (ψ1×ψ2)◦γ ◦φ

−1 ∈
Floc(V,R

n1 ×Rn2) (using Remark 5.11), as its components ψj ◦γj ◦φ
−1 are in

Floc(V,R
nj), by Lemma 5.2. Thus h|W ∈ F(W,Rn1×Rn2). As a consequence,

γ ∈ F(M,N1 ×N2). ✷

We need a more technical variant of the above maps.

Lemma 5.13 Let E and F be finite-dimensional vector spaces, N be a finite-

dimensional smooth manifold, M be a compact m-dimensional smooth mani-

fold, g : N ×E → F be a C∞-map and γ ∈ F(M,N). Define f : M ×E → F
via f(x, y) := g(γ(x), y). Then f∗(η) := f ◦ (idM , η) = g ◦ (γ, η) ∈ F(M,F )
for each η ∈ F(M,E) and the map f∗ : F(M,E) → F(M,F ) is continuous.

Proof. Since M is compact, we find k ∈ N and charts φj : Uj → Vj ⊆ Rm

of M for j ∈ {1, . . . , k}, and relatively compact subsets Wj ⊆ Vj such that

Wj ∈ U and M =
⋃k
j=1Qj with Qj := φ−1

j (Wj), such that γ(Uj) ⊆ Pj
for some chart ψj : Aj → Bj ⊆ Rn of N and a relatively compact, open
subset Pj ⊆ Aj. Let ξj : Bj → R be a smooth map with compact support
Kj := supp(ξj) such that ξj|ψj(Pj) = 1. Then gj(x, y) := ξx(x)f(ψ

−1
j (x), y)

for (x, y) ∈ Bj ×E, gj(x, y) := 0 for (x, y) ∈ (Rn \Kj)×E defines a smooth
map gj : R

n × E → F . By Lemma 4.6, the map

Floc(Vj, gj) : Floc(Vj ,R
n × E) → Floc(Vj, F ), θ 7→ gj ◦ θ

is continuous. Identifying Floc(Vj ,R
n × E) with Floc(Vj,R

n) × Floc(Vj, E),
we deduce from Lemma 5.2 that

(g ◦ (γ, η)) ◦ φ−1
j |Wj

= (gj ◦ (ψj ◦ γ ◦ φ
−1
j , η ◦ φ−1

j ))|Wj

= (ρFWj ,Vj
◦ Floc(Vj, gj))(ψj ◦ γ ◦ φ

−1
j , η ◦ φ−1

j )

is in F(Wj, F ). Hence g◦(γ, η) ∈ F(M,F ). Now hj : F(M,E) → Floc(Vj, E),
η 7→ η ◦ φ−1

j is continuous by definition of the topology on F(M,E). Using
Lemma 4.6, we deduce that the map F(M,E) → F(Wj, F ),

η 7→ f∗(η) ◦ φ
−1
j |Wj

= (ρFWj ,Vj
◦ Floc(Vj, gj))(ψj ◦ γ ◦ φ

−1
j , hj(η))

is continuous. Hence f∗ is continuous, by Proposition 5.5. ✷
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Proposition 5.14 If M is an m-dimensional compact smooth manifold, E
and F are finite-dimensional vector spaces, U is an open subset of E and

f : M × U → F is a C∞-map, then also the map f∗ : F(M,U) → F(M,F ),
γ 7→ f ◦ (idM , γ) is smooth.

Proof. By Lemma 5.8, the map f∗ is continuous. We show by induction on
k ∈ N that f∗ is Ck for all E, F , U and f as in the proposition. To see that
f∗ is C1, let γ ∈ F(M,U) and η ∈ F(M,E). We claim that the directional
derivative d(f∗)(γ, η) exists and

d(f∗)(γ, η)(x) = d2f(x, γ(x), η(x))

holds for all x ∈ M ; here d2f : M × U × E → F is the smooth mapping
(x, y, z) 7→ d(fx)(y, z) with fx := f(x, ·) : U → F . If this is true, then

d(f∗)(γ, η) = (d2f)∗(γ, η)

if we identify F(M,E)×F(M,E) with F(M,E×E) by means of the isomor-
phism of topological vector spaces (and hence C∞-diffeomorphism) described
in Lemma 5.10. The map (d2f)∗ : F(M,U × E) → F(M,F ) being continu-
ous, f is C1. If k ≥ 2, then (d2f)∗ is Ck−1 by induction and thus f is Ck.

Proof of the claim. As γ(M) and η(M) are compact in U and E, respec-
tively, there is ε > 0 with γ(M)+ ]−ε, ε[ η(M) ⊆ U . The map (d2f)∗ being
continuous, also

g : [0, 1]× ]−ε, ε[→ F(M,F ), (s, t) 7→ d2f ◦ (idM , γ + stη, η)

is continuous. Since F(M,F ) is integral complete, the weak integral

h(t) :=

∫ 1

0

g(s, t) ds

exists in F(M,F ) for all t ∈ ]−ε, ε[. By continuity of parameter-dependent
integrals (see [19, Lemma 1.1.11]), h : ]−ε, ε[ → F(M,F ) is continuous. For
t ∈ ]−ε, ε[ \{0}, consider the difference quotient

∆(t) :=
1

t
(f∗(γ + tη)− f∗(γ)).
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For x ∈M , let evx : F(M,F ) → F be the continuous linear point evaluation
at x. Since weak integrals and continuous linear maps commute [19, Exercise
1.1.3 (a)], using the Mean value Theorem [19, Proposition 1.2.6] we see that

evx(∆(t)) = ∆(t)(x) =
1

t

(
f(x, γ(x) + tη(x))− f(x, γ(x))

)

=

∫ 1

0

d2f(x, γ(x) + stη(x), η(x)) ds

= evx

(∫ 1

0

d2f ◦ (idM , γ + stη, η) ds

)
= evx(h(t)).

As the point evaluations separate points, we deduce that ∆(t) = h(t), which

converges to h(0) =
∫ 1

0
d2f ◦ (idM , γ, η) ds = d2f ◦ (idM , γ, η) as t→ 0. ✷

Setting f(x, y) := Φ(y), we deduce:

Corollary 5.15 If M is an m-dimensional compact smooth manifold, E
and F are finite-dimensional vector spaces, U is an open subset of E and

Φ: U → F is smooth, then also the map F(M,Φ): F(M,U) → F(M,F ),
γ 7→ Φ ◦ γ is smooth. �

5.16 If E is a finite-dimensional complex vector space with C-basis b1, . . . , bn,
then b1, . . . , bn, ib1, . . . , ibn is an R-basis for E and E = F⊕iF as a real vector
space, using the real span F of b1, . . . , bn. For each U ∈ U , we then have

F(U,E) = F(U, F )⊕ iF(U, F )

as a real vector space and we easily check that the operation

C×F(U,E) → F(U,E), (t+ is)(γ + iη) := (tγ − sη) + i(sγ + tη)

makes F(U,E) a complex locally convex space. As in the real case, the
complex topological vector space structure is independent of the basis.

5.17 If E is a finite-dimensional complex vector space, then the mapings
F(φ−1|W , E) → F(W,E) are complex linear in the situation of 5.4. Hence 5.4
provides a complex locally convex vector space structure on F(M,E).

Corollary 5.18 If E and F are K-vector spaces for K ∈ {R,C} in the situa-

tion of Corollary 5.15 and Φ is K-analytic, then also the mapping

F(M,Φ): F(M,U) → F(M,F ), γ 7→ Φ ◦ γ is K-analytic.
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Proof. If K = C, define f : M × U → F via f(x, y) := Φ(y). We know that
F(M,Φ) = f∗ is smooth over R with directional derivatives d(f∗)(γ, η) =
(df2)∗(γ, η) = (dΦ) ◦ (γ, η). As the latter are complex linear in η for fixed γ,
the map f∗ is complex analytic by 2.3.

If K = R, then Φ has a C-analytic extension g : V → FC for some open
subset V ⊆ EC with U ⊆ V . Since F(M, g) is a C-analytic extension for
F(M,Φ) which is defined on an open subset in F(M,EC) = F(M,E)C and
takes values in F(M,FC) = F(M,F )C, the map F(M,Φ) is R-analytic. ✷

6 The Lie groups F(M,G)

To prove Proposition 1.1, let m, U , and (F(U,R))U∈U be as in Section 4. Let
M be a compact C∞-manifold of dimension m and G be a finite-dimensional
Lie group over K ∈ {R,C}, with Lie algebra g. Let µG : G×G → G be the
group multiplication and ηG : G → G, g 7→ g−1 be the inversion map. Then
F(M,G) is a subgroup of the group GM of all mappings M → G. In fact,

γ1γ2 := µG ◦ (γ1, γ2) = F(M,µG)(γ1, γ2) ∈ F(M,G)

for all γ1, γ2 ∈ F(M,G), by Lemmas 5.3 and 5.12. Likewise, γ−1 := ηG ◦ γ =
F(M, ηG)(γ) ∈ F(M,G) for each γ ∈ F(M,G), by Lemma 5.3. We now give
F(M,G) a K-analytic manifold structure as described in Proposition 1.1.

There exists a balanced open 0-neighbourhood Q ⊆ g such that P :=
expG(Q) is open in G and φ := expG |PQ : Q → P is a K-analytic diffeo-
morphism. There exists a balanced open 0-neighbourhood V ⊆ Q such that
U := expG(V ) satisfies UU ⊆ P . Since V = −V , we have U = U−1.
Lemma 5.3 implies that φ ◦ γ ∈ F(M,P ) for each γ ∈ F(M,Q) and that

Θ := F(M,φ) : F(M,Q) → F(M,P ), γ 7→ φ ◦ γ

is a bijection (with inverse η 7→ φ−1 ◦ η). We give F(M,P ) the K-analytic
manifold structure modelled on F(M, g) which turns F(M,φ) into a K-
analytic diffeomorphism. Then F(M,U) is open in F(M,P ), as F(M,V )
is open in F(M,Q). Since f : U × U → P , (x, y) 7→ xy−1 is K-analytic, also

g : V × V → Q, (x, y) 7→ φ−1(φ(x)φ(y)−1)
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is K-analytic, whence

F(M, g) : F(M,V × V ) = F(M,V )× F(M,V ) → F(M,Q)

is K-analytic, by Corollary 5.18. As

F(M, f) = Θ ◦ F(M, g) ◦ (Θ−1 ×Θ−1)|F(M,U)×F(M,U),

also the map F(M, f) is K-analytic, which takes (γ, η) ∈ F(M,U)×F(M,U)
to f ◦ (γ, η) = γη−1 ∈ F(M,P ). We now use that the adjoint action
Ad: G × g → g, (g, y) 7→ Adg(y) is smooth. Given γ ∈ F(M,G), con-
sider the inner automorphism Iγ : F(M,G) → F(M,G), η 7→ γηγ−1. We
deduce with Lemma 5.13 that Ad ◦(γ, η) ∈ F(M, g) for all η ∈ F(M, g) and
that the linear map

β : F(M, g) → F(M, g), η 7→ Ad ◦(γ, η)

is continuous (and hence K-analytic). Thus W := β−1(F(M,V ))∩F(M,V )
is an open 0-neighbourhood in F(M,V ) such that β(W ) ⊆ F(M,V ). Also,
Θ(W ) is open in F(M,P ). As γ(x) expG(η(x))γ(x)

−1 = expG(Adγ(x)(η(x)))
for all η ∈ W and x ∈M , we have

Iγ ◦Θ|W = Θ ◦ β|W ,

whence Iγ(Θ(W )) ⊆ F(M,P ) and Iγ|Θ(W ) : Θ(W ) → F(M,P ) is K-analytic.
By the familiar local description of Lie group structures, there is a uniquely
determined K-analytic manifold structure on F(M,G) which is modelled on
F(M, g), turns F(M,G) into a K-analytic Lie group, and such that F(M,U)
is open in F(M,G) and the latter induces the given K-analytic manifold
structure thereon (see Proposition 18 in [4, Chapter III, §1, no. 9], whose
hypothesis that the modelling space be Banach is not needed in the proof).

By construction, Φ := F(M,φ|V ) : F(M,V ) → F(M,U) is a K-analytic
diffeomorphism onto an open identity neighbourhood in the Lie group G :=
F(M,G). Identifying T0F(M,V ) = {0}×F(M, g) with F(M,G) via (0, v) 7→
v, we obtain an isomorphism

α := T0Φ: F(M, g) → TeG

of topological vector spaces. Let [., .]g be the Lie bracket on g and [., .] be the
Lie bracket on F(M, g) making α an isomorphism of Lie algebras to L(G).
Then [., .] is the pointwise Lie bracket, i.e.,

[γ, η](x) = [γ(x), η(x)]g for all γ, η ∈ F(M, g) and x ∈M .
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To see this, consider the point evaluations evx : G → G, γ 7→ γ(x) and
εx : F(M, g) → g, γ 7→ γ(x) at x ∈ M . Since evx ◦Φ = expG ◦ εx, the
homomorphism εx is K-analytic on some identity neighbourhood and hence
K-analytic. We also deduce that Te(evx) ◦ T0Φ = T0 expG ◦ T0εx and thus

L(evx) ◦ α = εx (2)

with L(evx) := Te(evx). As a consequence, [γ, η](x) equals εx([γ, η]) =
L(evx)([α(γ), α(η)]) = [L(evx)(α(γ)), L(evx)(α(η))]g = [γ(x), η(x)]g for all
γ, η ∈ F(M, g). Note that (L(evx)(α(γ)))x∈M = γ by (2), whence the inverse
map α−1 : L(G) → F(M, g) is given by α−1(v) = (L(evx)(v))x∈M . We claim:

F(M, expG) ◦ α
−1 : L(G) → G, v 7→ expG ◦α−1(v)

is the exponential function expG of G. Since F(M, expG) is a local K-analytic
diffeomorphism at 0 (as it coincides with Φ on some 0-neighbourhood), then
also expG will be a localK-analytic diffeomorphism at 0, and thus G is a BCH-
Lie group. To prove the claim and complete the proof of Proposition 1.1, let
v ∈ L(G) and abbreviate γ := α−1(v). Then

c : R → G, t 7→ expG ◦(tγ)

is a homomorphism of groups and smooth as it coincides with the smooth map
t 7→ Φ(tγ) on some 0-neighbourhood. By the preceding, ċ(0) = T0Φ(γ) =
α(γ) = v, whence expG(v) = c(1) = expG ◦α−1(v).

7 Sobolev spaces are suitable for Lie theory

We now show that the theory discussed in Sections 3 to 6 applies to Sobolev
spaces with real exponents s > m/2. We start with notation and basic facts.

7.1 For m ∈ N and s ∈ [0,∞[, let Hs(Rm,R) be the real Hilbert space
of equivalence classes [γ] modulo functions vanishing almost everywhere of
L2-functions γ : Rm → R (with respect to Lebesgue-Borel measure λm) such
that y 7→ (1 + ‖y‖22)

s/2 γ̂(y) is an L2-function as well, where γ̂ is the Fourier
transform (see [23, Appendix B]; cf. [7, Chapter 6.A] as well as Section 1.3.1
and Exercise 1.2.5 in [20], with p = 2). Here ‖ · ‖2 is the Euclidean norm
on R

m. The scalar product on Hs(Rm,R) is given by

〈[γ], [η]〉Hs :=

∫

Rm

(1 + ‖y‖22)
s/2 γ̂(y)η̂(y) dλm(y)
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for [γ], [η] ∈ Hs(Rm,R). We let ‖ · ‖Hs be the corresponding norm, taking [γ]
to

√
〈[γ], [γ]〉Hs. For s > m/2, each [γ] ∈ Hs(Rm,R) has a unique bounded,

continuous representative γ and we identify the equivalence class with this
representative. Moreover, the inclusion map

Hs(Rm,R) → BC(Rm,R)

is continuous (see Lemma 6.5 in [7] and the subsequent Remark 1 in [7]). By
definition, Hs(Rm,R) ⊆ H t(Rm,R) for s ≥ t ≥ 0 and

‖γ‖Ht ≤ ‖γ‖Hs for all γ ∈ Hs(Rm,R). (3)

7.2 If U ⊆ Rm is a bounded open set and s > m/2, we define

Hs(U,R) := {γ|U : γ ∈ Hs(Rm,R)}

and give this space the quotient norm with respect to the linear surjection

qsU : H
s(Rm,R) → Hs(U,R), γ 7→ γ|U

whose kernel is closed as the restriction map BC(Rm,R) → BC(U,R) is
continuous linear (with operator norm ≤ 1). The restriction of qsU to the
orthogonal complement of ker(qsU) in the Hilbert space Hs(Rm,R) is a sur-
jective linear isometry

(ker(qsU))
⊥ → Hs(U,R),

whose inverse provides an isometric linear map EsU : H
s(U,R) → Hs(Rm,R)

which is an extension operator: EsU(γ)|U = γ for all γ ∈ Hs(U,R).

7.3 For a finite-dimensional vector space E, define Hs(Rm, E) and Hs(U,E)
as in 3.1. For E ∼= Rn, the restriction map qs,EU : Hs(Rm, E) → Hs(U,E),
γ 7→ γ|U then corresponds to (qsU)

n, whence it is a quotient map. For an
open subset V ⊆ E, let Hs(U, V ) be the set of all γ ∈ Hs(U,E) such that
γ(U) +Q ⊆ V for some 0-neighbourhood Q ⊆ E. Then Hs(U, V ) is open in
Hs(U,E), using continuity of the restriction map Hs(U,E) → BC(U,E).

We shall use the following fact:

Lemma 7.4 Let m,n ∈ N, s ∈ ]m/2,∞[ and f : Rm×Rn → R be a bounded

smooth map with bounded partial derivatives such that f(., 0) ∈ L2(Rm,R).
Then f∗(γ) := f ◦ (idRm, γ) ∈ Hs(Rm,R) for all γ ∈ Hs(Rm,Rn) and the

map f∗ : H
s(Rm,Rn) → Hs(Rm,R) is continuous.
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Proof. It is known that Hs(Rm,R) coincides with the Triebel-Lizorkin space
F s
2,2 (see (vii) in the proposition stated on [35, p. 14]). Thus, the assertion

follows from Theorem 1 on p. 387 and Theorem 2 on p. 389 in [35]. ✷

Proposition 7.5 For m ∈ N and s > m/2, the Sobolev spaces Hs(U,R)
on bounded open subsets U ⊆ Rm form a family of function spaces which is

suitable for Lie theory.

Proof. Axiom (PF). Let U ⊆ Rm be a bounded open subset and V ⊆ U
be a relatively compact open subset. Let E be a finite-dimensional vector
space and f : U × E → R be a smooth map. Given γ ∈ Hs(U,E), we
have γ(U) ⊆ W for a relatively compact open set W ⊆ E. Let ξ : U → R

and χ : E → R be compactly supported smooth functions such that ξ|V =
1 and χ|W = 1. We get a function g ∈ C∞

c (Rm × E,R) via g(x, y) :=
ξ(x)χ(y)f(x, y) for (x, y) ∈ U×E, g(x, y) := 0 for (x, y) ∈ (Rm\supp(ξ))×E.
Lemma 7.4 shows that g∗(η) := g ◦ (idRm, η) ∈ Hs(Rm,R) for each η ∈
Hs(Rm, E) and g∗ : H

s(Rm, E) → Hs(Rm,R) is continuous. Now h(η|U) :=
g ◦ (idV , η|V ) = g∗(η)|V ∈ Hs(V,R) is well defined. Since h ◦ qs,EU = qsU ◦ g∗ is
continuous, h : Hs(U,E) → Hs(V,R) is continuous. For each η in the open
γ-neighbourhood Hs(U,W ), we have f∗(η) := f ◦ (idV , η|V ) = h(η). Notably,
f∗(γ) ∈ Hs(V,R) and f∗ : H

s(U,E) → Hs(V,R) is continuous at γ.

Axiom (PB). Given an open subset U ⊆ Rm, let Hs
loc(U,R) be the set of all

functions γ : U → R such that γ|Q ∈ Hs(Q,R) for each relatively compact
open subset Q ⊆ U . Let V and W be bounded open subsets of Rm such
that W ⊆ U . Let Θ: U → V be a C∞-diffeomorphism. If γ ∈ Hs(V,R),
then γ ∈ Hs

loc(V,R) in particular, whence γ ◦Θ ∈ Hs
loc(U,R) by [7, Corollary

6.25] and hence Hs(Θ|W ,R)(γ) := γ ◦ Θ|W ∈ Hs(W,R). By Remark 3.5,
Hs(Θ|W ,R) : H

s(V,R) → Hs(W,R) is continuous.

Axiom (GL). Let U and V be bounded open subsets in Rm such that V ⊆ U ,
and K ⊆ V be compact. If γ ∈ Hs(V,R) with supp(γ) ⊆ K, there exists
η ∈ Hs(Rm,R) with η|U = γ. Define γ̃(x) := γ(x) for x ∈ V , γ̃(x) := 0 for
x ∈ U \ supp(γ). Let ξ ∈ C∞

c (Rm,R) such that ξ|K = 1 and supp(ξ) ⊆ V .
Then ξη ∈ Hs(Rm,R) by [7, Proposition 6.12] and γ̃ = (ξη)|U ∈ Hs(U,R).
By Remark 3.5, the map Hs

K(V,R) → Hs(U,R), γ 7→ γ̃ is continuous.

Axiom (MU). If U ⊆ Rm is a bounded open subset and h ∈ C∞
c (U,R),

let h̃ ∈ C∞
c (Rm,R) be the extension of h by 0. If γ ∈ Hs(U,R), let η ∈
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Hs(Rm,R) with η|U = γ. By [7, Proposition 6.12], h̃γ ∈ Hs(Rm,R), whence

mh(γ) := hγ = (h̃η)|U ∈ Hs(U,R). By Remark 3.5, mh is continuous. ✷

8 The Lie groups H>s0(M,G)

We begin with preparations for the proof of Theorem 1.5.

Lemma 8.1 Let m ∈ N, U be a good collection of open subsets of Rm

and (Fj(U,R))U∈U be a families of Banach spaces which are suitable for Lie

theory, for j ∈ {1, 2}. Assume that F1(U,R) ⊆ F2(U,R) for each U ∈ U ,
and the inclusion map F1(U,R) → F2(U,R) is continuous. Then we have:

(a) F1(M,N) ⊆ F2(M,N) holds for each compact m-dimensional smooth

manifold M and finite-dimensional smooth manifold N . Moreover, the

inclusion map F1(M,E) → F2(M,E) is continuous for each finite-

dimensional vector space E.

(b) If the mappings κV,U : F1(U,R) → F2(V,R), γ 7→ γ|V are compact

operators for all U, V ∈ U such that V is relatively compact in U ,
then the inclusion mappings κEM : F1(M,E) → F2(M,E) are compact

operators for all finite-dimensional vector spaces E and allM as in (a).

Proof. (a) The hypothesis implies that (F1)loc(U,E) ⊆ (F2)loc(U,E) for each
open subset U ⊆ Rm and finite-dimensional vector space E, with continuous
linear inclusion map. The first assertion follows (using Lemma 5.2) and also
the second assertion.

(b) If E ∼= Rn, then κEV,U : F1(U,E) → F2(V,E), γ 7→ γ|V corresponds to
(κV,E)

n for all U, V ∈ U with V relatively compact in U , whence κEV,E is a
compact operator. There exist k ∈ N and charts φi : Ui → Vi ⊆ Rm of M for
i ∈ {1, . . . , k} and sets Wi,2 ∈ U which are relatively compact in Vi such that
M =

⋃n
i=1 φ

−1
i (Wi,2). By Definition 2.6 (b), we find Wi,1 ∈ U such that Wi,1

is relatively compact in Vi and Wi,2 ⊆ Wi,1. By Proposition 5.5, the map

Θj : Fj(M,E) →
k∏

i=1

Fj(Wi,j , E), γ 7→ (γ ◦ φ−1
i |Wi,j

)ki=1

is a linear topological embedding with closed image for j ∈ {1, 2}. Now h :=∏k
i=1 κ

E
Wi,2,Wi,1

:
∏k

i=1F1(Wi,1, E) →
∏k

i=1F2(Wi,2, E) is a compact operator.
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Since Θ2 ◦ κ
E
M = h ◦Θ1 is a compact operator, so is κEM . ✷

Following [7, p. 200], given s > m/2 and a bounded open subset U ⊆ Rm, we
let Ḣs(U,R) be the closure of {γ ∈ C∞

c (Rm,R) : supp(γ) ⊆ U} inHs(Rm,R).

Lemma 8.2 For each bounded, open subset U ⊆ Rm and relatively compact,

open subset V ⊆ U , the continuous linear map qsV,U : Ḣ
s(U,R) → Hs(V,R),

η 7→ η|V is surjective and hence a quotient map.

Proof. Being a restriction of qsV , the map qsV,U is continuous and linear.
To see surjectivity, let γ ∈ Hs(V,R). There is η ∈ Hs(Rm,R) such that
η|V = γ. Now the Schwartz space S(Rm,R) of rapidly decreasing smooth
functions is dense in Hs(Rm,R) (cf. [7, p. 192]) and the inclusion mapping
S(Rm,R) → Hs(Rm,R) is continuous, whence C∞

c (Rm,R) is dense in
Hs(Rm,R) (being dense in S(Rm,R) by [34, Theorem 7.10 (a)]). Thus, we
find a sequence (ηn)n∈N in C∞

c (Rm,R) such that ηn → η in Hs(Rm,R) as
n → ∞. Let ξ ∈ C∞

c (Rm,R) such that supp(ξ) ⊆ U and ξ|V = 1. Then
ξηn → ξη in Hs(Rm,R) (see [7, Proposition 6.12]), whence ξη ∈ Ḣs(U,R).
Moreover, (ξη)|V = η|V = γ. By the Open Mapping Theorem, the continuous
linear surjection qsV,U is an open map and hence a quotient map. ✷

We recall a known fact.

Lemma 8.3 Let m ∈ N and s > t > m/2. For all bounded open subsets U
in Rm, we have Hs(U,R) ⊆ H t(U,R). The inclusion map θU is a compact

operator.

Proof. Let W be a bounded open subset of Rm with U ⊆ W . By Rellich’s
Theorem [7, Theorem 6.14], the inclusion map h : Ḣs(W,R) → Ḣ t(W,R) is a
compact operator. Then θU ◦q

s
U,W = qtU,W ◦h is a compact operator and hence

continuous, whence θU is continuous. If B ⊆ Ḣs(W,R) is a bounded open
0-neighbourhood, then qsU,W (B) is a bounded 0-neighbourhood in Hs(U,R).
As θU(q

s
U,W (B)) is relatively compact, θU is a compact operator. ✷

8.4 A locally convex space E is called a Silva space (or (DFS)-space) if E is
the locally convex direct limit of some Banach spaces E1 ⊆ E2 ⊆ · · · , such
that all inclusion maps Ej → Ej+1 are compact operators (see, e.g., [6] or
[19, Appendix B.13]). Every Silva space is complete. It is compact regular in
the sense that each compact subset K ⊆ E is a compact subset of some Ej .
The locally convex topology O on E then also makes E the direct limit of
the En as a topological space (see the cited works). Thus, a subset U ⊆ E is
open if and only if U ∩ Ej is open in Ej for each j ∈ N.
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Lemma 8.5 Let m ∈ N, U be a good collection of open subsets of Rm and

(Fj(U,R))U∈U be a family of Banach spaces which is suitable for Lie theory,

for each j ∈ N. For all j ∈ N and U ∈ U , assume that Fj(U,R) ⊆ Fj+1(U,R)
with continuous inclusion map. For all j ∈ N and U, V ∈ U with V relatively

compact in U , assume that the map Fj(U,R) → Fj+1(V,R), γ 7→ γ|V is a

compact operator. Then the following holds:

(a) For each finite-dimensional vector space E, the locally convex direct

limit topology makes F(M,E) :=
⋃
j∈NFj(M,E) a Silva space.

(b) If E and F are finite-dimensional vector spaces, U ⊆ E is open and

Φ: U → F a C∞-map, then F(M,U) := {γ ∈ F(M,E) : γ(M) ⊆ U}
is an open subset of F(M,E) and the map

F(M,Φ): F(M,U) → F(M,F ), γ 7→ Φ ◦ γ

is smooth. If E and F are K-vector spaces for K ∈ {R,C} and Φ is

K-analytic, then also F(M,Φ) is K-analytic.

Proof. (a) By Lemma 8.1, Fj(M,E) ⊆ Fj+1(M,E) and the inclusion map
is a compact operator.

(b) F(M,U) is open in the Silva space F(M,E) as F(M,U) ∩ Fj(M,E) =
Fj(M,U) is open in Fj(M,E) for each j ∈ N. The inclusion mapping
ΛFj : Fj(M,F ) → F(M,F ) is continuous and linear. Since F(M,Φ)|Fj(M,U) =
ΛFj ◦ Fj(M,Φ) is smooth for each j ∈ N by Corollary 5.15, also F(M,Φ) is
smooth (see [13, Lemma 9.7]). The complex analytic case follows in the same
way, using Corollary 5.18. If Φ is real analytic, pick a complex analytic ex-
tension Ψ: V → FC of Φ, defined on an open subset V ⊆ EC. Then F(M,Ψ)
is a complex analytic extension for F(M,Φ). ✷

Before we can prove Theorem 1.5, we recall further terminology.

8.6 Let G be a Lie group with neutral element e and Lie algebra g := TeG.
Let G×TG→ TG, (g, v) 7→ g.v be the left action of G on its tangent bundle
given by g.v := TLg(v), where Lg : G → G, x 7→ gx. Given k ∈ N0 ∪ {∞},
endow Ck([0, 1], g) with the topology of uniform convergence of Ck-functions
γ : [0, 1] → g and their derivatives up to kth order. The Lie group G is called
Ck-regular if, for each γ ∈ Ck([0, 1], g), the initial value problem

η̇(t) = η(t).γ(t), η(0) = e (4)
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has a (necessarily unique) solution η : [0, 1] → G and the evolution map
Ck([0, 1], g) → G, γ 7→ η(1) is smooth (see [15]). Every Ck-regular Lie group
is C∞-regular, a concept going back to [28] (for sequentially complete g).

We shall also encounter L∞
rc -regularity of Lie groups modelled on sequentially

complete locally convex spaces, a more specialized property introduced in [16]
(see 1.13 and Definition 5.16 in loc. cit.) We shall not repeat the concept here
but recall that L∞

rc -regularity implies C0-regularity (cf. [16, Corollary 5.21]).

Proof of Theorem 1.5. The modelling space. We pick s1 > s2 > · · · in
]s0,∞[ such that sj → s0 as j → ∞. For each j ∈ N, we have Hsj(M, g) ⊆
Hsj+1(M, g) and the inclusion map is a compact operator, as a consequence
of Lemmas 8.1 and 8.3. Thus, the locally convex direct limit topology makes

H>s0(M, g) =
⋃

j∈N

Hsj(M, g) = lim
−→

Hsj(M, g)

a Silva space. Note that ]s0,∞[ is a directed set for the opposite of the usual
order. As (sj)j∈N is a cofinal subsequence of the latter set, we have

lim
−→ s>s0

Hs(M, g) = lim
−→

Hsj(M, g)

in a standard way. The same argument allows ]s0,∞[ to be replaced with
{sj : j ∈ N} in the direct limit properties described in Theorem 1.5.

The group. By Lemma 8.1 (a), Hsj(M,G) is a subgroup of Hsj+1(M,G) for
each j ∈ N. We give H>s0(M,G) =

⋃
j∈NH

sj(M,G) the unique group struc-
ture making Hsj(M,G) a subgroup for each j ∈ N.

The map H>s0(M, expG). For each γ ∈ H>s0(M, g), we have γ ∈ Hsj(M, g)
for some j ∈ N and henceH>s0(M, expG)(γ) := expG ◦ γ = Hsj(M, expG)(γ) ∈
Hsj(M,G) ⊆ H>s0(M,G), using Lemma 5.3.

The adjoint action on H>s0(M, g). If γ ∈ H>s0(M,G), then γ ∈ Hsj(M,G)
for some j ∈ N. For all i ≥ j, we then have γ ∈ Hsi(M,G) and the proof of
Proposition 1.1 shows that

βi : H
si(M, g) → Hsi(M, g), η 7→ Ad ◦(γ, η)

is a continuous linear map (where Ad: G × g → g is the adjoint action).
Then also the linear map

β : H>s0(M, g) → H>s0(M, g), η 7→ Ad ◦(γ, η) (5)
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is continuous, as β = lim
−→ i≥j

βi.

The Lie group structure. We already saw that H>s0(M,G) is a group under
pointwise operations and that expG ◦ γ ∈ H>s0(M,G) for all γ ∈ H>s0(M, g).
To construct the Lie group structure on H>s0(M,G), replace F with H>s0

in the remaining steps of the proof of Proposition 1.1 and make the following
changes: We use Lemma 8.5 in place of Corollary 5.18; we use the continuity
of β in (5) just established instead of Lemma 5.13.

As a result, G := H>s0(M,G) is a K-analytic BCH-Lie group modelled on
H>s0(M, g). For each x ∈ M , the point evaluation evx : G → G is a K-
analytic group homomorphism and

α−1 : L(G) → H>s0(M, g), v 7→ (L(evx)(v))x∈M

is an isomorphism of topological Lie algebras if we endow H>s0(M, g) with
the pointwise Lie bracket. Moreover, H>s0(M, expG)◦α

−1 is the exponential
function of G.

Existence of a direct limit chart. With P , Q, U , V , φ as in the preceding
adaptation of the proof of Proposition 1.1, the map

Φ := H>s0(M,φ|V ) : H
>s0(M,V ) → H>s0(M,U)

is a K-analytic diffeomorphism and Φ−1 is a chart for H>s0(M,G) whose
restriction to H>s0(M,U) ∩Hsj(M,G) = Hsj(M,U) is the chart

Hsj(M,φ−1|U) : H
sj(M,U) → Hsj(M,V ), γ 7→ φ−1|U ◦ γ

of the Lie group Hsj(M,G) around e. Thus Φ−1 is a strict direct limit chart
for H>s0(M,G) =

⋃
j∈NH

sj(M,G) around e as in [13, Definition 2.1].

Regularity. Since H>s0(M, g) = lim
−→

Hsj(M, g) is a Silva space and thus

compact regular, the Lie group H>s0(M,G) =
⋃
j∈NH

sj(M,G) is L∞
rc -regular

by [16, Proposition 8.10] and hence C0-regular.

Direct limit properties. Since G := H>s0(M,G) =
⋃
j∈NH

sj(M,G) has a
direct limit chart and L(G) ∼= H>s0(M, g) = lim

−→
Hsj(M, g) is a Silva space,

[13, Proposition 9.8 (i)] shows that G = lim
−→

Hsj(M,G) as a topological group,

C∞
L
-Lie group for L ∈ {R,K}, and as a Cr

L
-manifold for all r ∈ N0 ∪ {∞}.

Compact subsets. Since G has a direct limit chart and L(G) : H>s0(M, g) =
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⋃
j∈NH

sj(M, g) is compact regular, each compact subset K of G is a compact
subset of Hsj(M,G) for some j ∈ N, by [14, Lemma 6.1].

A Bounded open sets with smooth boundary

Let m ∈ N. We show that the set U of all bounded, open subsets U ⊆ R
m

with smooth boundary is a good collection of open subsets of Rm.

Definition A.1 A compact subset L ⊆ Rm is called a compact subset with

smooth boundary if, for each x ∈ ∂L, there exists a C∞-function g : Q → R

on an open x-neighbourhood Q ⊆ Rm such that ∇g(y) 6= 0 for all y ∈ Q and

L ∩Q = {y ∈ Q : g(y) ≤ 0}.

We say that a bounded open subset U ⊆ Rm has smooth boundary if U is a

compact subset of Rm with smooth boundary and U = U
0
.

Remark A.2 For x ∈ ∂L and g as in Definition A.1, after a permutation of
the coordinates we may assume that ∂g

∂xn
(x) 6= 0. After shrinking Q, we may

assume that ∂g
∂xn

(y) > 0 for all y ∈ Q (which we assume now) or ∂g
∂xn

(y) < 0
for all y ∈ Q (an analogous case). Shrinking Q further, we may assume that
Q =W ×J for an open set W ⊆ Rm−1 and an open interval J ⊆ R and that

{y ∈ Q : g(y) = 0} = graph(h)

for a smooth function h : W → J , by the Implicit Function Theorem. Then

Q ∩ L = {(w, t) ∈ W × J : t ≤ h(w)}

by monotonicity of g(w, ·) on J . Notably, {(w, t) ∈ W × J : t < h(w)} ⊆ L0

is dense in Q ∩ L, whence L0 is dense in L. Moreover, Q ∩ ∂L = graph(h).

It is easy to see that U satisfies the conditions (a) and (d) formulated in
Definition 2.6. To see that (b) holds, let U ⊆ Rm be a bounded open subset
with smooth boundary and K ⊆ U be a non-empty compact subset. Thus
L := U is a compact subset of Rm with smooth boundary and U = L0. Then
∂L is a compact smooth submanifold of Rm and we consider the inner normal
vector field

ν : ∂L → R
m
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given for y ∈ Q ∩ ∂L (with Q as in Definition A.1) by

ν(y) = −
1

‖∇g(y)‖2
∇g(y).

Thus ν(y) is the unique unit vector in (Ty(∂L))
⊥ such that y+ tν(y) ∈ L for

all small t ≥ 0. The hypotheses (d) of [17, Theorem 1.10] being satisfied, its
conclusion (i) provides a smooth vector field F : Rm → Rm with F |∂L = ν.
Using a smooth partition of unity, we can create a compactly supported
smooth function ξ : Rm → R such that ξ|∂L = 1 and supp(ξ) ⊆ R

m \ K.
After replacing F with ξF , we may assume that F has compact support and
supp(F ) ∩K = ∅. For each y ∈ Rm, the maximal solution φy of the initial
value problem

x′(t) = F (x(t)), x(0) = y

is defined for all t ∈ R. We now use a standard fact concerning flows of
complete vector fields: Setting Flt(y) := φy(t) for y ∈ R

m, we get C∞-
diffeomorphisms Flt : R

m → Rm for all t ∈ R. If x ∈ ∂L, let g : Q→ R be as
in Definition A.1. There is ε > 0 such that φx(]−ε, ε[) ⊆ Q. Since

(g ◦ φx)
′(0) = 〈∇g(φx(0)), φ

′
x(0)〉 = 〈∇g(x), ν(x)〉 = −‖∇g(x)‖2 < 0,

after shrinking ε, we can achieve that (g ◦φx)
′(t) < 0 for all t ∈ ]−ε, ε[. Thus

g(φx(t)) < 0 (and hence φx(t) ∈ L0 = U) for all t ∈ ]0, ε[, while g(φx(t)) > 0
(and hence φx(t) ∈ Rm \ L) for all t ∈ ]−ε, 0[.

We now show that, for each y ∈ L, we have

φy(t) ∈ L0 for all t > 0. (6)

If this was wrong, we could define

τ := inf{t > 0: φy(t) 6∈ L0}. (7)

Then τ > 0, as we just observed that φy(t) ∈ L0 for small t > 0 if y ∈ ∂L;
the corresponding statement for y ∈ L0 also holds as φ−1

y (L0) is an open
0-neighbourhood in this case. Since φy is continuous and Rm \ L0 is closed,
we have φy(τ) ∈ R

m \ L0. On the other hand, φy(t) → φy(τ) as [0, τ [ ∋
t → τ , whence φy(τ) ∈ L and hence x := φy(τ) ∈ L \ L0 = ∂L. But then
φy(τ − t) = φx(−t) ∈ Rm \ L for all small t > 0, contradicting (7).

Fix a real number t0 > 0. Then Flt0 : R
m → Rm is a C∞-diffeomorphism,
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whence Flt0(L) is a compact subset of Rm with smooth boundary and V :=
Flt0(U) = (Flt0(L))

0 a bounded open subset of Rm with smooth boundary.
By (6), we have V = Flt0(L) ⊆ L0 = U . Note that P := L0 \ supp(F ) is an
open subset of Rm such that K ⊆ P . Since F (x) = 0 for all x ∈ P , we have
φx(t) = x for all t ∈ R and hence Flt0(x) = x. Thus K ⊆ P = Flt0(P ) ⊆
Flt0(U) = V .

To get (c), let O be an open subset of Rm and U 6= ∅ be a relatively compact
subset of O such that U ∈ U . We construct a relatively compact subset W
of O such that U ⊆W and W ∈ U . Let F and Flt be as in the proof of (b),
applied with a singleton K ⊆ U . It is a standard fact that the map

R× R
m → R

m, (t, y) 7→ Flt(y)

is smooth and hence continuous. Thus S := {(t, y) ∈ R × R
m : Flt(y) ∈ O}

is open in R × Rm. Since Fl0 = idRm , we have {0} × U ⊆ S. Using the
Wallace Theorem (see Theorem 12 in [24, Chapter 5]), we find an open 0-
neighbourhood J ⊆ R and an open subset Y ⊆ Rm with U ⊆ Y such that
J × Y ⊆ S. We pick t0 ∈ J such that t0 < 0. Then W := Flt0(U) is a
bounded open subset of Rm with smooth boundary. Since U ⊇ Fl−t0(U),

U = Flt0(Fl−t0(U)) ⊆ Flt0(U) =W

follows. Moreover, W = Flt0(U) ⊆ Flt0(Y ) ⊆ O. �

The preceding proof varies the discussion of flows of inner vector fields on
manifolds with corners in [26, §2.7].
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[16] Glöckner, H., Measurable regularity properties of infinite-dimensional

Lie groups, preprint, arXiv:1601.02568.
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