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POSITIVE SOLUTIONS FOR THE FRACTIONAL p-LAPLACIAN

VIA MIXED TOPOLOGICAL AND VARIATIONAL METHODS

ANTONIO IANNIZZOTTO

Abstract. We study a nonlinear, nonlocal Dirichlet problem driven by the degenerate fractional p-Laplacian

via a combination of topological methods (degree theory for operators of monotone type) and variational

methods (critical point theory). We assume local conditions ensuring the existence of sub- and supersolutions.

So we prove existence of two positive solutions, in both the coercive and noncoercive cases.

Version of March 1, 2023

1. Introduction

In the study of nonlinear elliptic partial differential equations, two main approaches have been followed in
the past decades: in the variational approach, solutions of the examined problem are seen as critical points
of an energy functional and detected via minimization or min-max schemes; in the topological approach,
solutions are seen as zeros of a nonlinear operator and are found via fixed point theorems or degree theory.
The topological approach is more general, as it allows to deal with gradient-depending terms, but it usually
provides less precise information about the number of solutions. Classical references on the variational and
topological methods for nonlinear equations are [22] and [8], respectively.

When quasilinear equations are considered (think for instance of the p-Laplacian operator), both variational
and topological methods are affected by technical difficulties: no Hilbertian structure is available, energy
functionals fail to be twice differentiable, so the Leray-Schauder degree for nonlinear operators does not
apply. Thus, the p-Laplace equation has been the benchmark for developing both a critical point theory for
C1-functionals on Banach spaces, and an effective degree theory for operators of monotone type mapping
a Banach space into its dual, as well as useful combinations of the two methods, as in the very interesting
paper [19]. See [18] for a comprehensive account on such techniques.

In the last decade, beside nonlinearity, nonlocality has come into play as a major feature, with the increasing
interest in fractional order elliptic operators and the inherent new difficulties, which are mainly related to
regularity, maximum and comparison principles, and the boundary behavior of solutions. The semilinear case,
dealing with the fractional Laplacian or variants of it, is by now well established, see for instance [17] for
the variational approach. In the quasilinear case, namely for the fractional p-Laplacian, a purely variational
approach for existence results was proposed in [10], based on Morse theory and the spectral theory of [16].
Much has been achieved since then and, despite missing a full organic theory, we have several partial results
providing a basic toolbox for the treatment of equations, at least in the degenerate case, i.e., when the
summability exponent is p > 2 (examples are found in [5] for the variational method and in [6] for the
topological method).

In this paper, in some sense a companion work of [6], we aim at combining the variational and topological
approaches, relying on recent regularity and comparison results, in order to prove multiplicity of positive
solutions for a fractional p-Laplace equations under mild assumptions on the reaction. Precisely, we study
the following fractional order nonlinear equation with Dirichlet condition:

(1.1)

{
(−∆)sp u = f(x, u) in Ω

u = 0 in Ωc.
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2 A. IANNIZZOTTO

Here Ω ⊂ R
N (N ≥ 2) is a bounded domain with C1,1 boundary, p > 2, s ∈ (0, 1) s.t. N > ps, the leading

operator is the fractional p-Laplacian, defined for all u : RN → R smooth enough and all x ∈ R
N by

(−∆)sp u(x) = 2 lim
ε→0+

∫

Bc
ε(x)

|u(x)− u(y)|p−2(u(x)− u(y))

|x− y|N+ps
dy,

which for p = 2 reduces to the fractional Laplacian and for s → 1− converges to the classical p-Laplacian (up
to multiplicative constants). Finally, f : Ω × R → R is a Carathéodory mapping subject to several growth
conditions. We focus on asymptotically (p− 1)-linear reactions both at infinity and at zero, i.e., we assume
that the quotient

t 7→
f(·, t)

tp−1

is bounded (uniformly in Ω) as t → ∞, 0, respectively. The present work differs from [6], mainly because we
do not assume a qualitatively different behavior of the quotient above at ±∞ and at 0 (jumping reaction).
So we distinguish two cases, roughly speaking:

(a) in the coercive case, the limits of the quotient above lie below the principal eigenvalue of the operator
(−∆)sp with nonresonance on a positively measured subset of Ω;

(b) in the noncoercive case, the same limits lie above the principal eigenvalue.

Note that in general we allow for the reaction to have exactly the same behavior at infinity and at zero,
unlike in many similar works (i.e., we exclude the so-called concave-convex reactions). On the other hand,
we shall assume some local conditions ensuring the existence of sub- and supersolutions, namely, in case (a)
we require that the reaction lies above a power tq−1 (q > p) near the origin, and in case (b) we require that
it is nonpositive at some point b > 0. Under such hypotheses, in both cases we prove that problem (1.1)
admits at least two positive solutions, the first being obtained as a local minimizer of the energy functional,
and the second being detected through a degree theoretic argument (see Theorems 4.3 and 5.2 below). We
are inspired by similar results from [19] for the local case (s = 1). We remark that our results are new even
in the semilinear framework p = 2.

The structure of the paper is the following: in Section 2 we recall the degree theory for operators of class
(S)+; in Section 3 we collect some general results on the fractional p-Laplacian and the related Dirichlet
problem; in Section 4 we prove our multiplicity result for the coercive case (a); and in Section 5 we deal with
the noncoercive case (b).

Notation. Throughout the paper, for any A ⊂ R
N we shall set Ac = R

N \ A. For any two measurable
functions u, v : Ω → R, u 6 v in Ω will mean that u(x) 6 v(x) for a.e. x ∈ Ω (and similar expressions). The
positive (resp., negative) part of u is denoted u+ (resp., u−). Every function u defined in Ω will be identified
with its 0-extension to R

N . If X is an ordered Banach space, then X+ will denote its non-negative order
cone. For all r ∈ [1,∞], ‖ · ‖r denotes the standard norm of Lr(Ω) (or Lr(RN ), which will be clear from the
context). Moreover, C will denote a positive constant (whose value may change case by case).

2. Degree theory for (S)+-maps

For the reader’s convenience, we recall here some basic notions and properties of Browder’s topological degree
for (S)+-maps, introduced in [2] (we follow the general exposition of [18, Section 4.3]).

Let X be a separable, reflexive Banach space, X∗ be its dual space, and U ⊆ X . An operator A : U → X∗

is an (S)+-map if, for any sequence (un) in X , un ⇀ u in X and

lim sup
n

〈A(un), un − u〉 6 0

imply un → u (strongly) in X . Also, A is demicontinuous if it is strong to weak∗ continuous. Note that, if A is
a demicontinuous (S)+-map and B : U → X∗ is a completely continuous map, then A+B is a demicontinuous
(S)+-map as well. In particular, by classical functional analysis (Troyanski’s renorming theorem) there exists
a (S)+-homeomorphism F : X → X∗ (duality map) s.t. for all u ∈ X

‖F(u)‖2 = ‖u‖2 = 〈F(u), u〉.

Now consider a triple (A,U, u∗) where U ⊂ X is a bounded open set, A : U → X∗ is a demicontinuous
(S)+-map, and u∗ ∈ X∗ \ A(∂U). By separability, we can perform a Galerkin type approximation of X by
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means of an increasing sequence (Xn) of finite-dimensional subspaces. For all n ∈ N we set Un = U ∩ Xn

and define An : Un → X∗
n by setting for all u ∈ Un, v ∈ Xn

〈An(u), v〉 = 〈A(u), v〉

(for simplicity, we use the same notation for the duality pairings between X∗
n and Xn, and between X∗ and

X , respectively). By [18, Proposition 4.38] Brouwer’s degree of the triple (An, Un, u
∗) eventually stabilizes

as n → ∞, so we can define for some n ∈ N big enough

deg(S)+(A,U, u
∗) = deg(An, Un, u

∗).

The integer-valued map deg(S+) inherits the main properties of Brouwer’s degree:

Proposition 2.1. [18, Theorem 4.42] Let U ⊂ X be a bounded open set, A : U → X∗ be a demicontinuous
(S)+-map, u∗ /∈ A(∂U). Then:

(i) (normalization) if u∗ ∈ F(U), then deg(S)+(F , U, u∗) = 1;

(ii) (domain additivity) if U = U1 ∪ U2, with U1, U2 ⊂ X nonempty open sets s.t. U1 ∩ U2 = ∅ and
u∗ /∈ A(∂U1 ∪ ∂U2), then

deg(S)+(A,U, u
∗) = deg(S)+(A,U1, u

∗) + deg(S)+(A,U2, u
∗);

(iii) (excision) if C ⊂ U is closed s.t. u∗ /∈ A(C), then

deg(S)+(A,U \ C, u∗) = deg(S)+(A,U, u
∗);

(iv) (homotopy invariance) if h : [0, 1]×U → X∗ is a (S)+-homotopy s.t. u∗ /∈ h(t, ∂U) for all t ∈ [0, 1],
then the function

t 7→ deg(S)+(h(t, ·), U, u
∗)

is constant in [0, 1];
(v) (solution) if deg(S)+(A,U, u

∗) 6= 0, then there exists u ∈ U s.t. A(u) = u∗;

(vi) (boundary dependence) if B : U → X∗ is a demicontinuous (S)+-map s.t. A(u) = B(u) for all
u ∈ ∂U , then

deg(S)+(A,U, u
∗) = deg(S)+(B,U, u∗).

For our purposes, the most important property is (iv). We recall that a (S)+-homotopy is a map h :
[0, 1]× U → X∗ s.t. tn → t in [0, 1], un ⇀ u in X , and

lim sup
n

〈h(tn, un), un − u〉 6 0

imply un → u in X and h(tn, un) ⇀ h(t, u) in X∗. For instance, if A,B : U → X∗ are demicontinuous
(S)+-maps, then by [18, Proposition 4.41] we can define a (S)+-homotopy as follows:

h(t, u) = (1− t)A(u) + tB(u).

The bridge between variational and topological methods is represented by the case of a functional Φ ∈ C1(X),
whose Gâteaux derivative Φ′ : X → X∗ is a (demi-) continuous (S)+-map (potential operator). We set

K(Φ) =
{
u ∈ X : Φ′(u) = 0

}
.

In such cases, the degree of Φ′ in some special sets is related to the local and asymptotic behavior of Φ,
respectively, as first proved in [21] (for the Leray-Schauder degree):

Proposition 2.2. [18, Corollaries 4.46, 4.49] Let Φ ∈ C1(X) be a functional s.t. Φ′ : X → X∗ is a continuous
(S)+-map:

(i) if u0 ∈ X is a local minimizer and an isolated critical point of Φ, then for all ρ > 0 small enough

deg(S)+(Φ
′, Bρ(u0), 0) = 1;

(ii) if Φ is coercive and K(Φ) is bounded, then for all R > 0 big enough

deg(S)+(Φ
′, BR(0), 0) = 1.
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3. The Dirichlet problem for the fractional p-Laplacian

Here we recall some basic features of the existing theory about problem (1.1). First, for all open Ω ⊆ R
N

and all measurable u : Ω → R we define the Gagliardo seminorm

[u]s,p,Ω =
(∫∫

Ω×Ω

|u(x)− u(y)|p

|x− y|N+ps
dx dy

) 1
p

.

We introduce the fractional Sobolev spaces (see [4] for details)

W s,p(Ω) =
{
u ∈ Lp(Ω) : [u]s,p,Ω < ∞

}
,

W̃ s,p(Ω) =
{
u ∈ Lp

loc(R
N ) : u ∈ W s,p(Ω′) for some Ω′ ⋑ Ω and

∫

RN

|u(x)|p−1

(1 + |x|)N+ps
dx < ∞

}
,

W s,p
0 (Ω) =

{
u ∈ W s,p(RN ) : u = 0 in Ωc

}
.

Clearly W s,p
0 (Ω) ⊂ W̃ s,p(Ω), and conversely for all u ∈ W̃ s,p(Ω) s.t. u = 0 in Ωc we have u ∈ W s,p

0 (Ω),
see [5, Lemma 2.1]. If Ω ⊂ R

N is a bounded domain with C1,1-smooth boundary ∂Ω, then W s,p
0 (Ω) is a

uniformly convex, separable Banach space with norm

‖u‖ = [u]s,p,RN ,

whose dual space is denotedW−s,p′

(Ω). Also, the embeddingW s,p
0 (Ω) →֒ Lr(Ω) is continuous for all r ∈ [1, p∗s]

and compact for all r ∈ [1, p∗s), where the fractional critical exponent is defined by

p∗s =
Np

N − ps
.

By [13, Lemma 2.3], we can extend the definition of the fractional p-Laplacian to a wider class of functions.

For all u ∈ W̃ s,p(Ω), ϕ ∈ W s,p
0 (Ω) set

〈(−∆)sp u, ϕ〉 =

∫∫

RN×RN

|u(x)− u(y)|p−2(u(x)− u(y))(ϕ(x) − ϕ(y))

|x− y|N+ps
dx dy.

Then we have (−∆)sp u ∈ W−s,p′

(Ω), and the definition above agrees with the one given in Section 1 for

u smooth enough (for instance, u ∈ C∞
c (Ω)). The restricted operator (−∆)sp : W s,p

0 (Ω) → W−s,p′

(Ω) is a

continuous (S)+-map (in fact, the duality map of W s,p
0 (Ω) is u 7→ (−∆)sp u/‖u‖

p−2), as well as the gradient

of the C1-functional

u 7→
‖u‖p

p
.

We recall a useful formula, holding for any u ∈ W s,p
0 (Ω):

‖u±‖p 6 〈(−∆)sp u,±u±〉.

Also, such operator is strictly (T )-monotone:

Proposition 3.1. [16, proof of Lemma 9] Let u, v ∈ W̃ s,p(Ω) s.t. (u− v)+ ∈ W s,p
0 (Ω) satisfy

〈(−∆)sp u− (−∆)sp v, (u − v)+〉 6 0,

then u 6 v in Ω.

Now let us consider problem (1.1), under the following basic hypothesis:

H0 f : Ω×R → R is a Carathéodory function and there exist c0 > 0, r ∈ (1, p∗s) s.t. for a.e. x ∈ Ω and all
t ∈ R

|f(x, t)| 6 c0(1 + |t|r−1).

We say that u ∈ W̃ s,p(Ω) is a (weak) supersolution of (1.1) if for all ϕ ∈ W s,p
0 (Ω)+

〈(−∆)sp u, ϕ〉 >

∫

Ω

f(x, u)ϕdx,

and similarly we define a (weak) subsolution. A (weak) solution of (1.1) is both a super- and a subsolution,
i.e., a function u ∈ W s,p

0 (Ω) s.t. for all ϕ ∈ W s,p
0 (Ω)

〈(−∆)sp u, ϕ〉 =

∫

Ω

f(x, u)ϕdx,
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The definitions of super-, subsolutions and solutions for other Dirichlet problems will be analogous. We have
the following a priori bound:

Proposition 3.2. [3, Theorem 3.3] Let H0 hold, u ∈ W s,p
0 (Ω) be a solution of (1.1). Then, u ∈ L∞(Ω)

with ‖u‖∞ 6 C, for some C = C(‖u‖) > 0.

In fractional regularity theory, the following weighted Hölder spaces play a major role. Set for all x ∈ R
N

dΩ(x) = dist(x,Ωc),

and for all α ∈ (0, 1)

Cα
s (Ω) =

{
u ∈ C0(Ω) :

u

dsΩ
has a α-Hölder continuous extension to Ω

}
,

which is a Banach space endowed with the norm

‖u‖α,s =
∥∥∥ u

dsΩ

∥∥∥
∞

+ sup
x 6=y

|u(x)/dsΩ(x)− u(y)/dsΩ(y)|

|x− y|α
.

For α = 0, the space C0
s (Ω) is defined similarly, with α-Hölder continuous replaced by continuous and the

corresponding norm

‖u‖0,s =
∥∥∥ u

dsΩ

∥∥∥
∞
.

In addition, the interior of the positive order cone of C0
s (Ω) is

int(C0
s (Ω)+) =

{
u ∈ C0

s (Ω) : inf
Ω

u

dsΩ
> 0

}
.

By Proposition 3.2 and [14, Theorem 1.1] we have the following global regularity result:

Proposition 3.3. Let H0 hold, u ∈ W s,p
0 (Ω) be a solution of (1.1). Then, u ∈ Cα

s (Ω) for some α ∈ (0, s]
(independent of u).

While Proposition 3.1 above can be regarded as a weak comparison principle, strong maximum and compar-
ison principles can be stated as follows:

Proposition 3.4. [12, Theorems 2.6, 2.7] Let g ∈ C0(R) ∩BVloc(R):

(i) if u ∈ W̃ s,p(Ω) ∩ C0(Ω) satisfies
{
(−∆)sp u+ g(u) > g(0) in Ω

u > 0 in R
N

and u 6= 0, then

inf
Ω

u

dsΩ
> 0;

(ii) if u ∈ W̃ s,p(Ω) ∩ C0(Ω), v ∈ W s,p
0 (Ω) ∩ C0(Ω), C > 0 satisfy





(−∆)sp v + g(v) 6 (−∆)sp u+ g(u) 6 C in Ω

0 < v 6 u in Ω

0 = v 6 u in Ωc

and u 6= v, then

inf
Ω

u− v

dsΩ
> 0.

Referring to [9] for details, we consider the following nonlinear weighted eigenvalue problem with weight
function m ∈ L∞(Ω):

(3.1)

{
(−∆)sp u = λm(x)|u|p−2u in Ω

u = 0 in Ωc.

The following result summarizes the main properties of the principal eigenvalue of (3.1):
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Proposition 3.5. [9, Propositions 3.3, 4.2] Let m ∈ L∞(Ω) be s.t. m+ 6= 0. Then, the smallest eigenvalue
of (3.1) is

λ1(m) = inf
u∈W

s,p

0
(Ω)\{0}

‖u‖p∫
Ω
m(x)|u|p dx

> 0.

In addition:

(i) λ1(m) is attained at a unique positive, normalized eigenfunction e1(m) ∈ int(C0
s (Ω)+), while any

nonprincipal eigenfunction changes sign in Ω;
(ii) for all m̃ ∈ L∞(Ω) s.t. m 6 m̃ in Ω and m 6= m̃, we have

λ1(m) > λ1(m̃).

In particular, we will write λ1 = λ1(1), e1 = e1(1). We recall two technical results, related to the eigenvalue
λ1. The first is of variational nature:

Proposition 3.6. [11, Lemma 2.7] Let ξ ∈ L∞(Ω) be s.t. ξ 6 λ1 in Ω, and ξ 6= λ1. Then, there exists σ > 0
s.t. for all u ∈ W s,p

0 (Ω)

‖u‖p −

∫

Ω

ξ(x)|u|p dx > σ‖u‖p.

The second is a nonlocal version of the antimaximum principle of [7]:

Proposition 3.7. [6, Lemma 3.9] Let m,β ∈ L∞(Ω)+ \ {0}, λ > λ1(m), u ∈ W s,p
0 (Ω) solve

{
(−∆)sp u = λm(x)|u|p−2u+ β(x) in Ω

u = 0 in Ωc.

Then, u− 6= 0.

Now we focus on the variational formulation of problem (1.1). First, set for all (x, t) ∈ Ω× R

F (x, t) =

∫ t

0

f(x, τ) dτ.

Then, set for all u ∈ W s,p
0 (Ω)

Φ(u) =
‖u‖p

p
−

∫

Ω

F (x, u) dx.

By virtue of H0, it is easily seen that Φ ∈ C1(W s,p
0 (Ω)). For all u ∈ W s,p

0 (Ω) we have

Φ′(u) = (−∆)sp u−Nf (u),

where Nf : W s,p
0 (Ω) → W−s,p′

(Ω) is the completely continuous Nemitskii operator defined for all u, ϕ ∈
W s,p

0 (Ω) by

〈Nf (u), ϕ〉 =

∫

Ω

f(x, u)ϕdx.

So, as seen in Section 2, Φ′ : W s,p
0 (Ω) → W−s,p′

(Ω) is a (demi)-continuous (S)+-map. In addition, Φ is
sequentially weakly l.s.c. and satisfies a bounded (PS)-condition, i.e., whenever (un) is a bounded sequence

in W s,p
0 (Ω) s.t. |Φ(un)| 6 C for all n ∈ N and Φ′(un) → 0 in W−s,p′

(Ω), then up to a subsequence un → u
in W s,p

0 (Ω).

Finally, we recall the equivalence between Sobolev and Hölder local minimizers of Φ:

Proposition 3.8. [15, Theorem 1.1] Let H0 hold, u ∈ W s,p
0 (Ω). Then, the following are equivalent:

(i) there exists σ > 0 s.t. Φ(u+ v) > Φ(u) for all v ∈ W s,p
0 (Ω) ∩C0

s (Ω), ‖v‖0,s 6 σ;
(ii) there exists ρ > 0 s.t. Φ(u + v) > Φ(u) for all v ∈ W s,p

0 (Ω), ‖v‖ 6 ρ.

Remark 3.9. All results of this section also hold in the singular case p ∈ (1, 2), but the regularity result
Proposition 3.3, which has only been proved for the degenerate case p > 2 so far, and consequently Proposition
3.8.
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4. Coercive case

In this section we deal with the case when the limits of the quotient

t 7→
f(x, t)

tp−1

both at zero and infinity lie below the principal eigenvalue λ1 without resonance (in fact we will assume a
slightly more general condition). This case is called coercive, since the energy functional corresponding to
problem (1.1) tends to infinity as ‖u‖ → ∞. In order to detect a positive subsolution, we will make use of
an auxiliary Dirichlet problem for the p-fractional Lane-Emden equation:

(4.1)

{
(−∆)sp v = |v|q−2v in Ω

v = 0 in Ωc.

Here q ∈ (p, p∗s), and recalling that W s,p
0 (Ω) →֒ Lq(Ω) we set

cq = inf
u∈W

s,p

0
(Ω)\{0}

‖u‖

‖u‖q
> 0.

The following technical result is a nonlocal version of [20, Theorem 1]:

Lemma 4.1. Let q ∈ (p, p∗s). Then problem (4.1) has at least one solution vq ∈ int(C0
s (Ω)+) s.t.

‖vq‖
p = ‖vq‖

q
q = c

pq

q−p

q .

Proof. Set

Sq =
{
v ∈ W s,p

0 (Ω) : ‖v‖qq = c
pq

q−p

q

}
.

By the compact embedding W s,p
0 (Ω) →֒ Lq(Ω), it is easily seen that Sq is sequentially weakly closed as a

subset of W s,p
0 (Ω). Also for all v ∈ Sq we have

(4.2) ‖v‖p > cpq‖v‖
p
q = c

pq

q−p

q .

By definition of cq, there exists a sequence (un) in W s,p
0 (Ω) \ {0} s.t.

‖un‖

‖un‖q
→ cq.

By replacing if necessary un with |un|, we may assume un > 0 in Ω, for all n ∈ N. Set

vn = c
p

q−p

q
un

‖un‖q
∈ Sq,

then ‖vn‖p → c
pq

q−p

q . In particular, (vn) is bounded in W s,p
0 (Ω). Passing if necessary to a subsequence, we

have vn ⇀ vq in W s,p
0 (Ω), vn → vq in Lq(Ω), and vn(x) → vq(x) for a.e. x ∈ Ω. So vq ∈ Sq and vq > 0 in Ω.

Also,

‖vq‖
p 6 lim inf

n
‖vn‖

p = c
pq

q−p

q ,

which along with (4.2) gives

‖vq‖
p = ‖vq‖

q
q = c

pq

q−p

q .

Thus, vq is a minimizer of the functional v 7→ ‖v‖p restricted the C1-manifold Sq. By Lagrange’s multipliers
rule, there exists µ ∈ R s.t. for all ϕ ∈ W s,p

0 (Ω)

〈(−∆)sp vq, ϕ〉 = µ

∫

Ω

vq−1
q ϕdx.

Testing the relation above with vq ∈ W s,p
0 (Ω) we get

‖vq‖
p = µ‖vq‖

q
q,

which implies µ = 1. So vq is a non-negative weak solution of (4.1), in the sense of Section 3. Clearly the
reaction

(x, t) 7→ |t|q−2t
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satisfies H0, so by Proposition 3.3 we have vq ∈ Cα
s (Ω). Now apply Proposition 3.4 (i) (with g(t) = −|t|q−2t)

to find vq ∈ int(C0
s (Ω)+). �

Our hypotheses on the reaction f , in the present case, are the following:

H1 f : Ω× R → R is a Carathéodory function and
(i) for all M > 0 there exists aM ∈ L∞(Ω)+ s.t. for a.e. x ∈ Ω and all t ∈ [0,M ]

0 6 f(x, t) 6 aM (x);

(ii) there exists θ ∈ L∞(Ω)+ s.t. θ 6 λ1 in Ω, θ 6= λ1, and uniformly for a.e. x ∈ Ω

lim sup
t→∞

f(x, t)

tp−1
6 θ(x);

(iii) there exists η ∈ L∞(Ω)+ s.t. η 6 λ1 in Ω, η 6= λ1, and uniformly for a.e. x ∈ Ω

lim sup
t→0+

f(x, t)

tp−1
6 η(x);

(iv) there exists q ∈ (p, p∗s) s.t. for a.e. x ∈ Ω and all t > 0

f(x, t) > min
{
t, ‖vq‖∞

}q−1
.

Hypotheses H1 above only concern the behavior of f(x, ·) in the positive semiaxis, but since we are seeking
positive solutions, we can use H1 (iii) and set for all x ∈ Ω, t ∈ R

−

f(x, t) = 0.

Clearly H1 imply H0, hence all results of Section 3 apply. Hypotheses H1 (ii) (iii) conjure a (p−1)-sublinear
growth at infinity and a (p−1)-superlinear growth at the origin, with the principal eigenvalue λ1 > 0 (defined
in Proposition 3.5) as a threshold slope. Also, vq ∈ int(C0

s (Ω)+) in H1 (iv) is defined by Lemma 4.1.

Example 4.2. Assume that, for convenient Ω, p, q we have λ1 > ‖vq‖q−p
∞ . Then we can find λ ∈ (0, λ1),

µ > 1 s.t. λ > µ‖vq‖q−p
∞ . So set for all t ∈ R

f(t) =





0 if t 6 0

µtq−1 if 0 < t 6 ‖vq‖∞

λtp−1 + µ‖vq‖
q−1
∞ − λ‖vq‖

p−1
∞ if t > ‖vq‖∞.

Elementary calculations show that f ∈ C0(R) satisfies H1.

Our multiplicity result for the coercive case is the following, extending [18, Theorem 11.13] to the nonlocal
framework (see also the first part of [19, Theorem 1]):

Theorem 4.3. Let H1 hold. Then, problem (1.1) has at least two solutions u1, u2 ∈ int(C0
s (Ω)+).

Proof. By H1 (and the extension of f to the negative semiaxis) we can define the primitive F : Ω× R → R

and the functional Φ ∈ C1(W s,p
0 (Ω)) as in Section 3.

Our first claim is that 0 is a local minimizer of Φ. Let σ > 0 be as in Proposition 3.6 (with ξ = η from H1

(iii)). Fix ε ∈ (0, σλ1), then by H1 (iii) and de l’Hôpital’s rule there exists δ > 0 s.t. for a.e. x ∈ Ω and all
t ∈ [0, δ]

F (x, t) 6
η(x) + ε

p
tp.

By Proposition 3.6 and the variational characterization of λ1, for all u ∈ W s,p
0 (Ω) ∩ C0

s (Ω) with ‖u‖∞ 6 δ
we have

Φ(u) >
‖u‖p

p
−

∫

Ω

η(x) + ε

p
(u+)p dx

>
1

p

(
‖u‖p −

∫

Ω

η(x)|u|p dx
)
−

ε

p
‖u‖pp

>

(
σ −

ε

λ1

)‖u‖p
p

> 0.
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Since Φ(0) = 0 and C0
s (Ω) →֒ L∞(Ω), we see that 0 is a local minimizer in C0

s (Ω) for Φ. By Proposition 3.8,
it is such as well in W s,p

0 (Ω), as claimed.

Now let vq ∈ int(C0
s (Ω)+) be as in Lemma 4.1. By H1 (iv) we have for all ϕ ∈ W s,p

0 (Ω)+ \ {0}

〈(−∆)sp vq, ϕ〉 =

∫

Ω

vq−1
q ϕdx <

∫

Ω

f(x, vq)ϕdx,

so vq is a (strict) subsolution of (1.1). Set for all (x, t) ∈ Ω× R

f̂(x, t) = f
(
x,max{t, vq(x)}

)
, F̂ (x, t) =

∫ t

0

f̂(x, τ) dτ,

so f̂ : Ω× R → R satisfies H0. Then set for all u ∈ W s,p
0 (Ω)

Φ̂(u) =
‖u‖p

p
−

∫

Ω

F̂ (x, u) dx.

As in Section 3 we see that Φ̂ ∈ C1(W s,p
0 (Ω)) and is sequentially weakly l.s.c. Moreover, Φ̂ is coercive. To

see this, let σ > 0 be as in Proposition 3.6 (this time with ξ = θ from H1 (ii)). Fix ε ∈ (0, σλ1), then by H1

(ii) there exists M > ‖vq‖∞ s.t. for a.e. x ∈ Ω and all t > M

f(x, t) 6 (θ(x) + ε)tp−1.

Further, by H1 (i) we can find aM ∈ L∞(Ω)+ s.t. for a.e. x ∈ Ω and all t > M

F̂ (x, t) =

∫ vq

0

f(x, vq) dτ +

∫ M

vq

f(x, τ) dτ +

∫ t

M

f(x, τ) dτ

6 aM (x)M +
θ(x) + ε

p
(tp −Mp).

Using again H1 (i) we find C > 0 s.t. for a.e. x ∈ Ω and all t ∈ R

F̂ (x, t) 6
θ(x) + ε

p
(t+)p + C.

So, by Proposition 3.6 and the variational characterization of λ1, we have for all u ∈ W s,p
0 (Ω)

Φ̂(u) >
‖u‖p

p
−

∫

Ω

(θ(x) + ε

p
(u+)p + C

)
dx

>
1

p

(
‖u‖p −

∫

Ω

θ(x)|u|p dx
)
−

ε

p
‖u‖pp − C

>

(
σ −

ε

λ1

)‖u‖p
p

− C,

and the latter tends to ∞ as ‖u‖ → ∞. Thus, there exists u1 ∈ W s,p
0 (Ω) s.t.

(4.3) Φ̂(u1) = inf
u∈W

s,p

0
(Ω)

Φ̂(u).

In particular, we have weakly in Ω

(4.4) (−∆)sp u1 = f̂(x, u1).

Testing (4.1) and (4.4) with (vq − u1)
+ ∈ W s,p

0 (Ω), and using H1 (iv), we have

〈(−∆)sp vq − (−∆)sp u1, (vq − u1)
+〉 =

∫

{u1<vq}

(
vq−1
q − f(x, vq)

)
(vq − u1) dx 6 0.

By Proposition 3.1 we have u1 > vq in Ω. By construction, we may replace f̂ with f in (4.4) and see that u1

solves (1.1). By Proposition 3.3, then, we have u1 ∈ Cα
s (Ω). By H1 (iv) we have weakly in Ω

(−∆)sp vq = vq−1
q 6 f(x, u1) = (−∆)sp u1.

Besides, since vq is a strict subsolution of (1.1), we have u1 6= vq. So Proposition 3.4 (ii) (with g(t) = 0)
implies

u1 − vq ∈ int(C0
s (Ω)+),
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in particular u1 ∈ int(C0
s (Ω)+). Now set

V =
{
v ∈ W s,p

0 (Ω) ∩ C0
s (Ω) : v − vq ∈ int(C0

s (Ω)+)
}
.

Since u1 − vq ∈ int(C0
s (Ω)+), there exists σ > 0 s.t. for all v ∈ W s,p

0 (Ω) ∩ C0
s (Ω) with ‖v − u1‖0,s 6 σ we

have v ∈ V . By (4.3) we have for all v ∈ V

Φ(v) = Φ̂(v) > Φ̂(u1) = Φ(u1),

hence u1 is a local minimizer of Φ in C0
s (Ω). By Proposition 3.8, it is as well a local minimizer of Φ in

W s,p
0 (Ω).

There remains to prove that Φ has a further critical point, beside 0 and u1. With this aim in mind, we
distinguish two cases:

(a) If either 0 or u1 is not an isolated critical point of Φ, then clearly Φ has infinitely many critical points.
(b) If both 0 and u1 are isolated critical points of Φ, then in particular they are strict local minimizers.

We then apply Proposition 2.2 (i) and find for all ρ > 0 small enough

(4.5) deg(S)+(Φ
′, Bρ(0), 0) = deg(S)+(Φ

′, Bρ(u1), 0) = 1.

Also, arguing as we did above with Φ̂, we see that Φ is coercive in W s,p
0 (Ω). So, by Proposition 2.2

(ii) we have for all R > 0 big enough

(4.6) deg(S)+(Φ
′, BR(0), 0) = 1.

We choose 0 < ρ < R in the relations above so that

Bρ(0) ∩Bρ(u1) = ∅, Bρ(0) ∪Bρ(u1) ⊂ BR(0).

Using (4.5) (4.6) and Proposition 2.1 (ii) (domain additivity) twice, we get

1 = deg(S)+

(
Φ′, BR(0), 0)

= deg(S)+

(
Φ′, Bρ(0), 0) + deg(S)+

(
Φ′, Bρ(u1), 0) + deg(S)+

(
Φ′, BR(0) \ (Bρ(0) ∪Bρ(u1)), 0

)

= 2 + deg(S)+

(
Φ′, BR(0) \ (Bρ(0) ∪Bρ(u1)), 0

)
,

which rephrases as

deg(S)+

(
Φ′, BR(0) \ (Bρ(0) ∪Bρ(u1)), 0

)
= −1.

Then, by Proposition 2.1 (v) (solution), there exists u2 ∈ BR(0) \ (Bρ(0) ∪Bρ(u1)) s.t.

Φ′(u2) = 0.

In either case, we end up with two nontrivial critical points u1, u2 ∈ K(Φ) \ {0}. We already know that
u1 ∈ int(C0

s (Ω)+) solves (1.1).

So, let us consider u2. By Proposition 3.3 we see that u2 ∈ Cα
s (Ω) solves (1.1). Testing with −u−

2 ∈ W s,p
0 (Ω)

and using H1 (i) we have

‖u−
2 ‖

p
6 〈(−∆)sp u2,−u−

2 〉

=

∫

{u2<0}

f(x, u2)u2 dx 6 0,

hence u2 > 0 in Ω. Now apply Proposition 3.4 (i) (with g(t) = 0) and recall that u2 6= 0, to conclude that
u2 ∈ int(C0

s (Ω)+), which ends the proof. �

Remark 4.4. In the proof of Theorem 4.3, the degree-theoretical argument used to detect a second positive
solution can be replaced by an equivalent variational one, based on the mountain pass theorem (see [18,
Theorem 5.40]). Also, we note that under hypotheses symmetric to H1 on the negative semiaxis, we can
prove existence of two negative solutions.
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5. Noncoercive case

In this section we consider the more delicate case in which the limits of

t 7→
f(x, t)

tp−1
,

both for t → ∞, 0+ lie above the principal eigenvalue λ1. Such asymptotic behavior prevents both coercivity
of the energy functional and the existence of a local minimum at 0. So, in the present case the use of degree
theory is more meaningful.

Our hypotheses on the reaction f are the following:

H2 f : Ω× R → R is a Carathéodory function and
(i) for all M > 0 there exists aM ∈ L∞(Ω)+ s.t. for a.e. x ∈ Ω and all t ∈ [0,M ]

|f(x, t)| 6 aM (x);

(ii) there exist θ1, θ2 ∈ L∞(Ω)+ s.t. θ1 > λ1 in Ω, θ1 6= λ1, and uniformly for a.e. x ∈ Ω

θ1(x) 6 lim inf
t→∞

f(x, t)

tp−1
6 lim sup

t→∞

f(x, t)

tp−1
6 θ2(x);

(iii) there exist η1, η2 ∈ L∞(Ω)+ s.t. η1 > λ1 in Ω, η1 6= λ1, and uniformly for a.e. x ∈ Ω

η1(x) 6 lim inf
t→0+

f(x, t)

tp−1
6 lim sup

t→0+

f(x, t)

tp−1
6 η2(x);

(iv) there exist b,K > 0 s.t. uniformly for a.e. x ∈ Ω

lim sup
t→b−

f(x, t)

(b− t)p−1
6 K.

As in Section 4, by H2 (iii) we may set for all x ∈ Ω, t 6 0

f(x, t) = 0.

So H2 imply H0. By H2 (ii) (iii), f(x, ·) has precisely a (p − 1)-linear growth both at 0 and at ∞, with
limits slopes above the principal eigenvalue λ1 (Proposition 3.5) without resonance. Also, hypothesis H2 (iv)
implies that the constant b is a supersolution of (1.1).

Example 5.1. Define an autonomous reaction f ∈ C0(R) by setting for all t > 0

f(t) = µtp−1 − γ arctan(tq−1),

with q > p, µ > λ1, and γ > 0. Elementary calculus shows that f satisfies H2 (i) – (iii). Moreover, if γ is
big enough (depending on µ, p, and q), then f becomes negative at some b > 0, hence H2 (iv) is satisfied as
well.

Our multiplicity theorem for the noncoercive case, extending [18, Theorem 11.15] to the nonlocal framework
(see also the second part of [19, Theorem 1]), is the following:

Theorem 5.2. Let H2 hold. Then, problem (1.1) has at least two solutions u1, u2 ∈ int(C0
s (Ω)+).

Proof. Since H0 holds, we can define Φ ∈ C1(W s,p
0 (Ω)) as in Section 3. First, we note that by H2 (ii) we

have f(x, 0) = 0 for a.e. x ∈ Ω, so 0 is a critical point of Φ.

As anticipated above, the constant function b ∈ W̃ s,p(Ω) is a (strict) supersolution of (1.1). Indeed, by H2

(iv) we have f(x, b) 6 0 for a.e. x ∈ Ω, hence for all ϕ ∈ W s,p
0 (Ω)+

〈(−∆)sp b, ϕ〉 = 0 >

∫

Ω

f(x, b)ϕdx.

Set for all (x, t) ∈ Ω× R

f̌(x, t) = f
(
x,min{t, b}

)
, F̌ (x, t) =

∫ t

0

f̌(x, τ) dτ.

Then, f̌ : Ω× R → R satisfies H0. So set for all u ∈ W s,p
0 (Ω)

Φ̌(u) =
‖u‖p

p
−

∫

Ω

F̌ (x, u) dx.
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As seen in Section 3, Φ̌ ∈ C1(W s,p
0 (Ω)) is sequentially weakly l.s.c. In addition, such functional is coercive.

Indeed, by H2 (i) and the definition of f̌ we have for a.e. x ∈ Ω and all t > b

F̌ (x, t) =

∫ b

0

f(x, τ) dτ +

∫ t

b

f(x, b) dτ 6 ab(x)b

(recall that f(·, b) 6 0 in Ω), which implies for a.e. x ∈ Ω and all t ∈ R

F̌ (x, t) 6 C.

So, by the continuous embedding W s,p
0 (Ω) →֒ L1(Ω) we have for all u ∈ W s,p

0 (Ω)

Φ̌(u) >
‖u‖p

p
− C,

and the latter tends to ∞ as ‖u‖ → ∞. Thus, there exists u1 ∈ W s,p
0 (Ω) s.t.

(5.1) Φ̌(u1) = inf
u∈W

s,p

0
(Ω)

Φ̌(u).

By (5.1) we have weakly in Ω

(5.2) (−∆)sp u1 = f̌(x, u1).

Since f̌ satisfies H0, by Proposition 3.3 we have u1 ∈ Cα
s (Ω). Recalling that f(·, t) = 0 in Ω for all t 6 0,

and testing (5.2) with −u−
1 ∈ W s,p

0 (Ω) we have

‖u−
1 ‖

p 6 〈(−∆)sp u1,−u−
1 〉

=

∫

{u1<0}

f(x, u1)u1 dx = 0,

hence u1 > 0 in Ω. On the other hand, by H2 (iv) we have f(·, b) 6 0 in Ω. So, testing (5.2) with
(u1 − b)+ ∈ W s,p

0 (Ω) we have

〈(−∆)sp u1 − (−∆)sp b, (u1 − b)+〉 =

∫

Ω

f̌(x, u1)(u1 − b)+ dx

=

∫

{u1>b}

f(x, b)(u1 − b) dx 6 0,

hence u1 6 b in Ω. This already implies that we can replace f̌ with f in (5.2) and see that u1 ∈ Cα
s (Ω) solves

(1.1) (see Proposition 3.3). Note that, so far, u1 = 0 may occur. Set

V =
{
v ∈ W s,p

0 (Ω) ∩ C0
s (Ω) : v < b in Ω

}
.

We aim at proving that V is a neighborhood of u1 in the C0
s (Ω)-topology, distinguishing two cases:

(a) If u1 = 0, then clearly there exists σ > 0 s.t. for all v ∈ W s,p
0 (Ω) ∩ C0

s (Ω) with ‖v‖0,s 6 σ we have
v < b in Ω, hence v ∈ V .

(b) If u1 6= 0, then we have u1 > 0 in Ω. To see this, fix ε ∈ (0, λ1). By H2 (iii) there exists δ ∈ (0, b) s.t.
for a.e. x ∈ Ω and all t ∈ [0, δ]

f(x, t) > εtp−1.

Besides, by H2 (i) we have for a.e. x ∈ Ω and all t ∈ [δ, b]

f(x, t) > −ab(x) > −
‖ab‖∞
δp−1

tp−1.

Recalling the construction of f̌ , we find C > 0 s.t. for a.e. x ∈ Ω and all t > 0

f̌(x, t) > −Ctp−1.

By (5.2) we have weakly in Ω

(−∆)sp u1 + Cup−1
1 > 0,

while u1 > 0 in Ω and u1 6= 0. By Proposition 3.4 (i) (with g(t) = C(t+)p−1) we have

inf
Ω

u1

dsΩ
> 0.
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In particular, we have u1 ∈ int(C0
s (Ω)+). Now, let us compare u1 to b. By H2 (iv), for all ε > 0 there

exists δ ∈ (0, b) s.t. for a.e. x ∈ Ω and all t ∈ [δ, b]

f(x, t) 6 (K + ε)(b − t)p−1.

Besides, by H2 (i) we have for a.e. x ∈ Ω and all t ∈ [0, δ]

f(x, t) 6 aδ(x) 6
‖aδ‖∞

(b− δ)p−1
(b− t)p−1.

So we can find C > 0 s.t. for a.e. x ∈ Ω and all t ∈ [0, b]

f̌(x, t) 6 C(b − t)p−1.

Now recall that 0 < u1 6 b in Ω and (5.2) holds, so we have weakly in Ω

(−∆)sp u1 − C(b − u1)
p−1 6 0 = (−∆)sp b− C(b− b)p−1.

By Proposition 3.4 (ii) (with g(t) = −C((b − t)+)p−1) we have

inf
Ω

b− u1

dsΩ
> 0.

So, we can find σ > 0 s.t. for all v ∈ W s,p
0 (Ω) ∩ C0

s (Ω) with ‖v − u1‖0,s 6 σ we have v ∈ V .

By (5.1) and the estimates above, for all v ∈ V we have

Φ(v) = Φ̌(v) > Φ̌(u1) = Φ(u1).

So, u1 is a local minimizer of Φ in C0
s (Ω). By Proposition 3.8, it is as well a local minimizer of Φ in W s,p

0 (Ω).

We seek now another critical point of Φ, using degree theory. First, note that by H2 (ii) we can find M,C > 0
s.t. for a.e. x ∈ Ω and all t > M

|f(x, t)| 6 Ctp−1.

Also, by H2 (i) there exists aM ∈ L∞(Ω)+ s.t. for a.e. x ∈ Ω and all t ∈ [0,M ]

|f(x, t)| 6 aM (x).

Recalling that f(·, t) = 0 in Ω for all t 6 0, we have for a.e. x ∈ Ω and all t ∈ R

(5.3) |f(x, t)| 6 C(1 + |t|p−1),

i.e., f satisfies H0 (with r = p). Define the completely continuous map Nf : W s,p
0 (Ω) → W−s,p′

(Ω) as in

Section 3. So, Φ′ : W s,p
0 (Ω) → W−s,p′

(Ω) is a continuous (S)+-map. Our first claim is that, for all R > 0 big
enough,

(5.4) deg(S)+(Φ
′, BR(0), 0) = 0.

To see this, first let θ1, θ2 ∈ L∞(Ω)+ be as in H2 (ii), then set for all u, ϕ ∈ W s,p
0 (Ω)

〈K∞(u), ϕ〉 =

∫

Ω

θ1(x) + θ2(x)

2
(u+)p−1ϕdx.

So, K∞ : W s,p
0 (Ω) → W−s,p′

(Ω) is a completely continuous map. We define a continuous (S)+-homotopy

h∞ : [0, 1]×W s,p
0 (Ω) → W−s,p′

(Ω) by setting for all (t, u) ∈ [0, 1]×W s,p
0 (Ω)

h∞(t, u) = (−∆)sp u− (1 − t)Nf (u)− tK∞(u).

We prove next that for all R > 0 big enough, t ∈ [0, 1], and ‖u‖ = R

(5.5) h∞(t, u) 6= 0.

Arguing by contradiction, assume that there exist sequences (tn) in [0, 1] and (un) in W s,p
0 (Ω), s.t. ‖un‖ → ∞

and for all n ∈ N

h∞(tn, un) = 0.
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Passing if necessary to a subsequence, we have tn → t for some t ∈ [0, 1]. Also, testing the relation above
with −u−

n ∈ W s,p
0 (Ω) and recalling that f(·, t) = 0 in Ω for all t 6 0, we have for all n ∈ N

‖u−
n ‖

p 6 〈(−∆)sp un,−u−
n 〉

= (1− tn)

∫

{un<0}

f(x, un)un dx+ tn

∫

{un<0}

θ1(x) + θ2(x)

2
(u+

n )
p−1un dx = 0,

so un > 0 in Ω. Clearly we may assume un 6= 0, so set

vn =
un

‖un‖
∈ W s,p

0 (Ω)+ \ {0}.

For all n ∈ N we have weakly in Ω

(5.6) (−∆)sp vn = (1 − tn)
f(x, un)

‖un‖p−1
+ tn

θ1(x) + θ2(x)

2
vp−1
n .

Clearly ‖vn‖ = 1, so up to a subsequence we have vn ⇀ v in W s,p
0 (Ω), vn → v in Lp(Ω), and vn(x) → v(x)

for a.e. x ∈ Ω with Lp(Ω)-dominated convergence. Hence v > 0 in Ω. Testing (5.6) with (vn − v) ∈ W s,p
0 (Ω),

using (5.3) and Hölder’s inequality, we get for all n ∈ N

〈(−∆)sp vn, vn − v〉 = (1− tn)

∫

Ω

f(x, un)

‖un‖p−1
(vn − v) dx + tn

∫

Ω

θ1(x) + θ2(x)

2
vp−1
n (vn − v) dx

6 C
1 + ‖un‖p−1

p

‖un‖p−1
‖vn − v‖p + C‖vn‖

p−1
p ‖vn − v‖p 6 C‖vn − v‖p,

and the latter tends to 0 as n → ∞. By the (S)+-property of (−∆)sp , we have vn → v in W s,p
0 (Ω), in

particular ‖v‖ = 1. By (5.3) we have for all n ∈ N

∫

Ω

∣∣∣ f(x, un)

‖un‖p−1

∣∣∣
p′

dx 6 C
1 + ‖un‖pp
‖un‖p

6 C.

By reflexivity, we can find g∞ ∈ Lp′

(Ω) s.t. up to a subsequence we have in Lp′

(Ω)

f(·, un)

‖un‖p−1
⇀ g∞.

Fix ε > 0 and set for all n ∈ N

Ωε
n =

{
x ∈ Ω : un(x) > 0, θ1(x)− ε 6

f(x, un(x))

un(x)p−1
6 θ2(x) + ε

}
.

Also set

Ω+ =
{
x ∈ Ω : v(x) > 0

}
.

Then we have un(x) = ‖un‖vn(x) → ∞ for a.e. x ∈ Ω+, so by H2 (ii) we have χΩε
n

→ 1 in Ω+, with

dominated convergence. So we have in Lp′

(Ω+)

(5.7) χΩε
n

f(·, un)

‖un‖p−1
⇀ g∞.

Besides, by definition of Ωε
n, for all n ∈ N we have in Ω+

χΩε
n
(θ1 − ε)vp−1

n 6 χΩε
n

f(·, un)

‖un‖p−1
6 χΩε

n
(θ2 + ε)vp−1

n .

By Mazur’s theorem (see [1, Corollary 3.8]), up to a convex combination we have strong convergence in (5.7),
so we can pass to the limit as n → ∞ in the inequalities above and find in Ω+

(θ1 − ε)vp−1 6 g∞ 6 (θ2 + ε)vp−1.

Let ε → 0+ to find in Ω+

θ1v
p−1 6 g∞ 6 θ2v

p−1.

Besides, in Ω \ Ω+ we have vn → 0. By (5.3) and the definition of vn, for all n ∈ N we have in Ω \ Ω+

∣∣∣ f(x, un)

‖un‖p−1

∣∣∣ 6 C
1 + up−1

n

up−1
n

vp−1
n 6 Cvp−1

n ,
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and the latter tends to 0 as n → ∞. So we may set g∞ = 0 in Ω \Ω+. In conclusion, there exists θ ∈ L∞(Ω)
s.t. in Ω

θ1 6 θ 6 θ2, g∞ = θvp−1.

Besides, we have in Lp′

(Ω)
θ1 + θ2

2
vp−1
n →

θ1 + θ2
2

vp−1.

Define now

m∞ = (1− t)θ + t
θ1 + θ2

2
∈ L∞(Ω).

Passing to the limit in (5.6) as n → ∞, we have weakly in Ω

(−∆)sp v = m∞(x)vp−1.

So v 6= 0 is an eigenfunction of problem (3.1) with weight m = m∞, associated to the eigenvalue 1. By H2

(ii) and the computation above we have m∞ > λ1 in Ω, m∞ 6= λ1, so by Proposition 3.5 (ii) we have

λ1(m∞) < λ1(λ1) = 1.

Thus, v is a non-principal eigenfunction, which along with Proposition 3.5 (i) implies that v is nodal, a
contradiction. So (5.5) is proved.

Using (5.5) and Proposition 2.1 (iv) (homotopy invariance), we see that for all R > 0 big enough

(5.8) deg(S)+(Φ
′, BR(0), 0) = deg(S)+((−∆)sp −K∞, BR(0), 0).

In order to evaluate the latter quantity, we shall define a new homotopy. Let w ∈ C∞
c (Ω)+ \ {0} be identified

with an element of W−s,p′

(Ω), and set for all (t, u) ∈ [0, 1]×W s,p
0 (Ω)

h̃∞(t, u) = (−∆)sp u−K∞(u)− tw.

Clearly h̃∞ : [0, 1]×W s,p
0 (Ω) → W−s,p′

(Ω) is a continuous (S)+-homotopy. Moreover, for all t ∈ [0, 1] and
all u ∈ W s,p

0 (Ω) \ {0} we have

(5.9) h̃∞(t, u) 6= 0.

Arguing by contradiction, let h̃∞ vanish at some t ∈ [0, 1], u ∈ W s,p
0 (Ω) \ {0}. Then we have weakly in Ω

(5.10) (−∆)sp u =
θ1(x) + θ2(x)

2
(u+)p−1 + tw(x).

Testing (5.10) with −u− ∈ W s,p
0 (Ω) we have

‖u−‖p 6 〈(−∆)sp u,−u−〉

=

∫

{u<0}

θ1(x) + θ2(x)

2
(u+)p−1u dx+ t

∫

{u<0}

w(x)u dx 6 0,

so u > 0 in Ω. Now set

m =
θ1 + θ2

2
∈ L∞(Ω),

and note that by H2 (ii) m > λ1 in Ω, with m 6= λ1. By Proposition 3.5 (ii) we have

λ1(m) < λ1(λ1) = 1.

Now we distinguish two cases:

(a) If t = 0, then by (5.10) we see that u is an eigenfunction of problem (3.5) with weight m, associated
to the non-principal eigenvalue 1, hence u must be nodal, a contradiction.

(b) If t ∈ (0, 1], then we apply Proposition 3.7 with m as above, λ = 1, and β = tw, and by (5.10) we
deduce that u− 6= 0, a contradiction again.

So (5.9) is proved. By Proposition 2.1 (iv) (homotopy invariance) we have for all R > 0

(5.11) deg(S)+((−∆)sp −K∞, BR(0), 0) = deg(S)+((−∆)sp −K∞ − w,BR(0), 0).

In addition, by (5.9) and Proposition 2.1 (v) (solution) we have for all R > 0

deg(S)+((−∆)sp −K∞ − w,BR(0), 0) = 0.

Concatenating (5.8), (5.11), and the above relation we achieve the proof of (5.4).
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Now we study the behavior of Φ′ near the origin, where for all ρ > 0 small enough we have

(5.12) deg(S)+(Φ
′, Bρ(0), 0) = 0.

Due to the similarity of hypotheses H2 (ii) (iii), we may prove (5.12) with an analogous argument to that
used for (5.4), so we omit the details. Set for all u, ϕ ∈ W s,p

0 (Ω)

〈K0(u), ϕ〉 =

∫

Ω

η1(x) + η2(x)

2
(u+)p−1ϕdx,

with η1, η2 ∈ L∞(Ω)+ as in H2 (iii). Also, set for all (t, u) ∈ [0, 1]×W s,p
0 (Ω)

h0(t, u) = (−∆)sp u− (1 − t)Nf (u)− tK0(u).

Then, h0 : [0, 1]×W s,p
0 (Ω) → W−s,p′

(Ω) is a continuous (S)+-homotopy s.t. or all t ∈ [0, 1] and all ‖u‖ > 0
small enough

h0(t, u) 6= 0.

By homotopy invariance we have for all ρ > 0 small enough

deg(S)+(Φ
′, Bρ(0), 0) = deg(S)+((−∆)sp −K0, Bρ(0), 0).

In addition, fix as before w ∈ C∞
c (Ω)+ \ {0} and set for all (t, u) ∈ [0, 1]×W s,p

0 (Ω)

h̃0(t, u) = (−∆)sp u−K0(u)− tw.

So we have for all t ∈ [0, 1] and all u ∈ W s,p
0 (Ω) \ {0}

h̃0(t, u) 6= 0.

By the homotopy invariance and solution properties, then, for all ρ > 0

deg(S)+((−∆)sp −K0, Bρ(0), 0) = deg(S)+((−∆)sp −K0 − w,Bρ(0), 0) = 0.

Concatenating the relations above, we get (5.12).

Finally, we go back to the solution u1 ∈ W s,p
0 (Ω)+ detected in (5.1), recalling that it is a local minimizer of

Φ. Once again we distinguish two cases:

(a) If u1 is not an isolated critical point of Φ, then clearly there exist infinitely many nontrivial critical
points of such functional.

(b) If u1 is an isolated critical point of Φ, then it is in particular a strict local minimizer. So, by Proposition
2.2 (i) we have for all ρ > 0 small enough

(5.13) deg(S)+(Φ
′, Bρ(u1), 0) = 1.

Comparing (5.12) and (5.13) we see that u1 6= 0. Also, fixing ρ > 0 small enough and R > 0 big
enough we may have

Bρ(0) ∩Bρ(u1) = ∅, Bρ(0) ∪Bρ(u1) ⊂ BR(0),

as well as (5.4) (5.12) (5.13). Applying twice Proposition 2.1 (ii) (domain additivity) we get

0 = deg(S)+(Φ
′, BR(0), 0)

= deg(S)+(Φ
′, Bρ(0), 0) + deg(S)+(Φ

′, Bρ(u1), 0) + deg(S)+

(
Φ′, BR(0) \ (Bρ(0) ∪Bρ(u1)), 0

)

= 1 + deg(S)+

(
Φ′, BR(0) \ (Bρ(0) ∪Bρ(u1)), 0

)
,

that is,

deg(S)+

(
Φ′, BR(0) \ (Bρ(0) ∪Bρ(u1)), 0

)
= −1.

By Proposition 2.1 (v) (solution), there exists u2 ∈ BR(0) \ (Bρ(0) ∪Bρ(u1)) s.t.

Φ′(u2) = 0.
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In either case, there exist (at least) two nontrivial critical points u1, u2 ∈ K(Φ) \ {0}. Choose i ∈ {1, 2} and
argue as before. By Proposition 3.3 we have u ∈ Cα

s (Ω) satisfies weakly in Ω

(−∆)sp ui = f(x, ui).

Testing with −ui ∈ W s,p
0 (Ω) we have as above

‖u−
i ‖

p 6 〈(−∆)sp ui,−u−
i 〉

=

∫

{ui<0}

f(x, ui)ui dx = 0,

hence ui > 0 in Ω. In addition, by H2 (i) (iii) we have for a.e. x ∈ Ω and all t ∈ [0, ‖ui‖∞]

f(x, t) > −Ctp−1.

So we have weakly in Ω

(−∆)sp ui + Cup−1
i > 0.

Applying Proposition 3.4 (i) (with g(t) = (t+)p−1), we deduce that ui ∈ int(C0
s (Ω)), which concludes the

proof. �

Remark 5.3. Under hypotheses symmetric to H2, we can prove that (1.1) admits two negative solutions.
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Università di Cagliari

Via Ospedale 72, 09124 Cagliari, Italy

Email address: antonio.iannizzotto@unica.it


	1. Introduction
	2. Degree theory for (S)+-maps
	3. The Dirichlet problem for the fractional p-Laplacian
	4. Coercive case
	5. Noncoercive case
	References

