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Abstract

The paper studies several properties of Laplace hyperfunctions introduced by

H. Komatsu in the one dimensional case and by the authors in the higher dimen-

sional cases from the viewpoint of Čech-Dolbeault cohomology theory, which enables

us, for example, to construct the Laplace transformation and its inverse in a simple

way. We also give some applications to a system of PDEs with constant coefficients.
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1 Introduction

A Laplace hyperfunction on the one dimensional space was first introduced by H. Komatsu
([5]-[10]) to justify the operational calculus for arbitrary functions without any growth
condition at infinity. After his great success of the one dimensional Laplace hyperfunc-
tions, the authors of this paper established an Oka type vanishing theorem (Theorem 3.7
[2]) and an edge of the wedge type theorem (Theorem 3.12 [3]) for the sheaf of holomor-
phic functions of several variables with exponential growth at infinity. Thanks to these
fundamental theorems, we were succeeded in defining the sheaf Bexp of Laplace hyperfunc-
tion of several variables as a local cohomology groups along the radial compactification
DRn = Rn ⊔ Sn−1 of Rn with coefficients in the sheaf Oexp of holomorphic functions with
exponential growth, and also showing that Bexp is a soft sheaf (Corollary 5.9 [3]).

Since a Laplace hyperfunction is defined as an element of the local cohomology group,
to understand its concrete expression we need some interpretation of the local cohomology
group, which is done by usually considering its Čech representation through the relative
Čech cohomology group or more generally its “intuitive representation” introduced in [11]
Section 4 (see Subsection 4.3 also).

Recently T. Suwa [12] proposed another method to compute a local cohomology group
by using a soft resolution of a coefficient sheaf, which is called the Čech-Dolbeault co-
homology when we distinguish it from the usual sheaf cohomology. This implies, in
particular, the sheaf of Sato’s hyperfunction can be computed with the famous Dolbeault
resolution of holomorphic functions by using the Čech-Dolbeault cohomology theory. In
fact, N. Honda, T. Izawa and T. Suwa [1] studies Sato’s hyperfunctions from the viewpoint
of Čech-Dolbeault cohomology theory and finds that several operations to a hyperfunction
such as the integration of a hyperfunction along fibers, etc. have very simple and easily
understandable descriptions in this framework because a hyperfunction is represented by
a pair (µ1, µ01) of C

∞-differential forms.
The purpose of this paper is to study Laplace hyperfunctions from the viewpoint of

Čech-Dolbeault cohomology theory, which gives us several advantages to their treatments
like the case of Sato’s hyperfunctions. To make this point more clear, we briefly explain,
as such an example, an inverse Laplace transformation IL in the framework of Čech-
Dolbeault cohomology: It is given by a quite simple form (see Definition 7.0.3 for details)

ILω(f) =
[(√−1

2π

)n ∫

γ∗
ρ(ω)(Im ζ/|Im ζ |, z) eζzf(ζ)dζ

]
,

where γ∗ is an appropriate real n-dimensional chain asymptotic to
√
−1Rn and a pair

ρ(ω)(θ, z) of C∞-differential forms represents, roughly speaking, the constant function 1
in Čech-Dolbeault cohomology on Sn−1 × DCn which also satisfies the support condition

supp(ρ(ω)) ⊂ ̂
{
(θ, z) ∈ Sn−1 × C

n; 〈θ, Im z〉 > 0
}
⊂ Sn−1 × DCn.
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Here DCn = Cn⊔S2n−1 is the radial compactification of Cn, and see Definition 2.2.2 for the
symbol ∧(•). Note that the above support condition for ρ(ω) guarantees the convergence
of the integral. The existence of such a kernel ρ(ω)eζz with the desired support condition
is crucial in the definition of the inverse Laplace transformation, which comes from the
fact that in Čech-Dolbeault cohomology group the support of a representative can be cut
off in a desired way.

Furthermore, as was seen in the proof of Lemma 7.0.5, we can estimate the support
of a Laplace hyperfunction ILω(f) by using the fact that any derivative of ρ(ω) becomes
zero as a cohomology class because it is cohomologically constant. Thus Čech-Dolbeault
cohomology theory gives us several new ideas and methods in a study of Laplace hyper-
functions.

The paper is organized as follows: In Section 2, after a short review of Čech-Dolbeault
cohomology theory, we introduce several geometrical notations which are used through
the whole paper. Then we establish the fundamental de-Rham and Dolbeault theorems in
Section 3 and give the definition of the sheaf of Laplace hyperfunctions in Section 4. We
also give several expressions of Laplace hyperfunctions via Čech cohomology and Čech-
Dolbeault cohomology in the same section. The one of important facts in hyperfunction
theory is the notion of boundary values of holomorphic functions. We construct a bound-
ary value morphism for Laplace hyperfunctions in Section 5. The Laplace transformation
and its inverse in the framework of Čech-Dolbeault cohomology are defined in Sections 6
and 7, and the fact that they are inverse to each other is shown in Section 8. The last
section gives some applications to a system of PDEs with constant coefficients.

2 Preparations

Through the paper, we use the language of the derived categories: Notations Mod(Z),
Mod(ZX), C

+(Mod(ZX)), K
+(Mod(ZX)), D

+(Mod(ZX)), etc. are the same as those in
the book [4], for example, Mod(Z) denotes the category of abelian groups, Mod(ZX) the
category of sheaves on X of abelian groups, C+(Mod(ZX)) the category of complexes
bounded below of sheaves on X of abelian groups, and D+(Mod(ZX)) is the subcategory
consisting of complexes bounded below of the derived category of Mod(ZX).

2.1 Čech-Dolbeault complex

In this subsection, we briefly recall the definition of a Čech-Dolbeault complex. For
details, refer the readers to [1]. Let X be a locally compact and σ-compact Hausdorff
space and K its closed subset, and let S = {Ui}i∈Λ be an open covering of X and Λ′ a
subset of Λ such that S ′ = {Ui}i∈Λ′ (Λ′ ⊂ Λ) becomes an open covering of X \ K. For
α = (α0, α1, · · · , αk) ∈ Λk+1, we set

Uα = Uα0 ∩ Uα1 ∩ · · · ∩ Uαk
.

Let F be a sheaf of Z modules on X . We denote by C(S,S ′; F ) the Čech complex
of F with respect to the pair (S,S ′) of coverings, that is, C(S,S ′; F) is the complex

· · · δ
k−1

−−→ Ck(S,S ′; F) δk−→ Ck+1(S,S ′; F) δk+1

−−→ Ck+2(S,S ′; F) δk+2

−−→ · · · .
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Here Ck(S,S ′; F) consists of alternating sections {sα}α∈Λk+1 with sα ∈ F (Uα) and sα = 0
if α ∈ (Λ′)k+1, and the differential δk is defined by

δk({sα}α∈Λk+1)β =
k+2∑

i=1

(−1)i+1sβ∨i |Uβ
(β ∈ Λk+2),

where β∨i denotes the sequence such that the i-th element of β is removed.
Let F • be a complex with bounded below of sheaves of Z modules

· · · d
k−1

−−→ F
k dk−→ F

k+1 dk+1

−−→ F
k+2 dk+2

−−→ · · · .

Then we denote by C(S,S ′)(F •) the single complex associated with the double complex

↑ ↑ ↑
dq−1

−−→ Cp+1(S,S ′; F q)
dq−→ Cp+1(S,S ′; F q+1)

dq+1

−−→ Cp+1(S,S ′; F q+2)
dq+2

−−→
↑ δp ↑ δp ↑ δp

dq−1

−−→ Cp(S,S ′; F q)
dq−→ Cp(S,S ′; F q+1)

dq+1

−−→ Cp(S,S ′; F q+2)
dq+2

−−→
↑ ↑ ↑

,

that is, the complex is given by

Ck(S,S ′)(F •) =
⊕

p+q=k

Cp(S,S ′; F
q)

and, for ω = ⊕
p+q=k

ωp,q ∈ Ck(S,S ′)(F •),

dkC(S,S′)(F•)(ω) = ⊕
p+q=k+1

(δp−1(ωp−1,q) + (−1)pdq−1(ωp,q−1)).

Let F be a sheaf of Z modules on X and F → F • a resolution of F by soft sheaves.
Then we sometimes call the complex C(S,S ′)(F •) the Čech-Dolbeault complex of F

(with respect to the pair (S,S ′) of coverings).

Theorem 2.1.1 ([1]). Under the above situation, there exists the canonical isomorphism
in D+(Mod(ZX))

RΓK(X ; F ) ≃ C(S,S ′)(F •).

Example 2.1.2. If we take

V = {V0 = X \K, V1 = X}, V ′ = {V0}

as coverings of X and X \ K, then the complex C(V,V ′)(F •) becomes quite simple as
follows:

Ck(V,V ′)(F •) = F
k(V1)⊕F

k−1(V01),

where V01 = V0 ∩ V1, and dkC(V ,V ′)(F•) is given by

F
k(V1)⊕F

k−1(V01) ∋ (ω1, ω01) 7→ (dkω1, ω1|V01 − dk−1ω01) ∈ F
k+1(V1)⊕F

k(V01).
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2.2 Radial compactification

Let M be an n-dimensional real vector space with the norm | • | and E = M ⊗R C. We
denote by DE (resp. DM) the radial compactification E ⊔ S2n−1

∞ (resp. M ⊔ Sn−1
∞ ) of E

(resp. M) as usual (see Definition 2.1 [3]). Note that DM = M holds, where M is the
closure of M in DE . We also set M∞ = DM \M and E∞ = DE \ E.

We define an R+-action on DE by, for λ ∈ R+ and x ∈ DE ,

λx =

{
λx if x ∈ E,
x if x ∈ E∞.

The R+-action on DM is defined to be the restriction of the one in DE to DM . And we
also define an addition for a ∈M (resp. a ∈ E) and x ∈ DM (resp. x ∈ DE) by

a+ x =

{
a+ x if x ∈M (resp. x ∈ E),
x if x ∈M∞ (resp. x ∈ E∞).

Definition 2.2.1. A subset K in DM is said to be a cone with vertex a ∈ M in DM if
there exists an R+-conic set L ⊂ DM such that

K = a + L.

The notion of a cone in DE is similarly defined. We often need to extend an open
subset in E to the one in DE.

Definition 2.2.2. Let V be an open subset in E, we define the open subset V̂ in DE by

V̂ = DE \ (E \ V ).

Note that we sometimes write ̂V instead of V̂ . For an open subset U in M , we can
define an open subset Û in DM in the same way as that in DE.

Lemma 2.2.3. V̂ is the largest open subset W in DE with V =W ∩ E.

In Definition 3.4 of [2], we introduced the notion that an open subset U in DE is
regular at ∞. In this paper, we call such an open subset “1-regular at ∞” to distinguish
it from the similar notion for a closed subset.

Definition 2.2.4. A closed subset F ⊂ DE is said to be regular if F ∩ E = F holds.

It is clear that a closed cone K ⊂ DE with vertex a becomes regular if and only if

πE∞
(x) ∈ K ∩ E∞ ⇐⇒ a+ x ∈ K

holds for any x ∈ E \ {0}. Here πE∞
: E \ {0} → E∞ = (E \ {0})/R+ is the canonical

projection. Note also that, for example, the set consisting of the only one point in E∞ is
a closed cone in our definition, however, which is not regular.

Lemma 2.2.5 ([2], Lemma 3.5). Let K ⊂ DE be a closed cone. The conditions below
are equivalent:

1. K is regular.
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2. ̂(E \K) = DE \K holds.

3. DE \K is a 1-regular at ∞.

The following definition are often used through the paper: For open subsets U and Γ
in M , define an open subset U×̂

√
−1Γ in DE by

U×̂
√
−1Γ = ̂(U ×

√
−1Γ) ⊂ DE . (2.1)

Let M∗ and E∗ be dual vector spaces of M and E, respectively. Then we can define
the radial compactification DM∗ andM∗

∞ (resp. DE∗ and E∗
∞) for a vector spaceM∗ (resp.

E∗) in the same way as those of DM and M∞ (resp. DE and E∞).

We also define the open subset V̂ in DE∗ for an open subset V in E∗ in the same way
as that in DE , that is,

V̂ = DE∗ \ (E∗ \ V ). (2.2)

Now we introduce the subset N∗
pc(Z) in E

∗
∞ and the canonical projection ̟∞ as follows:

The canonical projection ̟∞ : E∗
∞ \
√
−1M∗

∞ →M∗
∞ is defined by

E∗
∞ \
√
−1M∗

∞ = ((M∗ \ {0})⊕
√
−1M∗)/R+

̟∞−−→ (M∗ \ {0})/R+ =M∗
∞, (2.3)

which is induced from the canonical projection E∗ = M∗ ⊕
√
−1M∗ → M∗, that is, ̟∞

is given by

E∗
∞ \
√
−1M∗

∞ ∋ ξ +
√
−1η ((ξ, η) ∈ S2n−1, ξ 6= 0) 7→ ξ/|ξ| ∈ M∗

∞.

Let Z be a subset in DE .

Definition 2.2.6. The subset N∗
pc(Z) in E

∗
∞ is defined by

{ζ ∈ E∗
∞; Re 〈z, ζ〉 > 0 (∀z ∈ Z ∩ E∞)}.

Note that N∗
pc(Z) is an open subset in E∗

∞ and that N∗
pc(Z) = E∗

∞ holds if Z∩E∞ = ∅.

Definition 2.2.7. We say that Z is properly contained in a half space of DE with direction
ζ ∈ E∗

∞ if there exists r ∈ R such that

Z ⊂ ̂{z ∈ E; Re〈z, ζ〉 > r}, (2.4)

where ζ is regarded as a unit vector in E∗. If a subset Z is properly contained in a half
space of DE with some direction, then Z is often said to be proper in DE .

Then it is easy to see:

Lemma 2.2.8. Let ζ ∈ E∗
∞ and Z ⊂ DE. The Z is properly contained in a half space of

DE with direction ζ if and only if ζ ∈ N∗
pc(Z).

Example 2.2.9. Let G be an R+-conic closed subset in E and a ∈ E. Set K = a +G ⊂
DE . Then we have

N∗
pc(K) = N∗

pc(G) = ̂(G◦) ∩ E∗
∞,

where G◦ is a dual open cone of G in E∗, that is,

G◦ = {ζ ∈ E∗; Re 〈z, ζ〉 > 0 (∀z ∈ G)}.

6



3 Several variants of de-Rham and Dolbeault theo-

rems on DE

Let V be an open subset in DE and f a measurable function on V ∩E. We fix a coordinate
system z = x+

√
−1y of E in what follows.

We say that f is of exponential type (at ∞) on V if, for any compact subset K in V ,
there exists HK > 0 such that | exp(−HK |z|) f(z)| is essentially bounded on K ∩ E, i.e.,

|| exp(−HK |z|) f(z)||L∞(K∩E) < +∞. (3.1)

Set

QDE
(V ) :=

{
f ∈ C∞(V ∩ E); Any higher derivative of f with respect to variables z and z̄

is of exponential type on V

}
.

Then it is easy to see that {QDE
(V )}V forms the sheaf QDE

on DE . The following easy
lemma is crucial in our theory:

Lemma 3.0.1. The sheaf QDE
is fine.

Let Q
p,q
DE

denote the sheaf on DE of (p, q)-forms with coefficients in QDE
, and set

Q
k
DE

=
⊕

p+q=k

Q
p,q
DE
.

Now we define the de-Rham complex Q•
DE

on DE with coefficients in QDE
by

0 −→ Q
0
DE

d−→ Q
1
DE

d−→ . . .
d−→ Q

2n
DE
−→ 0,

and the Dolbeault complex Q
p,•
DE

on DE by

0 −→ Q
p,0
DE

∂̄−→ Q
p,1
DE

∂̄−→ . . .
∂̄−→ Q

p,n
DE
−→ 0.

Let O
exp
DE

(resp. O
exp,(p)
DE

) denote the sheaf of holomorphic functions (resp. p-forms) of
exponential type (at ∞) on DE. The following proposition can be shown by the similar
arguments as those in the proof of the usual de-Rham and Dolbeault theorems with
bounds.

Proposition 3.0.2. Both the canonical morphisms of complexes below are quasi-isomorphic:

CDE
−→ Q

•
DE
, O

exp,(p)
DE

−→ Q
p, •
DE
.

We show, in [2], the Oka type vanishing theorem of holomorphic functions of expo-
nential type on a Stein domain. Hence the above proposition immediately concludes:

Corollary 3.0.3 ([2], Theorem 3.7). Assume that V ∩E is Stein and that V is 1-regular
at ∞. Then we have the quasi-isomorphism

O
exp,(p)
DE

(V ) −→ Q
p, •
DE

(V ).

Furthermore, the edge of the wedge type theorem of exponential type has been also
established in our previous papers:

7



Theorem 3.0.4 ([3], Theorem 3.12, Proposition 4.1). The complexes RΓDM
(O

exp,(p)
DE

) and
RΓDM

(ZDE
) are concentrated in degree n. Furthermore, H n

DM
(ZDE

) is isomorphic to ZDM
.

In subsequent sections, we need to extend our de-Rham theorem to the one with a
parameter. Let T be a real analytic manifold and set Y := T×DE and Y∞ = T×(DE \E).
We denote by pT : Y → T (resp. pDE

: Y → DE) the canonical projection to T (resp.
DE).

Let W be an open subset in Y and f(t, z) a measurable function on W \ Y∞. We say
that f(t, z) is of exponential type on W if, for any compact subset K in W , there exists
HK > 0 such that | exp(−HK |z|) f(t, z)| is essentially bounded on K \ Y∞.

Now we introduce the set LQY (W ) consisting of a locally integrable function f(t, z)
onW \Y∞ satisfying the condition that any higher derivative (in the sense of distributions,
for example) of f(t, z) with respect to the variables z and z̄ is a locally integrable function
of exponential type on W . Then, in the same way as in QDE

, the family {LQY (W )}W
forms the sheaf LQY on Y which is fine. Let LQk

Y denotes the sheaf on Y of k-forms
with respect to the variables in E, and let us define the de-Rham complex LQ•

Y by

0 −→ LQ
0
Y

dDE−→ LQ
1
Y

dDE−→ . . .
dDE−→ LQ

2n
Y −→ 0,

where dDE
is the differential on DE .

Let EQY be the subsheaf of LQY consisting of a C∞-function (with respect to all the
variables t, z and z̄) whose any higher derivative also belongs to LQY . Then we have
also the de-Rham complex EQ•

Y :

0 −→ EQ
0
Y

dDE−→ EQ
1
Y

dDE−→ . . .
dDE−→ EQ

2n
Y −→ 0.

We denote by L ∞
loc,T (resp. ET ) the sheaf of L∞

loc-functions (resp. C∞-functions) on
T . Then the following proposition follows from the same arguments as those of a usual
de-Rham complex.

Proposition 3.0.5. We have the quasi-isomorphisms

p−1
T L

∞
loc,T −→ LQ

•
Y and p−1

T ET −→ EQ
•
Y .

We also have

Proposition 3.0.6. Let F be a sheaf of Zmodules on T . The complexesRΓp−1
DE

(DM )(p
−1
T F )

is concentrated in degree n, and we have the canonical isomorphism

p̃−1
T F ⊗Z

p
−1
DE

(DM )
orp−1

DE
(DM )/Y −→ Hn

p−1
DE

(DM )
(p−1
T F ),

where p̃T : p−1
DE

(DM) = T × DM → T is the canonical projection.

Proof. Since DM has an open neighborhood U in DE which is topologically isomorphic to
DM ×Rn, we may replace DE with U = DM ×Rn, and we have the commutative diagram
of topological spaces

T Y = T × DM × R
n p−1

DE
(DM) = T × DM

p−1
DE

(DM) = T × DM

✛ pT

❄

π

✟✟✟✟✟✟✟✟✟✟✙

id

✛ i

❍❍❍❍❍❍❍❍❍❍❍❨

p̃T

,
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where i(t, x) = (t, x, 0) and π(t, x, y) = (t, x). Then, for a sheaf F on T , we have a chain
of isomorphisms

RΓp−1
DE

(DM )(p
−1
T F ) = i!p−1

T F = i!π−1p̃−1
T F

= i!π!p̃−1
T F ⊗ i−1orY/p−1

DE
(DM )[−n]

= p̃−1
T F ⊗ i−1orY/p−1

DE
(DM )[−n].

The last isomorphism comes from the fact π ◦ i = id, which also implies

orp−1
DE

(DM )/Y ⊗ i−1orY/p−1
DE

(DM ) ≃ Zp−1
DE

(DM ).

This completes the proof.

Corollary 3.0.7. Let W be an open subset in Y and s ∈ Hn
p−1
DE

(DM )
(W ; p−1

T L ∞
loc,T ), and

let ∆ be a subset in W̃ := W ∩ p−1
DE

(DM). Assume the conditions below:

1. p̃T (W̃ ) \ p̃T (∆) is a set of measure zero in T .

2. For any q ∈ ∆, the stalk sq ∈ Hn
p−1
DE

(DM )
( p−1

T L ∞
loc,T )q of s is zero.

3. The set p̃−1
T p̃T (q) ∩ W̃ is connected for any q ∈ W̃ .

Then s is zero.

Proof. We have the commutative diagram, for any point q ∈ W̃ ,

Hn
p−1
DE

(DM )
(W ; p−1

T L ∞
loc,T ) ≃ Γ(W̃ ; p̃−1L ∞

loc,T ) ≃ Γ(p̃T (W̃ ); L ∞
loc,T )

↓ ↓ ↓
Hn
p−1
DE

(DM )
(p−1
T L ∞

loc,T )q ≃ (p̃−1
T L ∞

loc,T )q ≃ (L ∞
loc,T )p̃T (q).

Hence s can be regarded as an L∞
loc-function on p̃T (W̃ ). Then, by the assumption, s is

zero on p̃T (∆). Hence s is almost everywhere zero, and thus, s is zero as an L∞
loc-function.

This completes the proof.

We can also define the Dolbeault complex with a parameter in the same way as Q
p, •
DE

.
Let LQ

p,q
Y and EQ

p,q
Y be the sheaves of (p, q)-forms of z and z̄ with coefficients in LQY

and EQY , respectively. Then we define the Dolbeault complex LQp,• with a parameter
on Y by

0 −→ LQ
p,0
Y

∂̄−→ LQ
p,1
Y

∂̄−→ . . .
∂̄−→ LQ

p,n
Y −→ 0,

and EQp,• on Y by

0 −→ EQ
p,0
Y

∂̄−→ EQ
p,1
Y

∂̄−→ . . .
∂̄−→ EQ

p,n
Y −→ 0.

Then by standard arguments we have

Proposition 3.0.8. Both the canonical morphisms of complexes below are quasi-isomorphic:

LO
exp
Y −→ LQ

0,•
Y , EO

exp
Y −→ EQ

0, •
Y .

Here LO
exp
Y and EO

exp
Y are the subsheaves of LQY and EQY consisting of sections

which are holomorphic with respect to the variables z, respectively.
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4 Various expressions of Laplace hyperfunctions

Let M be an n-dimensional real vector space with the norm | • | and E =M ⊗RC. Recall
that DE (resp. DM) denotes the radial compactification E ⊔ S2n−1

∞ (resp. M ⊔ Sn−1
∞ )

of E (resp. M). Let U be an open subset in DM , and V an open subset in DE with
V ∩ DM = U .

Definition 4.0.1. The sheaf on DM of p-forms of Laplace hyperfunctions is defined by

B
exp,(p)
DM

:= H
n
DM

(O
exp,(p)
DE

)⊗ZDM
orDM/DE

,

where orDM/DE
is the relative orientation sheaf over DM , that is, it is given by H n

DM
(ZDE

).

It follows from Theorem 3.0.4 that we have

B
exp,(p)
DM

(U) = Hn
U(V ; O

exp,(p)
DE

) ⊗ZDM
(U) orDM/DE

(U).

The above cohomology groups have several equivalent expressions. We briefly recall
those definitions which will be used in this paper.

4.1 Čech-Dolbeault representation

We first give a representation of a Laplace hyperfunction by Čech-Dolbeault cohomology
groups. Set V0 = V \ DM , V1 = V and V01 = V0 ∩ V1 as usual. Then define the coverings

VDM
= {V0, V1}, V ′

DM
= {V0}.

We denote by Q
p,•
DE

(VDM
, VDM

′) the Čech-Dolbeault complex C(VDM
,VDM

′)(Qp,•
DE

) (see
Subsection 2.1 for the definition of the functor C(VDM

,VDM

′)(•))

0 −→ Q
p,0
DE

(VDM
, VDM

′)
ϑ−→ Q

p,1
DE

(VDM
, VDM

′)
ϑ−→ . . .

ϑ−→ Q
p,n
DE

(VDM
, VDM

′) −→ 0,

where ϑ is used to denote the differential of this complex. In the same way, we denote by
Q•

DE
(VDM

, VDM

′) the complex C(VDM
,VDM

′)(Q•
DE

):

0 −→ Q
0
DE

(VDM
, VDM

′)
D−→ Q

1
DE

(VDM
, VDM

′)
D−→ . . .

D−→ Q
2n
DE

(VDM
, VDM

′) −→ 0,

where D is used to denote the differential of this complex. The Q•
DE

(VDM
, VDM

′) is called

the Čech - de-Rham complex. Then we have

Theorem 4.1.1. There exist the canonical quasi-isomorphisms:

RΓU(V ; CDE
) ≃ Q

•
DE

(VDM
, VDM

′), RΓU(V ; O
exp,(p)
DE

) ≃ Q
p,•
DE

(VDM
, VDM

′).

It follows from the theorem that we have

B
exp,(p)
DM

(U) ≃ Hn(Qp,•
DE

(VDM
, VDM

′)) ⊗ZDM (U)
orDM/DE

(U). (4.1)

This implies that any Laplace hyperfunction u ∈ B
exp,(p)
DM

(U) is represented by a pair
(ω1, ω01) of C

∞-forms which satisfies the following conditions 1. and 2.

10



1. ω1 ∈ Qp,n(V ) and ω01 ∈ Qp,n−1(V \ U)

2. ∂ω01 = ω1 on V \ U .

Remark 4.1.2. Let S = {Si}i∈Λ be an open covering of V , and let Λ′ ⊂ Λ. Assume S ′ =
{Si}i∈Λ′ is an open covering of V \DM . Then, as did in this subsection, Q

p,•
DE

(S, S ′) (resp.

Q•
DE

(S, S ′)) denotes the Čech-Dolbeault complex C(S,S ′)(Qp,•
DE

) (resp. C(S,S ′)(Q•
DE

)).
For these complexes, we also have the isomorphisms

RΓU(V ; CDE
) ≃ Q

•
DE

(S, S ′), RΓU(V ; O
exp,(p)
DE

) ≃ Q
p,•
DE

(S, S ′).

4.2 Representation by Čech cohomology groups

Next we give a representation of a Laplace hyperfunction by Čech cohomology groups. We
assume that, in this subsection, V is 1-regular at∞ and V ∩E is a Stein open subset. Let
η0, . . . , ηn−1 be linearly independent vectors in M∗ so that {η0, . . . , ηn−1} forms a positive
frame of M∗. Set ηn := −(η0 + · · ·+ ηn−1) ∈ M∗ and

Sk := ̂{z = x+
√
−1y ∈ E; z ∈ V, 〈y, ηk〉 > 0} (k = 0, 1, · · · , n).

For convenience, we set Sn+1 = V . Let Λ = {0, 1, 2, . . . , n + 1} and set, for any α =
(α0, . . . , αk) ∈ Λk+1,

Sα := Sα0 ∩ Sα1 ∩ · · · ∩ Sαk
.

We define a covering of the pairs (V, V \ U) by

S := {S0, S1, . . . , Sn+1}, S ′ := {S0, . . . , Sn}.

Since Sα ∩ E is an Stein open subset and Sα is 1-regular at ∞ for any α ∈ Λk, by the
theory of Čech cohomology, we have the isomorphism

Hn
U(V ; O

exp,(p)
DE

) ≃ Hn(S, S ′; O
exp,(p)
DE

).

Let Λk+1
∗ be the subset in Λk+1 consisting of α = (α0, . . . , αk) with

α0 < α1 < · · · < αk = n + 1.

Then we obtain

Hn(S, S ′; O
exp,(p)
DE

) ≃
⊕

α∈Λn+1
∗

O
exp,(p)
DE

(Sα)
⊕

β∈Λn
∗
O

exp,(p)
DE

(Sβ)
.

Hence, any hyperfunction u has a representative ⊕
α∈Λn+1

∗

fα which is a formal sum of (n+1)-

holomorphic functions defined on each Sα (α ∈ Λn+1
∗ ).

Note that the Čech representation and the Čech-Dolbeault representation of Laplace
hyperfunctions are linked by the following diagram whose morphisms are all quasi-isomorphisms.

C•(S, S ′; O
exp,(p)
DE

)
β1−→ Q

p,•
DE

(S, S ′)
β2←− Q

p,•
DE

(VDM
, VDM

′), (4.2)

where the middle complex is the Čech-Dolbeault one associated with the covering (S,S ′),

β1 is induced from the canonical morphism O
exp,(p)
DE

→ Q
p,•
DE

of complexes and β2 follows
from the fact that S is a finer covering of VDM

.
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4.3 Generalization of Čech representations

Representation by Čech cohomology groups can be generalized to the much more conve-
nient one, that is “intuitive representation” of Laplace hyperfunctions introduced in [11].
Let us briefly recall this representation. Through this subsection, let U be an open subset
in M (not the one in DM as the previous sections).

Let Γ be an R+-conic connected open subset in M . Then:

Definition 4.3.1 ([11] Definition 4.8). An open subset W ⊂ DE is said to be an infinites-
imal wedge of type U×̂

√
−1Γ if and only if for any R+-conic open subset Γ′ properly

contained in Γ there exists an open neighborhood O ⊂ DE of Û such that

(U×̂
√
−1Γ′) ∩ O ⊂ W.

holds (see (2.1) for the symbol ×̂).

Remark 4.3.2. The definition of an infinitesimal wedge itself does not assume the inclu-
sion W ⊂ U×̂

√
−1Γ.

We denote by W(U×̂
√
−1Γ) the set of all the infinitesimal wedges of type U×̂

√
−1Γ

which are additionally contained in U×̂
√
−1Γ. Furthermore, we set

W(Û) :=
⋃

Γ

W(U×̂
√
−1Γ),

where Γ runs through all the R+-conic connected open subsets in M (in particular, Γ is
non-empty).

Define the quotient vector space

Ĥn(Oexp
DE

(W(Û))) :=


 ⊕

W∈W(Û)

O
exp
DE

(W )


 /R, (4.3)

where R is a C-vector space generated by elements

f ⊕ (−f |W2) ∈ O
exp
DE

(W1)⊕O
exp
DE

(W2)

for any W2 ⊂W1 in W(Û) and any f ∈ O
exp
DE

(W1).

Theorem 4.3.3 ([11] Theorem 4.9). Assume U is an open cone in M . Then there exists
a family bW = {bW}W∈W(Û) of morphisms bW : O

exp
DE

(W )→ B
exp
DM

(Û) (W ∈ W(Û )) which
satisfies

bW1(f) = bW2(f |W2) in B
exp
DM

(Û)

for any W2 ⊂W1 in W(Û) and any f ∈ O
exp
DE

(W1). Furthermore the induced morphism

bW : Ĥn(Oexp
DE

(W(Û)))→ B
exp
DM

(Û)

becomes an isomorphism.

Remark 4.3.4. IfW ∈ W(Û) is cohomologically trivial, that is, it satisfies the conditions
A1. and A2. given in Subsection 5.1, then bW coincide with the boundary value map
constructed in the subsection.
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5 Boundary values in DE

One of the important features in hyperfunction theory is a boundary value map, by which
we can regard a holomorphic function of exponential type on an wedge as a Laplace
hyperfunction. We construct, in this section, the boundary value map in the framework
of Čech-Dolbeault cohomology.

Let U be an open subset in DM and V an open subset in DE such that V ∩ DM = U .
Let Ω be an open subset in DE.

5.1 Functorial construction

We first construct the boundary value map in a functorial way. For an open subset W in
DE and a complex F of sheaves on W , we define its dual on W by

DW (F ) := RHomCW
(F, CW ).

Note that, for a complex F of sheaves on DE , we have DDE
(F )|W = DW (F |W ). We

assume:

A1. U ⊂ Ω.

A2. Ω is cohomologically trivial in V , that is,

DDE
(CΩ)|V ≃ CΩ|V , DDE

(CΩ)|V ≃ CΩ|V .

Through this subsection, we always assume conditions A1. and A2. Following Schapira’s
construction (see Section 11.5 in [4]) of a boundary map morphism, we can construct
the corresponding one for a Laplace hyperfunction as follows: Let jV : V → DE be the
canonical inclusion. By the assumption, we have the canonical morphism on V

j−1
V CΩ → j−1

V CDM
.

It follows from the assumption that we have

DV (j
−1
V CΩ) ≃ j−1

V CΩ, DV (j
−1
V CDM

) ≃ j−1
V (CDM

⊗ orDM/DE
)[−n].

Hence, applying the functor DV (•) to the above morphism, we obtain the canonical mor-
phism

j−1
V (CDM

⊗ orDM/DE
)[−n]→ j−1

V CΩ.

Now applying the functor RHomCV
(•, j−1

V O
exp
DE

) to the above morphism and taking the
0-th cohomology groups, we have obtained the boundary value map

bΩ : O
exp
DE

(Ω ∩ V )→ B
exp
DM

(U).

5.2 Čech-Dolbeault construction of a boundary value map

The construction of a boundary value map for Laplace hyperfunctions in the framework
of Čech-Dolbeault cohomology is the almost same as that for hyperfunctions done in the
paper [1]. First recall the coverings

VDM
= {V0, V1}, VDM

′ = {V0}
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of V and V \ U , where V0 = V \ U , V1 = V and V01 = V0 ∩ V1. We now construct the
boundary value morphism

bΩ : O
exp
DE

(Ω) −→ Hn(Q0,•
DE

(VDM
, VDM

′)) ⊗ZDM (U)
orDM/DE

(U)

in the framework of Čech-Dolbeault cohomology.
Let us first recall the morphism of complexes ρ : Q•

DE
(VDM

, VDM

′)→ Q
0,•
DE

(VDM
, VDM

′),
which is defined by the projection to the space of anti-holomorphic forms, that is,

Q
k
DE

(VDM
, VDM

′) ∋
∑

|I|=i, |J |=j, i+j=k

fI,Jdz
I∧dz̄J 7→

∑

|J |=k

f∅,Jdz̄
J ∈ Q

0,k
DE

(VDM
, VDM

′).

Then we have

Lemma 5.2.1. The following diagram commutes:

RΓU(V ; CDE
) RΓU(V ; O

exp
DE

)

Q
•
DE

(VDM
, VDM

′) Q
0,•
DE

(VDM
, VDM

′)

✲

❄ ❄
✲ρ

,

where the top horizontal arrow is the morphism associated with the canonical sheaf mor-
phism CDE

→ O
exp
DE

.

Let us take a section 1 ∈ Hn
U(V ; ZDE

) such that, for each x ∈ U , the stalk 1x of 1 at
x generates Hn

DM
(ZDE

)x as a Z module. Note that we have, in each connected component
of U , two choices of such a 1, i.e., either 1 or −1. Then the canonical sheaf morphism
ZDE
→ CDE

induces the injective morphism

Hn
U(V ; ZDE

)→ Hn
U(V ; CDE

).

Note that we still denote by 1 the image in Hn
U(V ; CDE

) of 1 by this morphism.

Now we assume the following conditions to Ω.

B1. The canonical inclusion (V \ Ω) \ DM →֒ (V \ Ω) gives a homotopical equivalence.

The following lemma can be proved in the same way as that in Lemma 7.10 in [1].

Lemma 5.2.2. Assume the conditions A1 and B1. Then there exists τ = (τ1, τ01) ∈
Qn

DE
(VDM

, VDM

′) which satisfies the following conditions:

1. Dτ = 0 and [τ ] = 1 in Hn(Q•
DE

(VDM
, VDM

′)).

2. suppV01(τ01) ⊂ Ω and suppV1(τ1) ⊂ Ω.

Now we assume the conditions A1 and B1, and let τ = (τ1, τ01) be the one given in
the above Lemma. Then we can define the morphism

bΩ : O
exp
DE

(Ω) −→ Hn(Q0,•
DE

(VDM
, VDM

′)) ⊗ZDM (U)
orDM/DE

(U). (5.1)

by
bΩ(f) = [fρ(τ)]⊗ 1 (f ∈ O

exp
DE

(Ω)). (5.2)
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Lemma 5.2.3. The above bΩ is well-defined.

To avoid a higher jet as an Ω, we also introduce the following condition

B2. For any point x ∈ DM , there exist an open neighborhood W ⊂ DE of x and a
non-empty open cone Γ ⊂ M such that

((W ∩M)×̂
√
−1Γ) ∩ W ⊂ Ω.

Note that the condition B2 implies A1. We also introduced the localized version of the
condition B1.

B1’. For any point x ∈ DM , there exist a family {Vλ}λ∈Λ of fundamental open neighbor-
hoods of x in V , for which the canonical inclusion (Vλ \ Ω) \ DM →֒ (Vλ \ Ω) gives
a homotopical equivalence.

The following theorem can be shown in the same way as that in Appendix A. in [1].

Theorem 5.2.4. Assume the conditions A2, B1, B1’ and B2. Then the boundary value
morphism constructed in the functorial way and the one in this subsection coincide.

Now we give a concrete construction of τ in a specific case.

Example 5.2.5. Let M = R
n and E = C

n. Assume U = DM , V = DE and Ω =
M×̂
√
−1Γ with Γ ⊂ M being an R+-conic non-empty open subset. Let η1, . . . , ηn be

unit vectors in M∗ which satisfy the following conditions:

1. η1, . . . , ηn are linearly independent, and the sequence of vectors in this order give a
standard positive orientation of M∗.

2. H1 ∩H2 ∩ · · · ∩Hn ⊂ Γ, where Hk = {y ∈M ; 〈y, ηk〉 > 0}.
Set ηn+1 = −(η1 + · · ·+ ηn) and define Hn+1 in the same way as Hk (k = 1, . . . , n). Note
that we have

H1 ∪ · · · ∪Hn ∪Hn+1 =M \ {0}.
Then we choose (n+ 1)-sections ϕ1, . . . , ϕn+1 in Q(DE \ DM) which satisfies

1. supp(ϕk) ⊂M×̂
√
−1Hk holds for k = 1, . . . , n+ 1.

2. ϕ1 + ϕ2 + · · ·+ ϕn+1 = 1 on DE \ DM .

Now we define
τ01 = (−1)n(n− 1)!χE\Hn+1 dϕ1 ∧ · · · ∧ dϕn−1, (5.3)

where χZ is the characteristic function of the set Z. We can see the following facts by the
same reasoning as that of Example 7.14 in [1].

1. τ := (0, τ01) belongs to Qn
DE

(VDM
, VDM

′).

2. Dτ = 0 and [τ ] = 1 in Hn(Q•
DE

(VDM
, VDM

′)). Here we choose 1 so that it gives the
standard positive orientation of M .

3. suppDE\DM
(τ01) ⊂ Ω.

Hence this τ satisfies all the desired properties described in Lemma 5.2.2. Note that we
have

ρ(τ) =
(
0, (−1)n(n− 1)!χE\Hn+1

∂̄ϕ1 ∧ · · · ∧ ∂̄ϕn−1

)
. (5.4)
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6 Laplace transformation L for hyperfunctions

6.1 Preparation

Let (z1 = x1 +
√
−1y1, · · · , zn = xn +

√
−1yn) be a coordinate system of E. Hereafter,

we fix the orientation of M and E so that

{
∂

∂x1
,
∂

∂x2
, . . . ,

∂

∂xn

}
gives the positive

orientation on M , and

{
∂

∂y1
, . . . ,

∂

∂yn
,
∂

∂x1
, . . . ,

∂

∂xn

}
give the one on E.

Remark 6.1.1. The above orientation of E is different from the usual standard orienta-

tion of Cn, where

{
∂

∂x1
,
∂

∂y1
,
∂

∂x2
,
∂

∂y2
, . . . ,

∂

∂xn
,
∂

∂yn

}
is taken to be a positive frame.

We say that the boundary ∂D of a subset D in DE is (partially) smooth if ∂D ∩ E is
(partially) smooth. Note that, when the boundary ∂D is smooth, the orientation of ∂D
is determined so that the outward-pointing normal vector of ∂D followed by a positive
frame of ∂D determines the positive orientation of E.

Let h : E∗
∞ → {−∞}∪R be an upper semi-continuous function, and let W be an open

subset in DE∗ and f a holomorphic function on W ∩ E∗.

Definition 6.1.2. We say that f is of infra-h-exponential type (at ∞) on W if, for any
compact set K ⊂ W and any ǫ > 0, there exists C > 0 such that

e|ζ|h(πE∗
∞

(ζ))|f(ζ)| ≤ Ceǫ|ζ| (ζ ∈ K ∩ (E∗ \ {0})),

where πE∗
∞
: E∗ \ {0} → (E∗ \ {0})/R+ = E∗

∞ is the canonical projection, i.e., πE∗
∞
(ζ) =

ζ/|ζ |, and we set e−∞ = 0 for convenience. In particular, we say that f is simply called
of infra-exponential type if h ≡ 0.

Define a sheaf on E∗
∞ by, for an open subset Ω in E∗

∞,

O
inf
E∗

∞
(Ω) := lim−→

W

{f ∈ O(W ∩ E∗); f is of infra-exponential type on W},

where W runs through open neighborhoods of Ω in DE∗ . Then the family {O inf
E∗

∞
(Ω)}Ω

forms the sheaf O inf
E∗

∞
on E∗

∞. Similarly we define the sheaf O
inf−h
E∗

∞
on E∗

∞ by, for an open
subset Ω ⊂ E∗

∞,

O
inf−h
E∗

∞
(Ω) := lim−→

W

{f ∈ O(W ∩ E∗); f is of infra-h-exponential type on W},

where W runs through open neighborhoods of Ω in DE∗ .
We also introduces the sheaf A

exp
DM

:= O
exp
DE

∣∣
DM

of real analytic functions of exponential

type and the one V
exp
DM

of real analytic volumes of exponential type. The latter sheaf is
defined by

V
exp
DM

= O
exp,(n)
DE

∣∣∣
DM

⊗ZDM
orDM

,

where orDM
:= (jM)∗ orM with jM :M →֒ DM being the canonical inclusion. Note that we

can also define the orientation sheaf orDE
on DE by (jE)∗ orE with the canonical inclusion

jE : E →֒ DE , for which we have the canonical isomorphism

orDM/DE
⊗ orDM

≃ orDE
|DM

. (6.1)
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Let K be a subset in DE . Then we define the support function hK(ζ) : E∗
∞ →

{±∞} ∪ R by

hK(ζ) =





+∞ if K ∩ E is empty,

inf
z∈K∩E

Re 〈z, ζ〉 otherwise,

(6.2)

where we identify ζ ∈ E∗
∞ with a unit vector in E∗. Note that if K is properly contained

in a half space of DE with direction ζ0 ∈ E∗
∞ (which is equivalently saying ζ0 ∈ N∗

pc(K))
and if K ∩ E is non-empty, then the subset

K ∩ {z ∈ E; Re 〈z, ζ0〉 = hK(ζ0)}

is a compact set in E. The following lemma easily follows from the definition.

Lemma 6.1.3. Let K ⊂ DE with N∗
pc(K) 6= ∅. Then N∗

pc(K) is a connected open subset
in E∗

∞. The function hK(ζ) is upper semi-continuous on E∗
∞, in particular, it is continuous

on N∗
pc(K) and hK(ζ) > −∞ there.

Remark 6.1.4. In the above lemma, if K ⊂ DM , then we have

N∗
pc(K) = ̟−1

∞ (N∗
pc(K) ∩M∗

∞)

and hK(ζ) is continuous on N∗
pc(K) ∪

√
−1M∗

∞ (for the definition of ̟∞, see (2.3)).

6.2 Laplace transformation

Let K be a closed subset in DM such that N∗
pc(K) is non-empty. Take ξ0 ∈ N∗

pc(K)∩M∗
∞

and an open neighborhood V of K in DE . Set U := DM ∩ V and coverings

VK := {V0 := V \K, V1 := V }, V ′
K := {V0}. (6.3)

In what follow, we assume that U and V are connected for simplicity. Note that we have

ΓK(U ; B
exp
DM
⊗A

exp
DM

V
exp
DM

) ≃ Hn(Qn,•
DE

(VK , VK ′)) ⊗
ZDM

(U)
orDM/DE

(U) ⊗
ZDM

(U)
orDM

(U).

Let
u = ũ⊗ aDM/DE

⊗ aDM
∈ ΓK(U ; B

exp
DM
⊗A

exp
DM

V
exp
DM

),

where aDM/DE
⊗aDM

∈ orDM/DE
(U) ⊗

ZDM
(U)

orDM
(U) and let ν = (ν1, ν01) ∈ Q

n,n
DE

(VK , VK ′)

be a representative of ũ, i.e., ũ = [ν].
Here we may assume that aDM/DE

and aDM
are generators in each orientation sheaf.

Hence, through the canonical isomorphism (6.1), the section aDM/DE
⊗ aDM

determines
the orientation of E. We perform the subsequent integrations under this orientation.

Remark 6.2.1. If orDM/DE
gives the orientation so that {dy1, . . . , dyn} is a positive

frame and if orM gives the orientation so that {dx1, . . . , dxn} is a positive one. Then
{dy1, . . . , dyn, dx1, . . . , dxn} becomes a positive frame under the orientation determined
by aDM/DE

⊗ aDM
.
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Definition 6.2.2. The Laplace transform of u with a Čech-Dolbeault representative
ν = (ν1, ν01) ∈ Q

n,n
DE

(VK , VK ′) is defined by

LD(u)(ζ) :=
∫

D∩E

e−zζν1 −
∫

∂D∩E

e−zζν01, (6.4)

where D is a contractible open subset in DE with (partially) smooth boundary such that
K ⊂ D ⊂ D ⊂ V and it is properly contained in a half space of DE with direction ξ0.

Note that the orientation ofD and ∂D is taken in the usual way, that is, the orientation
of D is that of E, and the one of ∂D is determined so that the outward pointing normal
vector of D and a positive frame of ∂D form that of E.

Set z = x +
√
−1y and ζ = ξ +

√
−1η. We may assume ξ0 = (1, 0, · · · , 0), and we

write x = (x1, x
′) and ξ = (ξ1, ξ

′). Then there exist b ∈ R and κ > 0 such that

D ⊂ {z = x+
√
−1y; |x′|+ |y| ≤ κ(x1 − b)}.

Furthermore, it follows from the definition of ν that there exist H > 0 and C ≥ 0 such
that |ν01| ≤ CeHx1 on a neighborhood of ∂D and |ν1| ≤ CeHx1 on a neighborhood of D.
Hence, if z ∈ D, we have

|e−zζν1| ≤ Ce−xξ+yη+Hx1 ≤ Ce−x1ξ1+κ(|ξ
′|+|η|)(x1−b)+Hx1 ,

from which the integral

∫

D∩E

e−zζν1 converges if ξ1 is sufficiently large. We also have the

same conclusion for

∫

∂D∩E

e−zζν01.

Remark 6.2.3. In what follows, we write

∫

D

e−zζν1 instead of

∫

D∩E

e−zζν1, etc., for

simplicity.

Lemma 6.2.4. LD(u) is holomorphic at points ζ = Rξ0 if R > 0 is sufficiently large.
Furthermore, LD(u) is independent of the choices of a representative ν of u and D of the
integral. Here we identify ξ0 with the corresponding unit vector in M∗.

Proof. The convergence of the integration is already shown above. Let D̃ be another open
subset in DE which satisfies the conditions given in Definition 6.2.2. By replacing D̃ with
D̃ ∩ D, we may assume D̃ ⊂ D from the beginning. Then, since ∂(D \ D̃) = ∂D − ∂D̃
holds, by the Stokes formula, we get

LD(u)−LD̃(u) =
∫

D\D̃

e−zζν1 −
∫

∂D−∂D̃

e−zζν01 =

∫

D\D̃

e−zζ∂ν01 −
∫

∂D−∂D̃

e−zζν01

=

∫

D\D̃

d(e−zζν01)−
∫

∂D−∂D̃

e−zζν01 = 0.

By the same reasoning, we also have LD(ϑτ) = 0 for τ ∈ Q
n,n−1
DE

(VK , VK ′).

Due to the above lemma, in what follows, we write L(•) instead of LD(•). By taking
an appropriate representative of u, we can make (6.4) much simpler form as follows: Let
ϕ ∈ Q(DE) which satisfies

1. supp(ϕ) ⊂ D, where D is the chain of the integration (6.4).
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2. ϕ = 1 on W ∩ E for an open neighborhood W of K in DE ,

and define
ν̃ = (ν̃01, ν̃1) =

(
ϕν1 + ∂̄ϕ ∧ ν01, ϕν01

)
.

Since we have
ν − ν̃ = ϑ ((1− ϕ)ν01, 0) ,

representatives ν and ν̃ give the same cohomology class. Furthermore, as the support of
ν̃ is contained in D, we have obtained

L(u) =
∫

E

e−zζ ν̃01 =

∫

E

e−zζ
(
ϕν1 + ∂̄ϕ ∧ ν01

)
. (6.5)

Then, by the integration by parts, we get:

Corollary 6.2.5. For u ∈ ΓK(U ; B
exp
DM
⊗A

exp
DM

V
exp
DM

) and v ∈ ΓK(U ; B
exp
DM

), we have the

formulas

∂

∂ζk
L(u) = L(−xku), ζkL(v dx⊗ aDM

) = L
(
∂v

∂xk
dx⊗ aDM

)
(k = 1, 2, · · · , n).

Note that, by the definition of ̟∞ given in (2.3), we have, for ξ0 ∈M∗
∞,

̟−1
∞ (ξ0) = {ξ0 +

√
−1η ∈ E∗; η ∈M∗}/R+ ⊂ E∗

∞.

Proposition 6.2.6. Assume K ∩M is non-empty. For any a ∈ K ∩ {x ∈ M ; 〈x, ξ0〉 =
hK(ξ0)}, any ǫ > 0 and any compact subset L in ̟−1

∞ (ξ0), there exist C > 0 and an open
neighborhood W ⊂ DE∗ of L such that

|eaζL(u)(ζ)| ≤ Ceǫ|ζ| (ζ ∈ W ∩ E∗).

Proof. Take a point ζ0 = (ξ0+
√
−1η0)/|ξ0+

√
−1η0| ∈ E∗

∞. In what follows, we sometimes
identify a point in E∗

∞ with a unit vector in E∗. Denote by Bδ(ζ0) an open ball with radius
δ > 0 and center at ζ0.

SinceK is properly contained in a half space of DM with direction ξ0, there exist δ1 > 0,
σ1 > 0, a relatively compact open neighborhood O ⊂M of K ∩ {x ∈ M ; 〈x− a, ξ0〉 = 0}
and an R+-conic proper closed cone G ⊂ DM such that

K ⊂ O ∪ (a+ int(G)),

O ⊂ {x ∈M ; |〈x− a, ξ〉| < ǫ/2} (ξ ∈ Bδ1(ξ0) ∩M∗
∞),

and
〈x, ξ〉 ≥ σ1|x| (x ∈ G ∩M, ξ ∈ Bδ1(ξ0) ∩M∗

∞).

For δ2 > 0, define open subsets DO in E and DG in DE by

DO =

{
z = x+

√
−1y ∈ E; x ∈ O, |y| < ǫ

2max{1, 2|η0|}

}
,

DG = ̂
{
z = x+

√
−1y ∈ E; x ∈ a + int(G), |y| < δ2dist(x,M \ (a+G))

}
.

By deforming D of the Laplace integral, we may assume D ⊂ DO ∪DG. If we take δ2 > 0
sufficiently small, there exists σ2 > 0 such that

Re 〈z − a, tζ〉 ≥ σ2t|z − a| (t ∈ R+, z ∈ DG ∩ E, ζ ∈ Bδ2(ζ0) ∩ E∗
∞)

19



holds. Note that we also have

|Re 〈z − a, tζ〉| < ǫt (t ∈ R+, z ∈ DO, ζ ∈ Bδ2(ζ0) ∩ E∗
∞).

Then, for t ∈ R+ and ζ ∈ Bδ2(ζ0) ∩ E∗
∞, we get

L(u)(tζ) =
∫

D

e−tzζν1 −
∫

∂D

e−tzζν01

= e−taζ
(∫

D

e−t(z−a)ζν1 −
∫

∂D

e−t(z−a)ζν01

)
.

The rightmost integration in the above equation is estimated as follows. Note that the
integration of ν1 is also estimated by the same arguments. We have

∫

∂D

e−t(z−a)ζν01 =

∫

T<ǫ

+

∫

T≥ǫ

,

where we set
T<ǫ = ∂D ∩ DO, T≥ǫ = ∂D ∩ DG \DO.

Then, for ζ ∈ Bδ2(ζ0)∩E∗
∞ and t ∈ R+, there exists a positive constant C1 > 0 such that

∣∣∣∣
∫

T<ǫ

e−t(z−a)ζν01

∣∣∣∣ ≤ C1e
ǫt.

Furthermore, since there exist a constant C2, H > 0 such that

|ν01| ≤ C2e
H|z−a| (z ∈ T≥ǫ),

we get, for ζ ∈ Bδ2(ζ0) ∩ E∗
∞ and t ∈ R+,

∣∣∣∣∣

∫

T≥ǫ

e−t(z−a)ζν01

∣∣∣∣∣ ≤ C2

∫

T≥ǫ

e(−σ2t+H)|z−a| dS,

where dS denotes a surface volume element of ∂D. Hence the last integral converges if t
is sufficiently large, which completes the proof.

Recall that N∗
pc(K) is an open subset in E∗

∞. Since hK(ζ) is upper semi-continuous,
we have the following corollary as a consequence of the proposition:

Corollary 6.2.7. Assume K ∩M is non-empty. Then we have L(u) ∈ O
inf−hK
E∗

∞
(N∗

pc(K)).

Let G be an R+-conic proper closed subset in M and a ∈M . We denote by G◦ ⊂ E∗

the dual open cone of G in E∗, that is,

G◦ := {ζ ∈ E∗; Re 〈ζ, x〉 > 0 for any x ∈ G}.

Assume K = {a}+G ⊂ DM . Since N∗
pc(K) = ̂(G◦)∩E∗

∞ and hK(ζ) = Re aζ on N∗
pc(K)

hold (here we write aζ = 〈a, ζ〉), the corollary immediately implies the following theorem.

Theorem 6.2.8. Under the above situation, eaζL(u)(ζ) belongs to O inf
E∗

∞
(̂(G◦) ∩ E∗

∞).
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6.3 Several equivalent definitions of Laplace transform

We give, in this subsection, several equivalent definitions of Laplace transform previously
defined for various expressions of a Laplace hyperfunction. The following proposition is
quite important to obtain a good Čech representation of a Laplace hyperfunction with
compact support. Recall the definition of a regular closed subset given in Definition 2.2.4
and the one of an infinitesimal wedge in Definition 4.3.1. Recall also that we use the word
“1-regular at ∞” to indicate the notion “regular at ∞” introduced in Definition 3.4 [2].

Proposition 6.3.1. Let K be a regular closed cone in DM and let η ∈ M∗
∞. Then we

can find an open subset S ⊂ DE \K such that

1. S is an infinitesimal wedge of type M×̂
√
−1Γ, where Γ = {y ∈M ; 〈y, η〉 > 0}.

2. S ∩ E is a Stein open subset and S is 1-regular at ∞.

3. S is an open neighborhood of DM \K in DE.

Proof. The proof is the almost same as that of Theorem 4.10 [11]. For reader’s conve-
nience, we briefly explain how to construct the desired S. We may assume that the vertex
of S is the origin and η = (1, 0, · · · , 0). Let σ be a sufficiently small positive number and
set, for ξ ∈M ,

ϕξ(z) = (z1 − (ξ1 +
√
−1σ|ξ|))2 + (z2 − ξ2)2 + · · ·+ (zn − ξn)2 + σ2|ξ|2.

Note that

Reϕξ(z) > 0 ⇐⇒ (y1 − σ|ξ|)2 + y22 + · · ·+ y2n < σ2|ξ|2 + |x− ξ|2.

Then, by the same reasoning as in the proof of Theorem 4.10 [11], the set

O = Int

(⋂

ξ∈K

{z ∈ E; Reϕξ(z) > 0}
)

is an R+-conic Stein open subset, and hence, Ô is 1-regular at∞. Define S by modifying
O near the origin:

S = ̂Int




 ⋂

ξ∈K,|ξ|≥1

{z ∈ E; Reϕξ(z) > 0}


 ⋂


 ⋂

ξ∈K,|ξ|<1

{z ∈ E; Reψξ(z) > 0}




 ,

where
ψξ(z) = (z1 − (ξ1 +

√
−1σ))2 + (z2 − ξ2)2 + · · ·+ (zn − ξn)2 + σ2.

Since Ô and S coincide in an open neighborhood of E∞, the S is still 1-regular at ∞ and
S ∩ E is a Stein open subset. We can easily confirm that S satisfies the rest of required
properties in the proposition.
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6.3.1 Laplace transform for Čech representation

We give here several examples to compute the Laplace transform of a Čech representative
of a Laplace hyperfunction.

Example 6.3.2. Let K ⊂ DM be a closed cone which is regular and proper in DM , and let
η0, . . . , ηn−1 be linearly independent vectors in M∗ so that {η0, . . . , ηn−1} forms a positive
frame of M∗. Set ηn := −(η0 + · · ·+ ηn−1) ∈ M∗.

Then, by applying Proposition 6.3.1 to the vector ηk, we obtain Sk satisfying the
conditions in the proposition with η = ηk (k = 0, . . . , n). Since S0 ∪ · · · ∪ Sn ∪ DM is an
open neighborhood of DM , it follows from Theorem 4.10 [11] that we can take an open
neighborhood S ⊂ DE of DM such that

1. S ∩ E is a Stein open subset and it is 1-regular at ∞.

2. {S0 ∩ S, S1 ∩ S, . . . , Sn ∩ S} is a covering of the set S \K.

For simplicity, we set Sn+1 := S. Let Λ = {0, 1, 2, . . . , n + 1} and set, for any α =
(α0, . . . , αk) ∈ Λk+1,

Sα := Sα0 ∩ Sα1 ∩ · · · ∩ Sαk
.

We already defined the covering (VK ,V ′
K) of (S, S \ K) in (6.3) with V = S. We also

define another covering of (S, S \K) by

S := {S0, S1, . . . , Sn+1}, S ′ := {S0, . . . , Sn}.

Then, by the theories of Čech and Čech-Dolbeault cohomologies, we have

Hn
K(S; O

exp,(n)
DE

) ≃ Hn(S, S ′; O
exp,(n)
DE

) ≃ Hn(Qn,•
DE

(S, S ′)) ≃ Hn(Qn,•
DE

(VK , VK ′)).

Let Λk+1
∗ be the subset in Λk+1 consisting of α = (α0, . . . , αk) with

α0 < α1 < · · · < αk = n + 1.

We take a proper open convex cone U ′ ⊂M with K ⊂ Û ′, and set, for a sufficiently small
ǫ > 0,

ρ(x) := ǫ dist(x, M \ U ′) (x ∈M).

Then we define closed subsets in E by

σn+1 :=
⋂

0≤k≤n

{z = x+
√
−1y ∈ E; x ∈ U ′, 〈y, ηk〉 < ρ(x)}

⋂
E

and, for 0 ≤ k ≤ n,

σk := {z = x+
√
−1y ∈ E; x ∈ U ′, 〈y, ηk〉 > ρ(x)}

⋂
E.

We may assume that, by taking ǫ > 0 sufficiently small,

σn+1 ∩ σk ⊂ Sk (k = 0, 1, · · · , n+ 1) (6.6)

holds in DE . For any α = (α0, . . . , αk) ∈ Λk+1
∗ , we also define

σα := σα0 ∩ σα1 ∩ · · · ∩ σαk
.

Here we determine the orientation of σα in the following way:
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1. σn+1 has the same orientation as the one of E.

2. For k > 0 and α ∈ Λk+1
∗ , the vectors (−ηα0), (−ηα1), · · · , (−ηαk−1

) followed by
the the positive frame of σα form a positive frame of E. Note that αk = n + 1 as
α ∈ Λk+1

∗ .

Remark 6.3.3. The above 2. is equivalently saying that, for a point x in the smooth
part of σα and taking points xj ∈ int(σαj

) (j = 0, 1, · · · , k) sufficiently close to x, the
positive frame of σα at x is determined so that the vectors −−→x0xk, −−→x1xk, · · · , −−−−→xk−1xk and
the positive frame of σα at x form that of E at x.

Then, for any α ∈ Λk+1 which contains the index n+1, we can define σα with orientation
by extending the above definition in the alternative way, that is, σα = 0 if the same index
appears twice in α, and otherwise

σα = sgn(α, α̃) σα̃,

where α̃ ∈ Λk+1
∗ is obtained by a permutation of σ and sgn(α, α̃) denotes the signature of

this permutation.
Now let us consider the Čech-Dolbeault complex Q

n,•
DE

(S, S ′) for the covering (S, S ′).
Then, for any

ω = {ωα}0≤k≤n,α∈Λk+1
∗
∈
⊕

0≤k≤n

Ck(S,S ′; Q
n,n−k
DE

) = Q
n,n
DE

(S, S ′),

we define the Laplace transform of ω by

I(ω) :=
∑

0≤k≤n

∑

α∈Λk+1
∗

∫

σα

e−zζ ωα.

By our convention of orientation of σα and the fact

dimR σn+1 ∩ {z = x+
√
−1y ∈ E; x ∈ ∂U ′} < n,

we have, for any α ∈ Λk+1
∗ ,

∂σα =
∑

0≤j≤n+1

σ[α j],

where [α j] denotes a sequence in Λk+2 whose last element is j.
Hence it follows from Stokes’s formula that we obtain

I(ϑω) = 0 (ω ∈ Q
n,n−1
DE

(S, S ′)).

As a matter of fact, for ωα ∈ Q
n,n−k−1
DE

(Sα) with α ∈ Λk+1
∗ , we have

e−zζϑωα = (−1)k∂(e−zζωα) + δ(e−zζωα) = (−1)kd(e−zζωα) + δ(e−zζωα),

and thus, by noticing σ[j α] = (−1)k+1σ[α j],

I(ϑωα) = (−1)k
∫

σα

d(e−zζωα) +
n+1∑

j=0

∫

σ[j α]

e−zζωα

= (−1)k
n+1∑

j=0

∫

σ[α j]

e−zζωα +

n+1∑

j=0

∫

σ[j α]

e−zζωα = 0.
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Summing up, if ω and ω′ in Q
n,n
DE

(S, S ′)) give the same cohomology class, we have

I(ω) = I(ω′).

Now let us consider the canonical quasi-isomorphisms of complexes

C•(S, S ′; O
exp,(n)
DE

)
β1−→ Q

n,•
DE

(S, S ′)
β2←− Q

n,•
DE

(VK , VK ′).

It is easy to see, for ν2 ∈ Q
n,n
DE

(VK , VK ′) with ϑν2 = 0,

L([ν2]) = I(β2(ν2)).

Let ν1 = {ν1,α}α∈Λn+1
∗
∈ Cn(S, S ′; O

exp,(n)
DE

) with δν1 = 0. If β1(ν1) and β2(ν2) give the
same cohomology class in Hn(Qn,•

DE
(S, S ′)), by the above reasoning, we get

I(β1(ν1)) = I(β2(ν2)) = L([ν2]).

It follows from the definition of I(•) that we have

I(β1(ν1)) =
∑

α∈Λn+1
∗

∫

σα

e−zζν1,α.

Furthermore, each integration can be rewritten to

∫

σα

e−zζν1,α = (−1)n sgn(det(ηα0 , . . . , ηαn−1))

∫

Lα

e−zζν1,α, (6.7)

where Lα is a real n-chain in E

Lα = {z = x+
√
−1y ∈ E; x ∈ U ′ ∩M, y = ρα(x)} (6.8)

with a smooth function ρα : U ′ ∩M →M satisfying the conditions

1. ρα(x) = 0 for x ∈ ∂U ′ ∩M ,

2. Lα ⊂ Sα in DE,

and its orientation is the same as the one of U ′.
Summing up, for a Čech representation {ν1,α}α∈Λn+1

∗
of a Laplace hyperfunction u, its

Laplace transform is given by

L(u) = (−1)n
∑

α∈Λn+1
∗

sgn(det(ηα0 , . . . , ηαn−1))

∫

Lα

e−zζν1,α. (6.9)

Remark 6.3.4. In our settings, the last index of a covering is assigned to the one for
an open neighborhood S of DM , i.e., Sn+1 = S. In usual hyperfunction theory, however,
the first index 0 is assigned to it, i.e., S0 = S. This is the reason why the factor (−1)n
appeared in the above expression.
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Example 6.3.5. Now we consider another useful example. Set

Γ+n = {y = (y1, · · · , yn) ∈M ; yk > 0 (k = 1, 2, · · · , n)}

and K = Γ+n in DM . Let S ⊂ DE be an open neighborhood of DM such that S ∩ E is a
Stein open subset and S is 1-regular at ∞. Define, for k = 0, 1, · · · , n− 1,

Sk := ̂{z = (z1, z2, · · · , zn) ∈ S; zk+1 ∈ C \ R≥0} ⊂ DE.

Set Sn = S. Then

S = {S0, S1, . . . , Sn}, S ′ = {S0, . . . , Sn−1}

are coverings of (S, S \K).
Define the n× n matrix B := (1 + ǫ)I − ǫC for sufficiently small ǫ > 0, where I is the

identity matrix and C is the n×n matrix with entries being all 1. We define the R-linear
transformation T on E =M ×

√
−1M by

x+
√
−1y ∈ E −→ B x+

√
−1 y ∈ E.

Let γ ⊂ C be the open subset defined by

γ := {z = x+
√
−1y ∈ C; |y| < ǫ(x− ǫ)}.

Then we introduce real 2n-dimensional chains in E by

σn := T (γ × · · · × γ)
⋂

E,

and, for k = 0, . . . , n− 1,

σk := T (C× · · · × (C \ γ)
(k + 1)-th

× · · · × C)
⋂

E.

Note that σn is a neighborhood ofK in DE . One should aware that, however, γ × γ × · · · × γ
is not.

Set Λ = {0, 1, . . . , n}, and Λk+1
∗ is the subset of Λk+1 consisting of an element (α0, α1, · · · , αk)

with
α0 < α1 < · · · < αk = n.

Then, for any α = (α0, . . . , αk) ∈ Λk+1
∗ , the orientation of σα := σα0 ∩ σα1 ∩ · · · ∩ σαk

is
determined in the following way:

1. σn has the same orientation as the one of E.

2. the outward-pointing normal vector of σα0 , that of σα1 , · · · , that of σαk−1
followed

by the the positive frame of σα form a positive frame of E.

Note that, for any α ∈ Λk+1 which contains the index n, we can define σα with
orientation by extending the above definition in the alternative way as did in the previous
example.

For any α ∈ Λk+1
∗ , we have

∂σα =
∑

0≤j≤n

σ[α j],
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where [α j] is the sequence in Λk+2 whose last element is j. Therefore the rest of ar-
gument goes in the same way as in Example 6.3.2, and we finally obtain, for u ∈
ΓK(DM ; B

exp
DM
⊗A

exp
DM

V
exp
DM

) and its Čech representative ν(012...n) ∈ Cn(S, S ′; O
exp,(n)
DE

) =

O
exp,(n)
DE

(S0 ∩ S1 ∩ · · · ∩ Sn),

L(u) =
∫

L(012...n)

e−zζ ν(012...n) (6.10)

with the real n-chain
L(012...n) := T (∂γ × · · · × ∂γ) ⊂ E (6.11)

whose orientation is given so that each arc ∂γ ⊂ C has anti-clockwise direction.

Example 6.3.6. Let us consider another kind of Čech covering: Let K ⊂ DM be a closed
cone which is regular and proper in DM , and let ηk’s (k = 0, . . . , n − 1) be a family of
linearly independent vectors in M∗, for which the sequence η0, η1, · · · , ηn−1 of vectors
forms a positive frame of M∗. Set

ηk,± = ±ηk (k = 0, . . . , n− 1).

Then, we take open subsets S and Sk,± (k = 0, 1, · · · , n− 1) in the same way as those in
Example 6.3.2 by using Proposition 6.3.1 with η = ηk,±. Set Sn = S and coverings

S := {S0,±, . . . , Sn−1,±, Sn}, S ′ := {S0,±, . . . , Sn−1,±}.

Let Λ be the set consisting of “n” and pairs “(i, ǫ)” with i ∈ {0, 1, . . . , n − 1} and ǫ ∈
{+,−}. We define the linear order < on Λ by:

a. α < n for any α ∈ Λ \ {n}.

b. (i, ei) < (j, ej) if i < j or if i = j and ei = + and ej = −.

Let Λk+1
∗ be the subset in Λk+1 consisting of α = (α0, . . . , αk) with

α0 < α1 < · · · < αk = n.

Furthermore, let Λk+1
∗∗ be the subset in Λk+1

∗ consisting of

α = ((i0, ǫ0), · · · , (ik−1, ǫk−1), n) ∈ Λk+1
∗

with i0 < i1 < · · · < ik−1. For α ∈ Λk+1
∗ , the subset Sα is defined as usual, that is,

Sα = Sα0 ∩ · · · ∩ Sαk
.

Note that, in this example, the open subset Sα is not necessarily empty for α ∈ Λk+1
∗ \Λk+1

∗∗

with k > n.
We take a proper open convex cone U ′ ⊂M with K ⊂ Û ′. For ρ(x) := ǫ dist(x, M\U ′)

(x ∈M) with a sufficiently small ǫ > 0, we define closed subsets in E by

σn =
⋂

0≤k≤n−1

{z = x+
√
−1y ∈ E; x ∈ U ′, −ρ(x) < 〈y, ηk〉 < ρ(x)}

⋂
E
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and, for 0 ≤ k ≤ n− 1,

σ(k,±) = {z = x+
√
−1y ∈ E; x ∈ U ′, ±〈y, ηk〉 > ρ(x)}

⋂
E.

Note that σn ∩ σα ⊂ Sα holds for α ∈ Λ if ǫ is sufficiently small. Then, in the same way
as in the previous example, we can define σα for α ∈ Λk+1

∗∗ and determine its orientation.
For any

ω = {ωα}0≤k≤n,α∈Λk+1
∗
∈
⊕

0≤k≤n

Ck(S,S ′; Q
n,n−k
DE

) = Q
n,n
DE

(S, S ′),

we define the Laplace transform of ω by

I(ω) :=
∑

0≤k≤n

∑

α∈Λk+1
∗∗

∫

σα

e−zζ ωα,

for which one should aware that the sum ranges through indices only in Λk+1
∗∗ ⊂ Λk+1

∗ .
We have, for any α = ((i0, e0), · · · , (ik−1, ek−1), n) ∈ Λk+1

∗∗ ,

∂σα =
∑

j /∈{i0,··· ,ik−1,n}, ǫ=±

σ[α (j, ǫ)],

where [α (j, ǫ)] is a sequence in Λk+2 whose last element is (j, ǫ). The important fact here
is that ∂σα (α ∈ Λk+1

∗∗ ) does not contain any cell σβ with β ∈ Λk+2
∗ \ Λk+2

∗∗ . Hence, by
Stokes’s formula, we still obtain

I(ϑω) = 0 (ω ∈ Q
n,n−1
DE

(S, S ′)).

As a matter of fact, if α ∈ Λk+1
∗ \ Λk+1

∗∗ , then I(ϑωα) = 0 for ωα ∈ Q
n,n−k−1
DE

(Sα) because

∂ωα (resp. δωα) does not contain a non-zero term with an index in Λk+1
∗∗ (resp. Λk+2

∗∗ ). If
α = ((i0, e0), · · · , (ik−1, ek−1), n) ∈ Λk+1

∗∗ , then we have for ωα ∈ Q
n,n−k−1
DE

(Sα)

I(ϑωα) = (−1)k
∫

σα

d(e−zζωα) +
∑

j /∈{i0,··· ,ik−1,n}, ǫ=±

∫

σ[(j,ǫ)]α]

e−zζωα

= (−1)k
∑

j /∈{i0,··· ,ik−1,n}, ǫ=±

∫

σ[α (j,ǫ)]

e−zζωα +
∑

j /∈{i0,··· ,ik−1,n}, ǫ=±

∫

σ[(j,ǫ)α]

e−zζωα = 0.

The rest of argument is the same as the one in the previous example: For u ∈
ΓK(U

′; B
exp
DM
⊗A

exp
DM

V
exp
DM

) and its representative

ν =
⊕

α∈Λn+1
∗

να ∈ Cn(S, S ′; O
exp,(n)
DE

) with δν = 0,

we obtain

L(u) = (−1)n
∑

α∈Λn+1
∗∗

sgn(α)

∫

Lα

e−zζνα. (6.12)

Here, for α = ((0, ǫ0), . . . , (n− 1, ǫn−1), n) ∈ Λn+1
∗∗ , we set sgn(α) = ǫ0ǫ1 · · · ǫn−1 and Lα is

the real n-chain in E

Lα = {z = x+
√
−1y ∈ E; x ∈ U ′ ∩M, y = ρα(x)} (6.13)

with a smooth function ρα : U ′ ∩M →M satisfying the conditions

1. ρα(x) = 0 for x ∈ ∂U ′ ∩M ,

2. Lα ⊂ Sα in DE,

and its orientation is the same as the one of U ′.
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6.3.2 Laplace transform whose chain is of product type

Let us consider the Laplace transformation of a Laplace hyperfunction u whose support
is contained in Γ+n ⊂ DM . Here Γ+n = {(x1, · · · , xn) ∈ M ; xk > 0 (k = 1, 2, · · · , n)}. In
this case, one can expect the the path of the integration to be the product γ1 × · · · × γn
of the one dimensional paths γk. However, we cannot take such a path unless the support
of u is contained in a cone strictly smaller than Γ+n. In this subsection, we show that a
chain of product type can be taken as an integral path of the Laplace transformation if
the condition supp(u) \ {0} ⊂ Γ̂+n is satisfied.

Let K ⊂ DM be a regular closed cone satisfying

K \ {0} ⊂ Γ̂+n. (6.14)

Let ǫ > 0 and Let Dk ⊂ C be an open subset with smooth boundary satisfying R+ ⊂ D̂k

and
Dk ⊂ {z = x+

√
−1y ∈ C ; |y| < ǫ(x− ǫ)}.

Set
D = D1 ×D2 × · · · ×Dn ⊂ E.

One should aware that D̂ is not an open neighborhood of Γ+n in DE . However, since D̂
becomes an open neighborhood of K in DE because of (6.14), we can compute its Laplace
transform by

L(u)(ζ) :=
∫

D

e−zζν1 −
∫

∂D

e−zζν01

for a Laplace hyperfunction u = [(ν1, ν01)] ((ν1, ν01) ∈ Q
n,n
DE

(VK , VK ′)) with support in
K.

Let ηk,± = (0, · · · ,±1, · · · , 0) (k = 0, . . . , n − 1) be a unit vector whose (k + 1)-th
element is ±1. Recall the definitions of Λk+1

∗ and Λk+1
∗∗ given in Example 6.3.6, and let us

introduce open subsets S, Sk,± and the pair (S,S ′) of coverings of (S, S \K) in the same
way as those in Example 6.3.6. Set σn = D ∩ E and, for k = 0, · · · , n− 1,

σk,± = {z = (z1, · · · , zn) ∈ E ; zk+1 ∈ C \Dk+1, ±Im zk+1 ≥ 0}
⋂

E.

Then, as we did in the example, we define the Laplace transform by

I(ω) :=
∑

0≤k≤n

∑

α∈Λk+1
∗∗

∫

σα

e−zζ ωα

for ω = {ωα}0≤k≤n,α∈Λk+1
∗
∈⊕0≤k≤n C

k(S,S ′; Q
n,n−k
DE

) = Q
n,n
DE

(S, S ′).

Note that we have, for α = ((i0, ǫ0), · · · , (ik−1, ǫk−1), n) ∈ Λk+1
∗ ,

∂σα =
∑

j /∈{i0,...,ik−1,n}, ǫ=±

σ[α (j, ǫ)] +
∑

j∈{i0,...,ik−1,n}, ǫ=±

σ[α (j, ǫ)].

Define πj : C
n → C to be πj(z1, · · · , zn) = zj+1. Since πj(σj,+∩σj,−∩σn) (j = 0, 1, · · · , n−

1) consists of the one point, for j ∈ {i0, . . . , ik−1} and ǫ = ±, the restriction of the
holomorphic n-form dz to σ[α (j, ǫ)] becomes 0 and we get

∫

σ[α (j, ǫ)]

e−zζτ = 0
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for an (n, n− k − 1)-form τ . Therefore we still have the same Stokes formula as the one
in Example 6.3.6 ∫

σα

e−zζ∂τ =
∑

j /∈{i0,...,ik−1,n}, ǫ=±

∫

σ[α (j,ǫ)]

e−zζτ,

and hence, we obtain
I(ϑω) = 0 (ω ∈ Q

n,n−1
DE

(S, S ′)).

Summing up, for u ∈ ΓK(DM ; B
exp
DM
⊗A

exp
DM

V
exp
DM

) and its Čech representative

ν =
⊕

α∈Λn+1
∗

να ∈ Cn(S, S ′; O
exp,(n)
DE

) with δν = 0,

we have

L(u) = (−1)n
∑

α∈Λn+1
∗∗

sgn(α)

∫

γα

e−zζνα, (6.15)

where, for α = ((0, ǫ0), . . . , (n− 1, ǫn−1), n) ∈ Λn+1
∗∗ , we set sgn(α) = ǫ0ǫ1 . . . ǫn−1,

γα = (∂D1 × ∂D2 × · · · × ∂Dn)
⋂

Γα,

Γα = {z = (z1, · · · , zn) ∈ E ; ǫkIm zk+1 > 0 (k = 0, 1, · · · , n− 1)}
(6.16)

and the orientation of γα is chosen to be the same as the one in M .

6.4 Reconstruction of a representative

By the same arguments as in the previous examples, we have a formula to reconstruct
the corresponding Čech representative from a Čech-Dolbeault representative of a Laplace
hyperfunction.

Recall the definition of Λn+1
∗ and Λn+1

∗∗ given in Example 6.3.6. Set

Γα := {x ∈M ; ǫkxk+1 > 0 (k = 0, . . . , n− 1)}

for any α = ((0, ǫ0), (1, ǫ1), · · · , (n − 1, ǫn−1), n) ∈ Λn+1
∗∗ . In particular, we denote by +n

the sequence ((0,+), (1,+), · · · , (n− 1,+), n). Thus Γ+n denotes the first orthant in M .
Let K ⊂ DM be a regular closed cone such that K ∩M is convex, and V ⊂ DE an

open cone such that V is 1-regular at ∞ and V ∩ E is a Stein open subset. Note that,
since V is an open cone, the fact that V is 1-regular at ∞ is equivalent to saying that
̂(V ∩ E) = V . We also assume

K \ {0} ⊂ Γ̂+n ⊂ Γ+n ⊂ V. (6.17)

Let U = V ∩M ⊂ M , and let Ĥ
n
(Oexp

DE
(W(Û))) denote the intuitive representation of

Laplace hyperfunctions on Û .

Remark 6.4.1. In this subsection, we assume that W(Û) consists of an infinitesimal
wedge which satisfies the condition B1. in Section 5. For such a familyW(Û) of restricted
open subsets, still Theorem 4.3.3 holds.
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Then, we define b : Ĥ
n
(Oexp

DE
(W(Û)))→ Hn(Q0,•

DE
(VDM

, VDM

′)) by

O
exp
DE

(W ) ∋ f 7→ bW (f) ∈ Hn(Q0,•
DE

(VDM
, VDM

′)) (W ∈ W(Û)),

where VDM
= {V \ Û , V }, V ′

DM
= {V \ Û} and bW is the boundary value map (5.2).

Recall that the isomorphism bW : Ĥ
n
(Oexp

DE
(W(Û))) → Γ(Û ; B

exp
DM

) was given in The-
orem 4.3.3, for which we have the commutative diagram

Γ(Û ; B
exp
DM

) ΓK(Û ; B
exp
DM

)

Ĥ
n
(Oexp

DE
(W(Û))) Hn(Q0,•

DE
(VDM

, VDM

′)) Hn(Q0,•
DE

(VK , VK ′))

✛ ι

✲b
✟✟✟✟✟✟✟✟✟✟✯

bW

✻

≃

✛ ι

✻

≃ ,

where VK = {V \ K, V } and V ′
K = {V \ K}, the morphisms ι are injective and all the

other morphisms are isomorphic. Set

Ĥ
n

K(O
exp
DE

(W(Û))) := {u ∈ Ĥ
n
(Oexp

DE
(W(Û))); Supp(bW(u)) ⊂ K}.

Then the morphism b induces the isomorphism

bK : Ĥ
n

K(O
exp
DE

(W(Û)))
∼−→ Hn(Q0,•

DE
(VK , VK ′)).

Now we give the inverse of bK concretely. Let u ∈ ΓK(Û ; B
exp
DM

) and τ = (τ1, τ01) ∈
Q

0,n
DE

(VK , VK ′) be its representation. Define

hu(z) =
1

(2π
√
−1)n

(∫

D

τ1(w)e
(z−w)a

w − z dw −
∫

∂D

τ01(w)e
(z−w)a

w − z dw

)
,

where
1

w − z denotes
1

(w1 − z1) · · · (wn − zn)
, the vector a and the domain D are as fol-

lows:

1. D is a contractible open subset in DE with the (partially) smooth boundary ∂D
which satisfies

K ⊂ D ⊂ D ⊂ V

and

(D ∩ E) ⊂
n⋃

k=1

{w ∈ E; |wk − zk| > δ}

for some δ > 0. Furthermore, D is properly contained in an half space of DE with

direction
1√
n
(1, 1, · · · , 1).

2. a = R(1, 1, . . . , 1), where R > 0 is sufficiently large so that the integrals converge.

Note that the orientation of D is the same as the one of E, and that of ∂D is determined
so that the outward-pointing normal vector of ∂D followed by a positive frame of ∂D
form a positive frame of E.
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Then it is easy to check that hu(z) remains unchanged when we take another D and
representative τ of u if the integral converges for the same a. Hence, by deforming D
suitably (here keep D unchanged near K ∩ E∞, and hence, we do not need to change a
in this deformation), we find that hu(z) belongs to O

exp
DE

(Ω), where

Ω := ̂{z = x+
√
−1y ∈ E; y1y2 · · · yn 6= 0}.

For α ∈ Λn+1
∗∗ , set Ωα :=M×̂

√
−1Γα ⊂ DE . Note that we have

Ω :=
⊔

α∈Λn+1
∗∗

Ωα.

Now we define the inverse b†K of bK by

u = [τ ] −→ (−1)n
∑

α∈Λn+1
∗∗

sgn(α)hu(z)
∣∣
Ωα
∈ Ĥ

n
(Oexp

DE
(W(Û))), (6.18)

where sgn(α) = ǫ0ǫ1 · · · ǫn−1 for α = ((0, ǫ0), (1, ǫ1), · · · , (n− 1, ǫn−1), n) ∈ Λn+1
∗∗ .

Lemma 6.4.2. b†K is independent of the choices of a = R(1, . . . , 1) if R > 0 is sufficiently
large.

Proof. Let a′ = (R′, R, . . . , R) with R′ > R. It is enough to show that b†K(u) gives the
same result for both the a and a′ because a general case is obtained by the repetition of
application of this result. Clearly we have

(∫

D

τ1(w)e
(z−w)a′

w − z dw −
∫

∂D

τ01(w)e
(z−w)a′

w − z dw

)
−

(∫

D

τ1(w)e
(z−w)a

w − z dw −
∫

∂D

τ01(w)e
(z−w)a

w − z dw

)

= (R′ − R)
(∫

D

∫ 1

0

τ1(w)e
(z−w)(ta′+(1−t)a)

w′ − z′ dtdw −
∫

∂D

∫ 1

0

τ01(w)e
(z−w)(ta′+(1−t)a)

w′ − z′ dtdw

)
,

where z′ = (z2, . . . , zn) and w′ = (w2, . . . , wn). Since the last integral denoted by h̃(z)
hereafter belongs to O

exp
DE

(Ω′) with

Ω′ := ̂{z = x+
√
−1y ∈ E; y2 · · · yn 6= 0},

we have
∑

α

sgn(α)h̃(z)
∣∣
Ωα

= 0 in Ĥ
n
(Oexp

DE
(W(Û))). This shows the result.

Theorem 6.4.3. bK and b†K are inverse to each other.

Proof. We use the same notations as those in Subsection 6.3.2, where we take an open
subset V as S. Hence, the pair (S,S ′) are coverings of (V, V \K). Set

Qk,ǫ = {y = (y1, · · · , yn) ∈M ; ǫyk+1 > L−1|y|} (k = 0, 1, · · · , n− 1, ǫ = ±)

for sufficiently large L > 0 and set

Tk,ǫ = U×̂
√
−1Qk,ǫ.

31



Let T ⊂ DE be an open neighborhood of Û such that T is 1-regular at ∞ and T ∩E is a
Stein open subset. Furthermore, by shirking T if necessary, we may assume T ⊂ S and

Tk,ǫ ∩ T ⊂ Sk,ǫ ∩ S (k = 0, 1, · · · , n− 1, ǫ = ±).

Set also Tn = T and define the pair (T , T ′) of coverings of (T, T \DM) by

T = {T0,+, T0,−, · · · , Tn−1,+, Tn−1,−, Tn}, T ′ = {T0,+, T0,−, · · · , Tn−1,+, Tn−1,−}.

Using these coverings, we have the commutative diagram of complexes, where the hori-
zontal arrows are all quasi-isomorphisms:

C•(S, S ′; O
exp
DE

) Q
0,•
DE

(S, S ′) Q
0,•
DE

(VK , VK ′)

C•(T , T ′; O
exp
DE

) Q
0,•
DE

(T , T ′) Q
0,•
DE

(VDM
, VDM

′)

✲β1

❄

ι1

❄
ι

✛ β2

❄

ι2

✲α1 ✛α2

.

Then by taking n-th cohomology groups we get

Hn(S, S ′; O
exp
DE

) Hn(Q0,•
DE

(S, S ′)) Hn(Q0,•
DE

(VK , VK ′))

Hn(T , T ′; O
exp
DE

) Hn(Q0,•
DE

(T , T ′)) Hn(Q0,•
DE

(VDM
, VDM

′))

✲
βn
1

❄

ιn1

❄

ιn

✛
βn
2

❄

ιn2

✲
αn
1 ✛

αn
2

,

where all the horizontal arrows are isomorphic and all the vertical arrows are injective.
We first note that the canonical isomorphism

Hn(T , T ′; O
exp
DE

)
∼−−→ Ĥ

n
(Oexp

DE
(W(Û)))

is given by [
⊕

α∈Λn+1
∗∗

gα

]
7→

∑

α∈Λn+1
∗∗

sgn(α)gα|Tα.

Furthermore, it follows from the construction of boundary values morphisms that, for
g = {gα}α∈Λn+1

∗∗
∈ Cn(T , T ′; O

exp
DE

), we have

∑

α∈Λn+1
∗∗

sgn(α)bTα(gα) = ((αn2 )
−1 ◦ αn1 )([g]) in Hn(Q0,•

DE
(VDM

, VDM

′))).

Hence the morphism b coincides with (αn2 )
−1 ◦ αn1 as a morphism from Hn(T , T ′; O

exp
DE

)

to Hn(Q0,•
DE

(VDM
, VDM

′)).
The morphism ι1 is induced from the restriction of coverings, that is, for {fα}α∈Λn+1

∗
∈

Cn(S, S ′; O
exp
DE

), we have

ιn1 ([{fα}α∈Λn+1
∗

]) = [{fα|Tα}α∈Λn+1
∗∗

] in Hn(T , T ′; O
exp
DE

).

Note that, for α ∈ Λn+1
∗ \ Λn+1

∗∗ , we have always Tα = ∅ but Sα is not necessarily empty.
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Let u ∈ ΓK(Û ; B
exp
DM

). Then we can find f = {fα}α∈Λn+1
∗
∈ Cn(S, S ′; O

exp
DE

) such that

u = [f ]. Let τ = (τ1, τ01) ∈ Q
0,n
DE

(VK , VK ′)) with u = [τ ] = ((βn2 )
−1 ◦ βn1 )([f ]). Then, to

show the theorem (i.e., b†K ◦ bK = id), it suffices to prove

(−1)n
∑

α∈Λn+1
∗∗

sgn(α)hu(z)
∣∣
Ωα

=
∑

α∈Λn+1
∗∗

sgn(α)fα|Tα in Ĥ
n
(Oexp

DE
(W(Û ))).

Applying the result in Subsection 6.3.2, we have

hu(z) =
(−1)n

(2π
√
−1)n

∑

α∈Λn+1
∗∗

sgn(α)

∫

Φα(L(z))

fα(z)e
(z−w)a

w − z dw (z ∈ Ω ∩ E),

where, for α = ((0, ǫ0), · · · , (n−1, ǫn−1), n) ∈ Λn+1
∗∗ , the mapping Φα : Cn → Cn is defined

by

Φα(x1+
√
−1y1, · · · , xn+

√
−1yn) = (x1+ ǫ0

√
−1y1, x2+ ǫ1

√
−1y2, · · · , xn+ ǫn−1

√
−1yn)

and
L(z) = ℓ+(z1)× ℓ+(z2)× · · · × ℓ+(zn).

Here, for z0 = x0 +
√
−1y0 ∈ C with y0 6= 0, the path ℓ+(z0) ⊂ C is defined as follows:

Let γ ⊂ DC be a domain with smooth boundary such that it contains the real half line

{z = x+
√
−1y ∈ C; x ≥ min{0, 2x0}, y = 0} ⊂ DC and two points x0 ±

√
−1y0 ∈ C are

outside γ. Then we set
ℓ+(z0) = ∂γ ∩ {z ∈ C; Im z ≥ 0}.

Furthermore, the orientation of ℓ+(z) is the same as that of the real axis.
In the same way, we define ℓ−(z0) ⊂ C by taking the domain γ as in the case of ℓ+(z0).

However, in this case, we take γ so that the two points x0 ±
√
−1y0 are also contained in

γ. For any β = ((0, ǫ0), (1, ǫ1), · · · , (n− 1, ǫn−1), n) ∈ Λn+1
∗∗ , we set

Lβ(z) := ℓǫ0(z1)× ℓǫ1(z2)× · · · × ℓǫn−1(zn)

and

gα,β(z) =
1

(2π
√
−1)n

∫

Φα(Lβ(z))

fα(z)e
(z−w)a

w − z dw.

It follows from the Cauchy integral formula that

∑

β∈Λn+1
∗∗

sgn(β)gα,β(z) = sgn(α)fα(z) (z ∈ Tα). (6.19)

For α = ((0, ǫ0), (1, ǫ1), · · · , (n− 1, ǫn−1), n) and β = ((0, η0), (1, η1), · · · , (n− 1, ηn−1), n)
in Λn+1

∗∗ , we define

α · β = ((0, ǫ0η0), (1, ǫ1η1), · · · , (n− 1, ǫn−1ηn−1), n) ∈ Λn+1
∗∗ .

Remember that +n denotes ((0,+), (1,+), · · · , (n − 1,+), n). If β ∈ Λn+1
∗∗ is different

from +n, then gα,β|Tα and gα,+n|Tα·β
can analytically extend to some common infinitesimal

wedge in DE and they coincide there. Hence we have, for any α, β ∈ Λn+1
∗∗ ,

gα,β|Tα = gα,+n|Tα·β
in Ĥ

n
(Oexp

DE
(W(Û))),
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from which we have obtained in Ĥ
n
(Oexp

DE
(W(Û)))

(−1)n
∑

α∈Λn+1
∗∗

sgn(α)hu(z)
∣∣
Ωα

=
∑

α∈Λn+1
∗∗

∑

β∈Λn+1
∗∗

sgn(α)sgn(β)gβ,+n|Tα

=
∑

α∈Λn+1
∗∗

∑

β∈Λn+1
∗∗

sgn(α · β)gβ, α·β|Tβ

=
∑

β∈Λn+1
∗∗

sgn(β)fβ|Tβ .

This completes the proof.

7 Laplace inverse transformation IL
Let S be a connected open subset in M∗

∞ and a ∈ M . Note that a connected subset is, in
particular, non-empty. Recall the definition of the map ̟∞ given in (2.3), for which we
have

̟−1
∞ (S) = {ξ +

√
−1η ∈ E∗; ξ ∈ S, η ∈M∗}/R+ ⊂ (E∗ \ {0})/R+ = E∗

∞.

Here we identify a point in M∗
∞ with a unit vector in M∗.

Let h : M∗
∞ → {−∞} ∪ R be an upper semi-continuous function such that h(ξ) is

continuous on S and h(ξ) > −∞ there. Now we extend h to the one on E∗
∞ in the

following canonical way: Define ĥ(ζ) on E∗
∞ by, for ζ = ξ +

√
−1η ∈ E∗

∞ ((ξ, η) ∈ S2n−1),

ĥ(ζ) =





0 (ζ ∈
√
−1M∗

∞),

|ξ|h(̟∞(ζ)) (ζ ∈ E∗
∞ \
√
−1M∗

∞).

Note that ĥ is also upper semi-continuous on E∗
∞ and continuous on ̟−1

∞ (S) ∪
√
−1M∗

∞.

Let f ∈ O
inf−̂h
E∗

∞
(̟−1

∞ (S)). It follows from the definition of O
inf−̂h
E∗

∞
that we can find

continuous functions ψ : S × [0,∞)→ R≥0 and ϕ : [0,∞)→ R≥0 satisfying the following
conditions:

1. For any compact subset L ⊂ S, the function sup
ξ∈L

ψ(ξ, λ) is an infra-linear function

of the variable λ and f is holomorphic on an open subset Wψ ∩ E∗, where

Wψ := ̂
{
ζ = λξ +

√
−1η ∈ E∗; η ∈M∗, ξ ∈ S, λ > ψ(ξ, |η|)

}
. (7.1)

Note that we identify a point in M∗
∞ with a unit vector in M∗ here.

2. ϕ(t) is a continuous infra-linear function on [0,∞) such that

|f(ζ)| ≤ e−|ζ|ĥ(πE∗
∞

(ζ))+ϕ(|ζ|) = e−|ξ|h(πM∗
∞

(ξ))+ϕ(|ζ|) (ζ = ξ +
√
−1η ∈ Wψ ∩ E∗),

(7.2)
where πE∗

∞
: E∗ \ {0} → (E∗ \ {0})/R+ = E∗

∞ (resp. πM∗
∞
:M∗ \ {0} → M∗

∞) is the
canonical projection.
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We also define an n-dimensional real chain in E∗ by

γ∗ :=
{
ζ = ξ +

√
−1η ∈ E∗; η ∈M∗ \ {0}, ξ = ψξ0(|η|) ξ0

}
, (7.3)

where ξ0 ∈ S and ψξ0(λ) is a continuous infra-linear function on [0,∞) with ψξ0(λ) >
ψ(ξ0, λ) (λ ∈ [0,∞)) and ψξ0(λ)/(ψ(ξ0, λ) + 1)→∞ (λ→∞). Note that the orientation
of γ∗ is chosen to be the same as that of

√
−1M∗.

Example 7.0.1. The following situation is the most important one considered in the
paper: Let K be a regular closed subset in DM such that N∗

pc(K) ∩M∗
∞ is connected (in

particular, non-empty). Then we set S = N∗
pc(K) ∩M∗

∞ and

h(ξ) = hK(ξ) = inf
x∈K∩M

〈x, ξ〉.

In this case, we have

̟−1
∞ (S) = N∗

pc(K), ĥ(ζ) = inf
x∈K∩M

Re 〈x, ζ〉.

Furthermore, ĥ(ζ) is upper semi-continuous on E∗
∞ and continuous on N∗

pc(K)∪
√
−1M∗

∞.

Now we consider the de-Rham theorem with a parameter in Section 3, for which we
take T = Sn−1 = {η ∈M∗; |η| = 1} and Y = Sn−1 × DE. Define coverings

W = {W0 = Y \ p−1
DE

(DM), W1 = Y }, W ′ = {W0}

with W01 =W0 ∩W1. Recall the isomorphisms given in Proposition 3.0.6

Γ(T ; L
∞
loc,T ) = Γ(Y ; p̃−1

T L
∞
loc,T )

∼−→ Hn
p−1
DE

(DM )
(Y ; p−1

T L
∞
loc,T ) = Hn(LQ

•
Y (W,W ′)),

and set
Ω := ̂

{
(θ, z) ∈ Sn−1 ×E; 〈θ, Im z〉 > 0

}
⊂ Y.

Let j : Ω →֒ Y be the canonical open inclusion. Then we can take a specific ω =
(ω1, ω01) ∈ LQn

Y (W,W ′) satisfying the following conditions:

D1. DDE
ω = 0 and [ω] is the image of a constant function 1 ∈ Γ(T ; L ∞

loc,T ) through
the above isomorphisms.

D2. We have suppW1
(ω1) ⊂ Ω and suppW01

(ω01) ⊂ Ω.

The existence of the above ω comes from the following lemma:

Lemma 7.0.2. The canonical morphisms

j!j
−1

LQ
•
Y (W,W ′) −→ LQ

•
Y (W,W ′) and j!j

−1
EQ

•
Y (W,W ′) −→ EQ

•
Y (W,W ′)

are quasi-isomorphic.

Proof. Let F be a L ∞
loc,T or ET , and let i : Y \ Ω → Y denote the closed embedding.

Then the above isomorphism is equivalent to the following isomorphism:

RΓp−1
DE

(DM )(Y ; j!j
−1p−1

T F ) −→ RΓp−1
DE

(DM )(Y ; p
−1
T F ),
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which comes from the fact

RΓp−1
DE

(DM )(Y ; i∗i
−1p−1

T F ) ≃ 0. (7.4)

The fact itself can be shown by the following argument: Let us consider the distinguished
triangle

RΓp−1
DE

(DM )(Y ; i∗i
−1p−1

T F )→RΓ(Y \ Ω; p−1
T F )

β→

RΓ((Y \ Ω) \ p−1
DE

(DM); p−1
T F )

+1→

Under the commutative diagram below,

(Y \ Ω) \ p−1
DE

(DM) Y \ Ω

T

✲ι

❍❍❍❍❍❍❍❥

pT

❄

pT ,

the morphism ι gives a homotopical equivalence over T , and hence, it follows from Corol-
lary 2.7.7 (i) [KS] that the morphism β is isomorphic. This implies (7.4). The proof has
been completed.

Note that we will give a concrete construction of such an ω later. Recall the standard
coverings

VDM
= {V0 = DE \DM , V1 = DE}, V ′

DM
= {V0},

and the morphism ρ = {ρk} : LQ•
Y → LQ

0,•
Y of complexes which is the projection to the

space of anti-holomorphic forms, that is, each ρk : LQk
Y → LQ

0,k
Y is defined by

∑

|I|=i, |J |=j, i+j=k

fI,J(θ, z)dz
I ∧ dz̄J 7→

∑

|J |=k

f∅,J(θ, z)dz̄
J .

Note that the following diagram commutes

RΓp−1
DE

(DM )(Y ; p
−1
T L

∞
loc,T ) RΓp−1

DE
(DM )(Y ; LO

exp
Y )

LQ
•
Y (W,W ′) LQ

0,•
Y (W,W ′)

✲

❄ ❄
✲ρ

,

where vertical arrows are quasi-isomorphic.
Let us take an ω = (ω1, ω01) ∈ LQn

Y (W,W ′) which satisfies the conditions D1. and
D2.

Definition 7.0.3. The Laplace inverse transform IL is given by

IL(f) =
(
[ILω(fdζ)]⊗ aDM/DE

)
⊗ νDM
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with

ILω(fdζ) :=
(√−1

2π

)n ∫

γ∗
ρ(ω)(

η

|η| , z) e
ζzf(ζ)dζ

=

(√−1
2π

)n(∫

γ∗
ρn(ω1)(

η

|η| , z) e
ζzf(ζ)dζ,

∫

γ∗
ρn−1(ω01)(

η

|η| , z) e
ζzf(ζ)dζ

)
.

Here ζ = ξ +
√
−1η are the dual variables of z = x+

√
−1y, aDM

∈ orDM
(DM), aDM/DE

∈
orDM/DE

(DM) so that aDM/DE
⊗ aDM

has the same orientation as that of E through the
isomorphism orDM/DE

⊗orDM
≃ orDE

|DM
, and the volume νDM

is defined by dz⊗aDM
with

dz = dz1 ∧ · · · ∧ dzn and dζ = dζ1 ∧ · · · ∧ dζn.

Lemma 7.0.4. We have

1. The integration ILω(fdζ) converges and it belongs to Q
0,n
DE

(VDM
, VDM

′). Further-

more, ϑ(ILω(fdζ)) = 0 holds.

2. ILω(fdζ) does not depend on the choices of ω.

Proof. Since the support of ω01 (resp. ω1) is a closed subset in W01 (resp. W1) and
Y∞ = Sn−1 ×E∞ is compact, we have the followings:

1. There exist an open neighborhood O ⊂ DE of DM and δ > 0 such that

suppW1
(ω1) ⊂ (Sn−1 × (DE \O))

⋂
̂
{
(η, z) ∈ Sn−1 ×E; 〈η, Im z〉 > δ| Im z|

}
.

2. For any open neighborhood O ⊂ DE of DM , there exists δ > 0 such that

suppW01
(ω01) ∩ (Sn−1 × (DE \O)) ⊂ ̂

{
(η, z) ∈ Sn−1 × E; 〈η, Im z〉 > δ| Im z|

}
.

The fact ILω(fdζ) ∈ Q
0,n
DE

(VDM
, VDM

′) and the claim 1. easily follows from these facts.
Now let us show the claim 2. Let ω′ be another choice of ω. Then, by the Lemma 7.0.2,
we can find ωn−1 ∈ j!j−1LQ

n−1
Y (W,W ′) such that

ρ(ω)− ρ(ω′) = ρ(DDE
ωn−1) = ϑDE

ρ(ωn−1).

Since ωn−1 satisfies the same support conditions as those for ω, the integration ILωn−1(fdζ)
which is defined by replacing ω with ωn−1 in the definition of ILω(fdζ) also converges.
Hence we have

ILω(fdζ)− ILω′(fdζ) = ϑILωn−1(fdζ).

This completes the proof.

Lemma 7.0.5. The IL(f) is independent of the choice of ξ0 and ψξ0 which appear in the
definition of γ∗. As a consequence, we have

supp(IL(f)) ⊂
⋂

ξ0∈S

{x ∈M ; 〈x, ξ0〉 ≥ h(ξ0)}. (7.5)
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Proof. We first assume n > 1. Let us consider the commutative diagram below:

Γ(T ; L ∞
loc,T ) = Γ(Y ; p̃−1

T L ∞
loc,T )

∼−→ Hn
p−1
DE

(DM )
(Y ; p−1

T L ∞
loc,T ) = Hn(LQ•

Y (W,W ′))

↑ ↑ ↑
Γ(T ; ET ) = Γ(Y ; p̃−1

T ET )
∼−→ Hn

p−1
DE

(DM )
(Y ; p−1

T ET ) = Hn(EQ•
Y (W,W ′)),

where all the horizontal arrows are isomorphisms and every vertical arrow is injective.
Furthermore, the bottom horizontal arrows are morphisms of DT modules. Hence we can
take ω = (ω1, ω01) ∈ EQn

Y (W,W ′) that is a representative of the image of 1 ∈ Γ(T ; ET )
by the bottom horizontal arrows. It follows from Lemma 7.0.2 that the ω is assumed to
satisfy the following conditions:

1. suppW1
(ω1) ⊂ Ω and suppW01

(ω01) ⊂ Ω.

2. For any vector fields ν on T , we have ν[ω] = 0 since [ω] is the image of 1 and the
bottom horizontal morphisms in the commutative diagram are DT -linear.

Let (θ1, · · · , θn) be a homogeneous coordinate system of Sn−1, and let π :M∗ \ {0} →
Sn−1 a smooth map defined by

(η1, · · · , ηn) 7→ (
η1
|η| ,

η2
|η| , · · · ,

ηn
|η|),

which induces the morphism of vector bundles

π′ : T (M∗ \ {0})→ (M∗ \ {0}) ×
Sn−1

TSn−1.

By restricting the base space of the above bundle map to Sn−1 ⊂ M∗ \ {0}, we get the
morphism of vector bundles

ϕ : TM∗|Sn−1 → TSn−1, (7.6)

by which we define the vector fields νk on T = Sn−1 as

νk = ϕ
( ∂

∂ηk

∣∣∣∣
Sn−1

)
(k = 1, 2, · · · , n). (7.7)

Then, since νk[ω] = 0 holds, it follows from Lemma 7.0.2 that there exists ω̃k = (ω̃k,1, ω̃k,01) ∈
EQ

n−1
Y (W,W ′) with

suppW1
(ω̃k,1) ⊂ Ω and suppW01

(ω̃k,01) ⊂ Ω,

such that
νkω = DDE

ω̃k,

from which we have (ζ = ξ +
√
−1η)

∂

∂ζk

(
ρ(ω)(η/|η|, z)

)
=

√
−1
|η| ρ(νkω)(η/|η|, z) =

√
−1
|η| ρ(DDE

ω̃k)(η/|η|, z)

= ϑ
(√−1
|η| ρ(ω̃k)(η/|η|, z)

)
.

(7.8)
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Let us consider (ξ0, ψξ0) and (ξ1, ψξ1), which generate the n-dimensional chains γ∗0 and
γ∗1 , respectively. Then, by taking a continuous path s(λ) (λ ∈ [0, 1]) in S with s(0) = ξ0
and s(1) = ξ1, we define an (n + 1)-dimensional chain γ̃∗ by

γ̃∗ := {ξ +
√
−1η ∈ E∗; ξ = ((1− λ)ψξ0(|η|) + λψξ1(|η|))s(λ), 0 ≤ λ ≤ 1, η ∈M∗ \ {0}}.

Here we may assume γ̃∗ ⊂ Wψ. In fact, we first consider the pair of chains generated by
(ξ0, ψξ0) and (ξ0, g) where g is taken to be a sufficiently large infra-linear function. Then
consider the pair of chains generated by (ξ0, g) and (ξ1, g) and finally that by (ξ1, ψξ1) and
(ξ1, g).

By noticing that the function
1

|η| on M
∗ \ {0} is integrable near the origin if n > 1

and that each ω̃k satisfies the same support condition as that for ω, it follows from the
Stokes formula that we obtain

∫

γ̃∗
f(ζ) ∂ζ

(
ρ(ω)(η/|η|, z)

)
eζz dζ

=

∫

γ∗1

f(ζ) ρ(ω)(η/|η|, z) eζz dζ −
∫

γ∗0

f(ζ) ρ(ω)(η/|η|, z) eζz dζ.

It follows from (7.8) that we have

∫

γ̃∗
f(ζ) ∂ζ

(
ρ(ω)(η/|η|, z)

)
eζz dζ =

∫

γ̃∗
f(ζ) eζz

n∑

k=1

∂

∂ζk

(
ρ(ω)(η/|η|, z)

)
dζk ∧ dζ

= ϑ

∫

γ̃∗
f(ζ) eζz

√
−1
|η|

n∑

k=1

ρ(ω̃k)(η/|η|, z)dζk ∧ dζ.

Hence the Laplace transform of f with the chain γ∗0 and the one with the chain γ∗1 give
the same cohomology class.

Let us show (7.5) in the lemma. Fix ξ0 ∈ S and take a sufficiently large ℓ > 0 so
that ψξ0(t) ≤ t + ℓ holds for t ∈ [0,∞). Let us consider the n-dimensional chain γ∗ǫ for
1 ≥ ǫ > 0

γ∗ǫ :=
{
ξ +
√
−1η ∈ E∗; ξ = (ǫ−1|η|+ ℓ)ξ0, η ∈M∗ \ {0}

}

and the (n+ 1)-dimensional chain

γ̃∗ǫ =

{
ξ +
√
−1η ∈ E∗;

ξ =
(
(1− λ)ψξ0(|η|) + λ(ǫ−1|η|+ ℓ)

)
ξ0

0 ≤ λ ≤ 1, η ∈M∗ \ {0}

}
.

Note that γ̃∗ǫ ⊂ Wψ holds for 1 ≥ ǫ > 0. Then, on {z ∈ E; Re 〈ξ0, z〉 < h(ξ0)}, we have
∫

γ̃∗ǫ

f(ζ) ∂ζ
(
ρ(ω)(η/|η|, z)

)
eζz dζ

=

∫

γ∗0

f(ζ) ρ(ω)(η/|η|, z) eζz dζ −
∫

γ∗ǫ

f(ζ) ρ(ω)(η/|η|, z) eζz dζ,

where all the integrals converge. Hence, by letting ǫ→ 0 + 0, we get
∫

γ̃∗0+0

f(ζ) ∂ζ
(
ρ(ω)(η/|η|, z)

)
eζz dζ =

∫

γ∗0

f(ζ) ρ(ω)(η/|η|, z) eζz dζ.
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Here the (n + 1)-dimensional chain γ̃0+0 is

γ̃∗0+0 := {ξ +
√
−1η ∈ E∗; ξ = λξ0, λ ≥ ψξ0(|η|), η ∈M∗ \ {0}}

and all the integrals still converge. This implies that, as the left hand side of the above
equation gives the zero cohomology class in ̂{z ∈ E; Re 〈ξ0, z〉 < h(ξ0)}, and thus,
supp(IL(f)) is contained in {x ∈ M ; 〈ξ0, x〉 ≥ h(ξ0)}. Since we can take any vector in S
as ξ0, we have concluded the second claim of this lemma when n > 1.

Now we consider the case n = 1. In this case, Sn−1 consists of only two points
{+1,−1}. Hence it follows from the definition of ω that τ = ω(1, z) (resp. τ = ω(−1, z))
satisfies the conditions in Lemma 5.2.2 with Ω = Ω1

+ (resp. Ω = Ω1
−), where

Ω1
± = ̂{z ∈ C;±Im z > 0} ⊂ DC.

Hence we have obtained

ILω(fdζ) = bΩ1
+

(√
−1
2π

∫

γ∗∩Ω1
+

eζzf(ζ)dζ

)
− bΩ1

−

(√
−1
2π

∫

γ∗∩Ω1
−

eζzf(ζ)dζ

)

for which we can easily see the claims of the lemma. This completes the proof.

In particular, we get

Corollary 7.0.6. Let a ∈ M and G ⊂ M be an R+-conic proper closed convex subset.
Set K = a+G ⊂ DM and let eaζg(ζ) ∈ O inf

E∗
∞
(N∗

pc(K)) = O inf
E∗

∞
(̂(G◦) ∩ E∗

∞), where G◦ is
the open dual cone of G, that is, G◦ = {ζ ∈ E∗; Re 〈ζ, x〉 > 0 (∀x ∈ G)}. Then we have

supp(IL(g)) ⊂ K. (7.9)

In fact, the corollary follows from the lemma by taking S = N∗
pc(K)∩M∗

∞ and h(ξ) = aξ

and by noticing the facts ̟−1
∞ (S) = N∗

pc(K) and K =
⋂
ξ0∈S
{x ∈M ; xξ0 ≥ aξ0}.

7.1 Concrete construction of ω

Now we give a method to construct ω concretely. Let O be a subset in Sn−1 = {ξ ∈
M∗; |ξ| = 1}, and let θk : O → Sn−1 ⊂M∗ (k = 1, . . . , n) be continuous maps on O. Set,
for ξ ∈ O,

κ(ξ) :=

n⋂

k=1

{x ∈ R
n; 〈x, θk(ξ)〉 > 0} ⊂M.

We assume that there exists δ > 0 satisfying

C1. Sn−1 \O is measure zero.

C2. κ(ξ) ⊂ {x ∈M ; 〈x, ξ〉 > σ|x|} for any ξ ∈ O.

C3. Let A(ξ) be an n×n-matrix (θ1(ξ), . . . , θn(ξ)). Then det(A(ξ)) ≥ δ for any ξ ∈ O.

Note that the condition C2 is equivalent to the following C2’:
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C2’. Set G(ξ) :=

n∑

k=1

R+θk(ξ). Then we have

dist(ξ, Rn \G(ξ)) > δ (ξ ∈ O).

In fact, C2’ implies {
τ ∈ R

n;

∣∣∣∣
τ

|τ | − ξ
∣∣∣∣ ≤

δ

2

}
⊂ G(ξ).

Then, by taking the dual of the above sets and by noticing G(ξ)◦ = κ(ξ), we can obtain
C2.

Let ϕ1(z), . . . , ϕn+1(z) be in QDE
(DE \ DM) which are given in Example 5.2.5 with

ηk = (0, . . . , 0,
k-th

1 , 0, . . . , 0) (k = 1, . . . , n).

Using these ϕk’s, we define ω01 by

ω01(ξ, z) := (−1)n(n− 1)!χE\Hn+1(
tA(ξ)z) ∂̄z(ϕ1(

tA(ξ)z)) ∧ · · · ∧ ∂̄z(ϕn−1(
tA(ξ)z)),

where Hn+1 is also given in Example 5.2.5. Then, by the same reasoning as that of
Example 7.14 in [1] and Corollary 3.0.7, we have

Lemma 7.1.1. Thus constructed ω = (0, ω01) satisfies the conditions D1. and D2. de-
scribed before Lemma 7.0.2.

We give some examples of such a family θk’s.

Example 7.1.2. Let χ be a triangulation of Sn−1, and let {σλ}λ∈Λ be the set of (n− 1)-
cells of χ. For each λ ∈ Λ, we take linearly independent n-vectors νλ,1, · · · , νλ,n ∈ M∗

which satisfies

σλ ⊂
n∑

k=1

R+νλ,k,

and detAλ > 0 for the constant matrix Aλ := (νλ,1, νλ,2, . . . , νλ,n). Note that such a
family of constant vectors always exists if each σλ is sufficiently small. Furthermore, we
may assume the frame νλ,1, νλ,2, . . . , νλ,n determine the positive orientation inM∗ for each
λ, Then, we set O := ∪λ∈Λσλ and, for k = 1, . . . , n, define θk(ξ) on O by

θk(ξ) = νλ,k (ξ ∈ σλ).

Clearly these O and θk’s satisfy the conditions C1, C2 and C3.

Example 7.1.3. Assume M∗ has an inner product. Let p be a point in Sn−1 and set
O := Sn−1 \ {p}. Then O becomes contractible, and hence, there exists a continuous
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orthogonal frame θ̃1(ξ), . . . , θ̃n(ξ) ∈ M∗ on O. Here we may assume θ̃1(ξ) = ξ. Set, for
some δ > 0,

θ1(ξ) := θ̃2(ξ) + δθ̃1(ξ),

θ2(ξ) := θ̃3(ξ) + δθ̃1(ξ),

...

θn−1(ξ) := θ̃n(ξ) + δθ̃1(ξ),

θn(ξ) := −(θ̃2 + · · ·+ θ̃n(ξ)) + δθ̃1(ξ).

Then these O and θk’s satisfy the conditions C1, C2 and C3.

Let us compute IL when ω comes from Example 7.1.2. In this case, on each σλ,
ω01(ξ, z) does not depend on the variables ξ. Hence we obtain

IL(f) :=
[(√−1

2π

)n(
0,
∑

λ∈Λ

τ01,λ

∫

γ∗
λ

f(ζ)eζzdζ

)]
⊗ aDM/DE

⊗ νDM
. (7.10)

Here
γ∗λ :=

{
ζ = ξ +

√
−1η ∈ E∗; η ∈ R+σλ, ξ = ψξ0(|η|) ξ0

}
,

and

τ01,λ(z) := (−1)n(n− 1)!χE\Hn+1
(tAλz) ∂̄(ϕ1(

tAλz)) ∧ · · · ∧ ∂̄(ϕn−1(
tAλz)),

where the constant matrix Aλ is given by (νλ,1, . . . , νλ,n) and the orientation of the chain
γ∗λ is induced from the one of

√
−1M∗ through the canonical projection E∗ = M∗ ×√

−1M∗ →
√
−1M∗. Then, as we see in Example 5.2.5, τλ := (0, τ01,λ) satisfies the

conditions in Lemma 5.2.2. Hence, by the definition of the boundary value map explained
in Subsection 5.2, we have

IL(f) =
∑

λ∈Λ

bΩλ

((√−1
2π

)n ∫

γ∗
λ

f(ζ)eζzdζ

)
⊗ νDM

∈ Hn(Qn,•
DE

(VDM
, VDM

′)), (7.11)

where Ωλ :=M×̂
√
−1Γλ with Γλ :=

⋂n
k=1{y ∈M ; 〈y, νλ,k〉 > 0}.

Let Λ = {+1, −1}. For α = (α1, · · · , αn) ∈ Λn, we define

Γα := {x = (x1, · · · , xn) ∈M ; αkxk > 0 (k = 1, · · · , n)},
Γ∗
α := {η = (η1, · · · , ηn) ∈M∗; αkηk > 0 (k = 1, · · · , n)}. (7.12)

We denote by +n ∈ Λn (resp. −n ∈ Λn) the multi-index in Λn whose entries are all +1
(resp. −1). Hence, Γ+n (resp. Γ∗

+n) designates the first orthant of M (resp. M∗).
Let G ⊂ M be an R+-conic proper closed convex subset and a ∈ M . Set K =

a +G ⊂ DM and let f ∈ e−aζO inf
E∗

∞
(N∗

pc(K)) = e−aζO inf
E∗

∞
(̂(G◦)∩E∗

∞). We also assume that
G \ {0} ⊂ Γ+n. Then f is holomorphic on Wψ ∩E∗ given in (7.1) with S = N∗

pc(K)∩M∗
∞

and h(ξ) = aξ, and it satisfies (7.2) there. It follows from the assumption G \ {0} ⊂ Γ+n

that we can find a∗ = (a∗1, · · · , a∗n) ∈ M∗ such that the open subset Wψ given in (7.1)
satisfies

a∗ + Γ∗
+n ⊂Wψ. (7.13)
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Because of this fact, we can take a specific real n-chain γ̃∗ ⊂ E∗ defined below which
enjoys some good properties:

γ̃∗ :=

{
ζ = ξ +

√
−1η ∈ E∗; η ∈M∗ \ {0}, ξ = a∗ + ψ̂(|η|)

( |η1|
|η| ,

|η2|
|η| , . . . ,

|ηn|
|η|

)}
,

where ψ̂(t) is a continuous infra-linear function on [0,∞) which satisfies ψ̂(0) = 0 and
γ̃∗ ⊂Wψ. Note that the orientation of γ̃∗ is the same as that of

√
−1M∗. For α ∈ Λn, we

also define

γ̃∗α :=

{
ζ = ξ +

√
−1η ∈ E∗; η ∈ Γ∗

α, ξ = a∗ + ψ̂(|η|)
( |η1|
|η| ,

|η2|
|η| , . . . ,

|ηn|
|η|

)}
.

We can replace the chain γ∗ of ILω in Definition 7.0.3 with the above chain γ̃∗, which
is guaranteed by the same proof as that in Lemma 7.0.5. Therefore, we have obtained

Lemma 7.1.4. Under the above situation, we can take the chain γ̃∗ as the chain of the
Laplace inverse integral of f . In particular, we have

IL(f) =
∑

α∈Λn

bΩα

((√−1
2π

)n ∫

γ̃∗α

f(ζ)eζzdζ

)
⊗ νDM

∈ Hn(Qn,•
DE

(VDM
, VDM

′)), (7.14)

where Ωα :=M×̂
√
−1Γα ⊂ DE .

Note that each integral

hα(z) :=

(√−1
2π

)n ∫

γ̃∗α

f(ζ)eζzdζ (7.15)

belongs to O
exp
DE

(Ωα). We will now explain an advantage of this expression: Set

Ω := ̂((C \ R≥0)× (C \ R≥0)× · · · × (C \ R≥0)) ⊂ DE .

Proposition 7.1.5. For any α ∈ Λn, the sgn(α)hα(z) ∈ O
exp
DE

(Ωα) analytically extends
to the same holomorphic function in O

exp
DE

(Ω). Here we set sgn(α) = α1α2 · · ·αn.

Proof. Let β be the subset in {1, . . . , n}, and set

Ωα,β := Ωα
⋂
̂{z ∈ E; Re zk < 0 (k ∈ β)}

= ̂{z = x+
√
−1y ∈ E; xk < 0 (k ∈ β), αjyj > 0 (j = 1, 2, . . . , n)}

and
Ω̃α,β := ̂{z = x+

√
−1y ∈ E; xk < 0 (k ∈ β), αjyj > 0 (j /∈ β)}.

Clearly we have

Ωα,β ⊂ Ω̃α,β, Ω =
⋃

α∈Λn, β⊂{1,2,...,n}

Ω̃α,β.

Let us define the continuous function γ̃∗α,β : [0, 1]× Γ∗
α → E∗ by

γ̃∗α,β(s, η) := ξ +
√
−1η̃ (η ∈ Γ∗

α, s ∈ [0, 1]).
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Here

ξ = a∗ +

(
((1− δβ,1(s))ψ̂(η) + δβ,1(s)|η|)

|η1|
|η| , . . . , ((1− δβ,n(s))ψ̂(η) + δβ,n(s)|η|)

|ηn|
|η|

)

and
η̃ =

(
(1− δβ,1(s))η1, . . . , (1− δβ,n(s))ηn

)
,

where δβ,k(s) = s if k ∈ β and δβ,k(s) = 0 otherwise. Since γ̃∗α,β(0, Γ
∗
α) = γ̃∗α holds, we

have
∂γ̃∗α,β([0, 1], Γ

∗
α) = −γ̃∗α + γ̃∗α,β(1, Γ

∗
α)− γ̃∗α,β([0, 1], ∂Γ∗

α).

Let z be a point in Ωα,β. Then, as f is holomorphic, we have

0 =

∫

γ̃∗
α,β

([0,1],Γ∗
α)

d(f(ζ)eζzdζ) =

∫

∂γ̃∗
α,β

([0,1],Γ∗
α)

f(ζ)eζzdζ,

which implies
∫

γ̃∗
α,β

(1,Γ∗
α)

f(ζ)eζzdζ −
∫

γ̃∗α

f(ζ)eζzdζ =

∫

γ̃∗
α,β

([0,1], ∂Γ∗
α)

f(ζ)eζzdζ.

Note that

γ̃∗α,β([0, 1], ∂Γ
∗
α) =

n⋃

k=1

(
γ̃∗α,β([0, 1], ∂Γ

∗
α) ∩ {ζk = a∗k}

)

holds. By noticing dζk = 0 on each real n-chain γ̃∗α,β([0, 1], ∂Γ
∗
α) ∩ {ζk = a∗k}, we get

∫

γ̃∗
α,β

([0,1], ∂Γ∗
α)

f(ζ)eζzdζ = 0,

from which ∫

γ̃∗α

f(ζ)eζzdζ =

∫

γ̃∗
α,β

(1,Γ∗
α)

f(ζ)eζzdζ

follows. It is easy to see that the last integral belongs to O
exp
DE

(Ω̃α,β). Hence, by taking

arbitrary β ⊂ {1, . . . , n}, we see that sgn(α)hα(z) analytically extends to
⋃

β⊂{1,...,n}

Ω̃α,β .

In particular, on Ω̃α,β with β = {1, . . . , n}, i.e., ,

Ω̃α,β = ̂{z = x+
√
−1y ∈ E; xk < 0 (k = 1, . . . , n)},

sgn(α)hα(z) coincides with the integration on the real domain

(√−1
2π

)n ∫

a∗+Γ∗
+n

f(ξ)eξzdξ,

which does not depend on the index α ∈ Λn. Therefore, all the analytic extensions
of sgn(α)hα coincide on this domain, and thus, they form the holomorphic function of
exponential type on the domain ⋃

α,β

Ω̃α,β = Ω.

This completes the proof.
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8 Laplace inversion formula

This section is devoted to proof for the Laplace inversion formula, that is, L and IL are
mutually inverse.

Theorem 8.0.1. Let G ⊂ M be an R+-conic proper closed convex subset and a ∈ M .
Set K = a+G ⊂ DM . Then the Laplace transformation

L : ΓK(DM ; B
exp
DM
⊗A

exp
DM

V
exp
DM

))→ e−aζO inf
E∗

∞
(N∗

pc(K))

and the inverse Laplace transformation

IL : e−aζO inf
E∗

∞
(N∗

pc(K))→ ΓK(DM ; B
exp
DM
⊗A

exp
DM

V
exp
DM

))

are inverse to each other.

Remark 8.0.2. For K and G in the above theorem, as G is a cone,

N∗
pc(K) = N∗

pc(G) = ̂(G◦) ∩ E∗
∞ (8.1)

holds, where G◦ is the dual open cone of G in E∗, that is,

G◦ = {ζ ∈ E∗; Re 〈ζ, x〉 > 0 (∀x ∈ G)}.
Thanks to Corollary 6.2.7 and Lemmas 7.0.5 and 8.0.4, the following corollary imme-

diately follows from Theorem 8.0.1:

Corollary 8.0.3. Let K ⊂ DM be a regular closed subset satisfying that K ∩ M is
convex and N∗

pc(K) ∩ M∗
∞ is connected (in particular, non-empty). Then the Laplace

transformation

L : ΓK(DM ; B
exp
DM
⊗A

exp
DM

V
exp
DM

))→ O
inf−hK
E∗

∞
(N∗

pc(K))

and the inverse Laplace transformation

IL : O
inf−hK
E∗

∞
(N∗

pc(K))→ ΓK(DM ; B
exp
DM
⊗A

exp
DM

V
exp
DM

))

are inverse to each other.

Lemma 8.0.4. Let K be a closed subset in DM . Assume that K is regular and K ∩M
is convex and that N∗

pc(K) is non-empty. Then we have

K =
⋂

ξ∈N∗
pc(K)∩M∗

∞

{x ∈M ; 〈x, ξ〉 ≥ hK(ξ)}.

Proof. It is enough to show that, for any x0 ∈M with x0 /∈ K, there exists a hypersurface
L in M passing through x0 such that K and L are disjoint in DM .

Since N∗
pc(K) is not empty, we can take ξ0 ∈ N∗

pc(K) ∩M∗
∞ and r ∈ R such that

K ⊂ ̂{x ∈M ; 〈x, ξ0〉 > r}.
Set

Lξ0 := ̂{x ∈M ; 〈x, ξ0〉 = r}.
We may assume x0 ∈ {x ∈M ; 〈x, ξ0〉 > r} from the beginning.

Since K ∩ M is convex, we can find a hypersurface L which separates x0 and K
in M . The claim follows if L also separates them in DM . Hence we may assume that
L∩K ∩M∞ is non-empty, from which we conclude that the both normal vectors of L are
not in N∗

pc(K), and thus, we have dim(L ∩ Lξ0) = n− 2.

We can take the hypersurface L̃ in M which passes x0 and L ∩ Lξ0 . Then the hyper-
surface L̃ has the required properties, which completes the proof.
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8.1 The proof for L ◦ IL = id.

Let f ∈ e−aζO inf
E∗

∞
(N∗

pc(K)) = e−aζO inf
E∗

∞
(̂(G◦)∩E∗

∞). By a coordinate transformation, we
may assume that a = 0 and G ⊂ Γ+n ∪ {0} from the beginning (see (7.12) for the set
Γ+n). Let Λ = {+1, −1}, and let hα(z) (α ∈ Λn) be a holomorphic function defined in
(7.15). Then, by Lemma 7.1.4, we have

IL(f) =
∑

α∈Λn

bΩα
(hα(z))⊗ νDM

.

Note that Supp(IL(f)) ⊂ G ⊂ Γ̂+n ∪ {0} hold. It follows from Proposition 7.1.5 that
we can compute the Laplace transform of IL(f) by the formula given in Example 6.3.5.
Hence we have

(L ◦ IL)(f)(ζ̃) = 1

(2π
√
−1)n

∑

α∈Λn

sgn(α)

∫

γα

dz

∫

γ∗α

f(ζ)e(ζ−ζ̃)zdζ.

Here we take ǫ > 0 sufficiently small and γα ⊂ E is given by

{
z = b+ (Bǫ +

√
−1ǫAα)x ; x ∈ Γ+n

}
,

where the diagonal matrix

Aα =




α1 0
0 α2 0

...
0 αn−1 0

0 αn



,

b = −c(1, 1, . . . , 1) ∈ Γ−n with a sufficiently small c > 0 and Bǫ is given in Example 6.3.5.
The γ∗α ⊂ E∗ is given by

{
ζ = a∗ + ξ(δI +

√
−1Aα) ; ξ ∈ Γ∗

+n

}
,

where I is the identity matrix, ǫ > δ > 0 and a∗ = a(1, 1, · · · , 1) ∈ Γ∗
+n for a sufficiently

large a > 0. Note that the orientation of γα and γ∗α are determined by those of the
parameter spaces Γ+n and Γ∗

+n , respectively.

Remark 8.1.1. The above integral does not depend on the choice of ǫ > 0 if it is
sufficiently small, and we make ǫ tend to 0 later.

In what follows, we may assume that ζ̃ ∈ E∗ is in a sufficiently small open neigh-
borhood of a∗ + Γ∗

+n and that |ζ̃| is large enough. As a matter of fact, if we could show

(L ◦ IL)(f)(ζ̃) = f(ζ̃) for such a ζ̃, the claims follows from the unique continuation
property of f .

When z ∈ γα and ζ ∈ γ∗α, we have

Re(ζ − ζ̃)z = −Re ζ̃z + Re ζz

=

(
〈a∗ − Re ζ̃ , b+ Bǫx〉 + ǫ

n∑

k=1

αkxk Im ζ̃k

)
+ δ〈ξ, b〉+

(
δ〈ξ, Bǫx〉 − ǫ〈ξ, x〉

)
.
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Note that, for x ∈ Γ+n and ξ ∈ Γ∗
+n , we have

(
δ〈ξ, Bǫx〉 − ǫ〈ξ, x〉

)
≤ −min{ǫ− δ, ǫδ}|x||ξ| ≤ 0.

Hence the above integration absolutely converges and, by the Fubini’s theorem, we obtain

(L ◦ IL)(f)(ζ̃) = 1

(2π
√
−1)n

∑

α∈Λn

sgn(α)

∫

γ∗α

f(ζ)dζ

∫

γα

e(ζ−ζ̃)zdz.

Then, if ζ is quite near a∗ and ζ̃ ∈ E∗ belongs to a sufficiently small open neighborhood
of a∗ + Γ∗

+n and if |ζ̃| is large enough, we get

∫

γα

e(ζ−ζ̃)zdz = det(Qα,ǫ)

∫

Γ+n

e(ζ−ζ̃)(b+Qα,ǫx)dx =
det(Qα,ǫ) e

(ζ−ζ̃)b

(ζ̃ − ζ)Qα,ǫ

,

where
1

(ζ̃ − ζ)Qα,ǫ

:=
1∏n

k=1 ek(ζ̃ − ζ)Qα,ǫ

.

Here ek is the unit row vector whose k-th entry is 1 and

Qα,ǫ = Bǫ +
√
−1ǫAα.

By uniqueness of the analytic continuation, the above formula holds at any point ζ in a
neighborhood of the chain γ∗α, and hence, we have

(L ◦ IL)(f)(ζ̃) = 1

(2π
√
−1)n

∑

α∈Λn

sgn(α) det(Qα,ǫ)

∫

γ∗α

f(ζ) e(ζ−ζ̃)b

(ζ̃ − ζ)Qα,ǫ

dζ.

Now if we could show that there exist s > δ and a complex open neighborhood T ⊂ C

of (0, s) such that the denominator of the integrand in the above integral does not vanish
when ζ ∈ γ∗α and ǫ ∈ T (δ and other constants are fixed, where we do not keep the
condition ǫ > δ anymore), then the above integral becomes an analytic function of ǫ
(ǫ > 0), and thus, it turns out to be a constant function of ǫ due to Remark 8.1.1. Hence,
by letting ǫ to 0, we have obtained

(L ◦ IL)(f)(ζ̃) =
(√−1

2π

)n ∑

α∈Λn

sgn(α)

∫

γ∗α

f(ζ) e(ζ−ζ̃)b

ζ − ζ̃
dζ

which is clearly equal to f(ζ̃) by the Cauchy integral formula.

Let g(ζ, η) be the first element of the vector ζQα,ǫ − η, and let us show g(ζ, η) 6= 0
for any ζ ∈ γ∗α and for any η contained in a sufficiently small neighborhood of the point
R(1, 1, · · · , 1)Qα,ǫ with a sufficiently largeR > 0. Set ǫ = ǫ′+

√
−1ǫ′′ for a sufficiently small

ǫ′ > 0 and ǫ′′ ∈ R with |ǫ′′| < δǫ′/2. The real part of g(ζ, η) is, for ζ = a∗+ξ(δE+
√
−1Aα)

with ξ ∈ Γ+n,

(δ− ǫ′ −α1ǫ
′′)ξ1− ((δǫ′− α2ǫ

′′)ξ2 + · · ·+ (δǫ′− αnǫ′′)ξn) + (1− (n− 1)ǫ′ −α1ǫ
′′)a−Re η1

and its imaginary part is

α1((1+ ǫ′−α1ǫ
′′)ξ1+ (ǫ′− (n− 1)α1ǫ

′′)a)− ((α2ǫ
′ + δǫ′′)ξ2+ · · ·+ (αnǫ

′ + δǫ′′)ξn)− Im η1.
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If Re g(ζ, η) = 0, then we have

(δǫ′−α2ǫ
′′)ξ2+ · · ·+ (δǫ′−αnǫ′′)ξn = (δ− ǫ′−α1ǫ

′′)ξ1− (Re η1− (1− (n− 1)ǫ′−α1ǫ
′′)a),

which gives the estimate

(δǫ′ − |ǫ′′|)(ξ2 + · · ·+ ξn) ≤ (δ − (ǫ′ − |ǫ′′|))ξ1 − (Re η1 − a),

that is, we have obtained

(ǫ′ − δ−1|ǫ′′|)(ξ2 + · · ·+ ξn) ≤ (1− δ−1(ǫ′ − |ǫ′′|))ξ1 − δ−1(Re η1 − a).

Hence, when Re g(ζ, η) = 0, we get

| Im g(ζ, η)| ≥ (1 + ǫ′ − |ǫ′′|)ξ1 − (ǫ′ + δ|ǫ′′|)(ξ2 + · · ·+ ξn)− | Im η1|

≥ ℓ(ǫ′, ǫ′′)ξ1 + δ−1

(
ǫ′ + δ|ǫ′′|
ǫ′ − δ−1|ǫ′′|

)
(Re η1 − a)− | Im η1|,

where

ℓ(ǫ′, ǫ′′) = (1 + ǫ′ − |ǫ′′|)−
(

ǫ′ + δ|ǫ′′|
ǫ′ − δ−1|ǫ′′|

)(
1− δ−1(ǫ′ − |ǫ′′|)

)
.

Note that, for each ǫ′ > 0, we have ℓ(ǫ′, ǫ′′) > 0 if |ǫ′′| is sufficiently small. In what follows,
we consider the case for such an ǫ = ǫ′ +

√
−1ǫ′′. When η is contained in a sufficiently

small neighborhood of the point R(1, 1, · · · , 1)Qα,ǫ, we have

Re η1 ∼ R − ((n− 1)ǫ′ + α1ǫ
′′)R, Im η1 ∼ (α1ǫ

′ − (n− 1)ǫ′′)R.

Hence, if R is sufficiently large, Im g(ζ, η) never becomes zero. This completes the proof.

8.2 The proof for IL ◦ L = id.

LetG be an R+-conic proper closed convex subset inM and a ∈M . SetK = a+G ⊂ DM .
Then we take an open convex cone V ⊂ DE containing K. Let u ∈ ΓK(DM ; O

exp
DE
⊗V

exp
DM

)
with a representative ν = (ν1, ν01) ∈ Q

n,n
DE

(VK , VK ′). We will show (IL ◦ L)(u) = u. By
a coordinate transformation, we may assume a = 0 and

G \ {0} ⊂ Γ̂+n ⊂ Γ+n ⊂ V

from the beginning. Then, it follows from Lemma 7.1.4 that we get

(IL ◦ L)(u) =
(√−1

2π

)n ∑

α∈Λn

bΩα

(∫

γ̃∗α

L(u) eζz̃dζ
)
.

Set

gα(z̃) :=

∫

γ̃∗α

L(u) eζz̃dζ.

It follows from Proposition 7.1.5 that gα extends to a holomorphic function on Ω of
exponential type. Here

Ω = ̂((C \ R≥0)× (C \ R≥0)× · · · × (C \ R≥0)) ⊂ DE.
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We first consider gα(z̃) at a point in Γ−n ×
√
−1Γα. Let us take z̃ in Γ−n ×

√
−1Γα and

fix it. Then, at this z̃, we can deform the n-chain γ̃∗α to

{
ζ = ξ +

√
−1η′ ∈ E∗;

η′k = αkηk (k = 1, . . . , n),

ξ = a∗ + ǫ′η, η ∈ Γ∗
+n

}

with a∗ ∈ Γ∗
+n and ǫ′ > 0. Here the orientation of the modified chain γ̃∗α is the same as

the original one and we assume |a∗| to be sufficiently large.
Now, since ζ runs in γ̃∗α, the real 2n-chain D of the integration

L(u)(ζ) :=
∫

D

e−zζν1(z)−
∫

∂D

e−zζν01(z),

can be
D = {z = x+

√
−1y; x ∈ b+ Γ′, |y| < ǫ dist(x, M \ (b+ Γ′))},

where b = −ǫ (1, . . . , 1) and Γ′ ⊂M is an R+-conic open convex cone such that

G \ {0} ⊂ Γ̂′ ⊂ Γ′ \ {0} ⊂ Γ̂+n .

Note that, if ζ = ξ +
√
−1η ∈ γ̃∗α and z = x+

√
−1y ∈ D, we have

Re(z̃ − z)ζ = (Re z̃ − x)a∗ −
n∑

k=1

αk(Im z̃k)ηk +

(
ǫ′(Re z̃ − x)η +

n∑

k=1

αkykηk

)
.

If ǫ > 0 is sufficiently small and Re z̃ ∈ b+ Γ−n, by noticing

|y| < ǫ(|b|+ |x|) (z = x+
√
−1y ∈ D),

we can easily see that, for any z = x+
√
−1y ∈ D and ζ = ξ +

√
−1η ∈ γ̃∗α,

ǫ′(Re z̃ − x)η +
n∑

k=1

αkykηk =

(
ǫ′(Re z̃ − x) + (α1y1, . . . , αnyn)

)
η ≤ 0

holds. Hence, the double integral in gα absolutely converges and we can apply Fubini’s
theorem to gα, from which we get

gα(z̃) =

∫

D

ν1(z)

∫

γ̃∗α

e(z̃−z)ζdζ −
∫

∂D

ν01(z)

∫

γ̃∗α

e(z̃−z)ζdζ.

Now let us consider the integral

∫

γ̃∗α

e(z̃−z)ζdζ. If Re(z̃ − z) ∈ Γ−n and | Im(z̃ − z)| is
sufficiently small, then we can deform the n-chain to the one in M∗ as was done in the
proof of Proposition 7.1.5, we have

∫

γ̃∗α

e(z̃−z)ζdζ = sgn(α)

∫

a∗+Γ∗
+n

e(z̃−z)ξdξ = sgn(α)
e(z̃−z)a

∗

z − z̃ ,

where sgn(α) = α1α2 · · ·αn. Note that, by the unique continuation property,

∫

γ̃∗α

e(z̃−z)ζdζ = sgn(α)
e(z̃−z)a

∗

z − z̃
49



holds at a point where the integral is defined. Summing up, we have obtained

gα(z̃) = sgn(α)

(∫

D

e(z̃−z)a
∗

ν1(z)

z − z̃ −
∫

∂D

e(z̃−z)a
∗

ν01(z)

z − z̃

)

if z̃ ∈ Γ−n ×
√
−1Γα. By deforming D appropriately, we see that the integrals in the

right-hand side converge on M ×
√
−1Γα, and hence, the above equation also holds there.

It follows from Theorem 6.4.3 that we have
(√−1

2π

)n ∑

α∈Λn

sgn(α) bΩα

(∫

D

e(z̃−z)a
∗

ν1(z)

z − z̃ −
∫

∂D

e(z̃−z)a
∗

ν01(z)

z − z̃

)
= [ν] = u.

This completes the proof.

9 Application to PDE with constant coefficients

Let R be the polynomial ring C[ζ1, · · · , ζn] on E∗ and D the ring C[∂x1 , · · · , ∂xn ] of linear
differential operators on M with constant coefficients. We denote by σ the principal
symbol map from D to R, that is,

D ∋ P (∂) =
∑

cα∂
α 7→ σ(P )(ζ) =

∑

|α|=ord(P )

cαζ
α ∈ R.

For an D module M = D/I with the ideal I ⊂ D, we define the closed subset in E∗
∞

CharE∗
∞
(M) = {ζ ∈ E∗

∞; σ(P )(ζ) = 0 (∀P ∈ I)}.

Here we identify a point in E∗
∞ with a unit vector in E∗.

Recall that {f1, · · · , fℓ} (fk ∈ R) is said to be a regular sequence over R if and only
if the conditions below are satisfied:

1. (f1, · · · , fℓ) 6= R.

2. For any k = 1, 2, · · · , ℓ, the fk is not a zero divisor on R/(f1, · · · , fk−1).

The following theorem is fundamental in the theory of operational calculus: Let P1(∂),
· · · , Pℓ(∂) be in D, and define the D module

M = D/(P1(∂), · · · , Pℓ(∂)).

Theorem 9.0.1. Let K be a regular closed subset in DM . Assume that K ∩M is convex
and N∗

pc(K) ∩M∗
∞ is connected, and that P1(ζ), · · · , Pℓ(ζ) form a regular sequence over

R. Then the condition
N∗
pc(K) ∩ CharE∗

∞
(M) = ∅

implies
Extk

D
(M, ΓK(DM ,B

exp
DM

)) = 0 (k = 0, 1).

Proof. Let F be a sheaf of Z modules or a Z module itself and si : F → F (i = 1, · · · , ℓ)
a morphism such that si ◦ sj = sj ◦ si holds for 1 ≤ i, j ≤ ℓ. Then we denote by
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K(s1, · · · , sℓ; F) the Koszul complex associated to (s1, · · · , sℓ) with coefficients in F .
That is,

0→
0-th degree

F ⊗ (
0∧Λ) d−→ F ⊗ (

1∧Λ) d−→ F ⊗ (
2∧Λ) d−→ · · · d−→ F ⊗ (

ℓ∧Λ)→ 0,

where Λ is a free Z module of rank ℓ with basis e1, e2, · · · , eℓ and

d(f ⊗ ei1 ∧ ei2 ∧ · · · ∧ eik) =
ℓ∑

j=1

sj(f)⊗ ej ∧ ei1 ∧ ei2 ∧ · · · ∧ eik .

Since P1(ζ), · · · , Pℓ(ζ) form a regular sequence, the complex K(P1(∂), · · · , Pℓ(∂); D)[ℓ] is
a free resolution of M and we get

RHomD(M, ΓK(DM ; B
exp
DM

)) ≃ K(P1(∂), · · · , Pℓ(∂); ΓK(DM ; B
exp
DM

)).

Hence it follows from Corollary 8.0.3 that we have

RHomD(M, ΓK(DM ; B
exp
DM

)) ≃ K(P1(ζ), · · · , Pℓ(ζ); Γ(N∗
pc(K); O

inf−hK
E∗

∞
)). (9.1)

The lemma below is a key for the theorem:

Lemma 9.0.2. Let ζ∗ /∈ CharE∗
∞
(M). Then the Koszul complex

K(P1(ζ), · · · , Pℓ(ζ); (O inf−hK
E∗

∞
)ζ∗) (9.2)

is exact.

Proof. By the definition of CharE∗
∞
(M), we can find h(ζ) and aj(ζ) (j = 1, 2, · · · , ℓ) in R

such that

σ(h)(ζ∗) 6= 0, h(ζ) =

ℓ∑

j=1

aj(ζ)Pj(ζ).

In particular, as σ(h)(ζ∗) 6= 0 holds, h is also invertible in the germ (O inf−hK
E∗

∞
)ζ∗ of

the sheaf O
inf−hK
E∗

∞
at ζ∗. Set Λ = {1, 2, · · · , ℓ} and let s = {sk} be a homotopy from

K(P1, · · · , Pℓ; (O inf−hK
E∗

∞
)ζ∗) to itself, where

sk : K
k+1(P1, · · · , Pℓ; (O inf−hK

E∗
∞

)ζ∗)→ Kk(P1, · · · , Pℓ; (O inf−hK
E∗

∞
)ζ∗)

is given by

sk(
∑

α∈Λk+1

fα(ζ)eα) =
∑

β∈Λk

ℓ∑

j=1

aj(ζ)fj β(ζ)eβ,

where eα = eα1 ∧ · · · ∧ eαk+1
and j β is a sequence such that β follows j. Then, by the

simple computation, we can easily get the equality

s ◦ d− d ◦ s = h.

Here h : K(P1, · · · , Pℓ; (O inf−hK
E∗

∞
)ζ∗) → K(P1, · · · , Pℓ; (O inf−hK

E∗
∞

)ζ∗) is the morphism of
complexes defined by

Kk(P1, · · · , Pℓ; (O inf−hK
E∗

∞
)ζ∗) ∋ u 7→ hu ∈ Kk(P1, · · · , Pℓ; (O inf−hK

E∗
∞

)ζ∗),

which is an isomorphism because h(ζ) is invertible on (O inf−hK
E∗

∞
)ζ∗. Therefore the isomor-

phism h is homotopic to zero, from which we conclude that the complexK(P1, · · · , Pℓ; (O inf−hK
E∗

∞
)ζ∗)

is quasi-isomorphic to zero. This completes the proof of the lemma.
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It follows from the lemma that the Koszul complex

K(P1(ζ), · · · , Pℓ(ζ); O
inf−hK
E∗

∞
) (9.3)

of sheaves is exact on N∗
pc(K) because of the condition N∗

pc(K)∩CharE∗
∞
(M) = ∅. Applying

the left exact functor Γ(N∗
pc(K); •) to the complex (9.3), we get a short exact sequence

0→ Γ(N∗
pc(K); O

inf−hK
E∗

∞
)→ Γ(N∗

pc(K); O
inf−hK
E∗

∞
)⊗ (

1∧Λ)→ Γ(N∗
pc(K); O

inf−hK
E∗

∞
)⊗ (

2∧Λ).

Then, by noticing (9.1), the claim follows from the above short exact sequence.

Corollary 9.0.3. Let P (∂) ∈ D, and let K be a regular closed subset in DM satisfying
that K ∩M is convex and N∗

pc(K) ∩M∗
∞ is connected. Then the morphism

ΓK(DM ,B
exp
DM

)
P (∂) •−−−−→ ΓK(DM ,B

exp
DM

)

becomes isomorphic if σ(P )(ζ) 6= 0 holds for any ζ ∈ N∗
pc(K).
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