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MEASURING DECOHERENCE BY COMMUTATION RELATIONS

DECAY FOR QUASILINEAR QUANTUM STOCHASTIC SYSTEMS∗

IGOR G. VLADIMIROV†, IAN R. PETERSEN†

Abstract. This paper considers a class of open quantum systems with an algebraic structure
of dynamic variables, including the Pauli matrices for finite-level systems as a particular case. The
Hamiltonian and the operators of coupling of the system to the external bosonic fields depend
linearly on the system variables. The fields are represented by quantum Wiener processes which
drive the system dynamics in the form of a quasilinear Hudson-Parthasarathy quantum stochastic
differential equation whose drift vector and dispersion matrix are affine and linear functions of the
system variables. This quasilinearity leads to a tractable evolution of the two-point commutator
matrix of the system variables (and their multi-point mixed moments in the case of vacuum input
fields) involving time-ordered operator exponentials. The resulting exponential decay in the two-
point commutation relations is a manifestation of quantum decoherence, caused by the dissipative
system-field interaction and making the system lose specific unitary dynamics features which it
would have in isolation from the environment. We quantify the decoherence in terms of the rate of
the commutation relations decay and apply system theoretic and matrix analytic techniques, such as
algebraic Lyapunov inequalities and spectrum perturbation results, to the study of the asymptotic
behaviour of the related Lyapunov exponents in the presence of a small scaling parameter in the
system-field coupling. These findings are illustrated for finite-level quantum systems (and their
interconnections through a direct energy coupling) with multichannel external fields and the Pauli
matrices as internal variables.
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1. Introduction. Quantum mechanics, which extends classical (deterministic
or stochastic) dynamics in order to describe physical objects at atomic scales, models
the quantum systems and their evolution in terms of linear operators on a Hilbert
space. Normally, these operators result from the quantisation of classical real-valued
variables (for example, positions, momenta and angular momenta from Hamiltonian
mechanics and rigid body dynamics) and are self-adjoint, although non-Hermitian
operators (such as the annihilation and creation operators [26]) are also employed. Not
only the dynamic variables, but also the statistical properties of quantum systems are
described using operator-valued quantities. The latter include density operators on
the underlying Hilbert space, which specify quantum states as a quantum probabilistic
analogue [12, 19] of scalar-valued classical probability distributions.

The noncommutativity of quantum dynamic variables and quantum states, com-
ing from their operator-valued nature, plays a part in the model of quantum measure-
ment as an interaction of a quantum system with a classical measuring device which
modifies the quantum state in such a way that noncommuting observables cannot be
measured simultaneously. As opposed to classical random variables, such quantum
observables do not have a classical joint distribution (factorisable into marginal and
conditional probability distributions), and moreover, the corresponding joint quantum
state can acquire nonclassical properties such as nonseparability (or entanglement).
In addition to the interplay between the noncommutativity and measurements as a
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specific feature of quantum mechanics, an isolated quantum system (not interacting
with the environment) is also modelled differently from classical systems — in terms
of a unitary similarity transformation group generated by the system Hamiltonian
(the energy operator). Due to the unitary (and hence, reversible) structure of the
isolated quantum dynamics, the initial conditions of such a system have a nonvanish-
ing influence on its subsequent evolution, which manifests itself in conservation laws,
including the preservation of the Hamiltonian and one-point canonical commutation
relations (CCRs).

The above features provide nonclassical resources which are exploited in quantum
information processing technologies, such as quantum error correction [20]. However,
the unitary quantum evolution is never ideally realised in practice, since any quan-
tum system cannot be perfectly isolated from and unavoidably interacts with its
surroundings (which include other quantum or classical systems and external fields).
As a result, the internal dynamics, which the quantum system would have in isola-
tion, are “diluted” with the forced response to the environment whose variables (as
operators on different spaces) commute with (and hence, behave like classical ones
with respect to) those of the system. Over the course of this interaction, the open
system gradually loses its individual quantum features in terms of the commutation
structure and statistical properties of the system variables, which is usually referred
to as quantum decoherence [2, 7].

The open quantum dynamics, along with concomitant decoherence effects, can
be modelled using the Hudson-Parthasarathy calculus [14, 22] of quantum stochas-
tic differential equations (QSDEs) driven by noncommutative Wiener processes on a
symmetric Fock space [24]. Such processes represent the external bosonic fields and
lead to more complicated quantum Ito processes associated with the internal vari-
ables and output fields of open quantum systems. The drift vector and the dispersion
matrix of the QSDE are specified by the energetics of the system and its interaction
with the environment, which is captured in the system Hamiltonian and the operators
of coupling of the system to the input fields. The structure of the resulting QSDE
is affected by the dependence of the Hamiltonian and the coupling operators on the
system variables and the algebraic properties of the latter, including the commutation
relations.

In the context of quantum computing and quantum information, the study of
decoherence phenomena is particularly relevant for finite-level (multiqubit) systems
[20, Chapter III, Section 8] which employ the Pauli matrices [26] (special Hermitian
(2× 2)-matrices originating from the theory of quantum angular momentum, includ-
ing the electron spin) and their higher-dimensional extensions, such as the Gell-Mann
matrices (see, for example, [6] and references therein). The sets of such quantum
variables are algebraically closed in the sense that their products are linear combina-
tions of the same set of variables and the identity operator, thus allowing any function
(for example, a polynomial) of such variables to be reduced to an affine function and
also leading to CCRs for the variables. In the presence of the algebraic structure,
the system Hamiltonian and the system-field coupling operators are, without loss of
generality, linear and affine functions of the system variables, which results in QSDEs
whose drift vector depends affinely and the dispersion matrix depends linearly on the
system variables, as in classical SDEs with state-dependent noise [32].

Although these quasilinear QSDEs [6, 30] (with a bilinear dependence on the
system and input field variables) are different from linear QSDEs (with a constant
dispersion matrix) for open quantum harmonic oscillators (OQHOs) as principal sys-
tem models in linear quantum control theory [1, 5, 21, 25], their solutions are expressed
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through fundamental solutions in the form of time-ordered operator exponentials [11].
These time-ordered exponentials, which relate the system variables at different in-
stants and participate in the two-point CCRs between them, are more complicated
than the usual matrix exponentials [10] (describing the fundamental solutions of lin-
ear ODEs with constant coefficients). Nevertheless, as shown in [30], they admit a
closed-form quantum averaging at least for the vacuum quantum state [22] of the
external fields. This makes the mean values and higher-order multipoint moments of
the system variables (including their two-point covariances) effectively computable,
with the reducibility of nonlinear functions of the system variables to affine functions
due to the algebraic structure also playing its role here. The statistical characteristics
of the invariant quantum state of the system (provided the dynamics matrix of the
quasilinear QSDE is Hurwitz), captured in its quasi-characteristic function [4], are
also amenable to closed-form computation along with the rate of the exponentially
fast convergence to this state at the level of moments. Similarly to [33, 34], such
convergence is useful for achieving steady-state regimes in quantum systems (subject
to external vacuum noise) and benefits from the dissipative nature of the system-field
interaction. On the other hand, the enhanced dissipation, which accelerates the in-
variant state generation, contributes to decoherence effects in comparison with the
isolated quantum dynamics.

The present paper is concerned with decoherence measures for the class of open
quantum stochastic systems whose dynamic variables have an algebraic structure
(thus leading to a linear Hamiltonian and affine system-field coupling operators) and
are governed by quasilinear QSDEs mentioned above. Building on the results of
[6, 30], we exploit the tractability of moment dynamics, which comes from this quasi-
linearity, and study the rate of the exponential decay in the two-point commutator
matrix for the system variables. This is carried out for the case of vacuum input
fields in terms of the Lyapunov exponents for the mean values and second moments
of the time-ordered exponentials, which, as the fundamental solutions of the QSDEs,
play an important role in the two-point CCRs. Similarly to [31], a decoherence time
constant, associated with the CCR decay rate, is compared with the periods of oscil-
latory modes which the system would have in isolation from the external fields, thus
quantifying the decoherence caused by the dissipative system-field interaction. We
apply system theoretic and matrix analytic techniques, such as algebraic Lyapunov
inequalities and spectrum perturbation results [17], in order to obtain upper bounds
for the decoherence time and related Lyapunov exponents and to investigate their
asymptotic behaviour in the presence of a small scaling parameter in the system-field
coupling with a fixed coupling shape. This analysis employs conditions of stability of
the system for all sufficiently small values of the coupling strength, which also allows
the asymptotic behaviour of the invariant system state to be investigated in the weak-
coupling formulation. These results are illustrated for finite-level quantum systems
with multichannel external fields and the Pauli matrices as internal variables. We also
apply the findings of the paper to a decoherence control setting for an interconnection
of two quasilinear quantum systems (interpreted as a plant and a controller) with a
direct energy coupling [35].

We also mention that there are various scenarios of quantum decoherence, coming,
for example, from quantum measurements and thermal noise and also those concerned
with different classes of quantum systems (see [2, Section 4.4.1] and references therein,
including [3, 28]). However, this paper focuses on one of manifestations of decoher-
ence through the two-point CCR decay (which corresponds to vacuum decoherence [2,
Section 4.4.1]), extending this circle of ideas from OQHOs [31] (with qualitatively dif-
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ferent system variables in the form of unbounded position and momentum operators)
to finite-level quantum systems.

The paper is organised as follows. Section 2 specifies a class of quantum dynamic
variables with an algebraic structure and describes their operator theoretic proper-
ties (including CCRs and boundedness), exemplified by the Pauli matrices. Section 3
provides a quasilinear QSDE for open quantum systems with such variables, a lin-
ear Hamiltonian and affine coupling operators, discusses energy balance relations and
convergence to the invariant state and reviews the representation of the quantum
trajectories in terms of time-ordered operator exponentials. Section 4 studies the av-
eraging of these exponentials in order to obtain Lyapunov exponents for the decay
rate in the two-point CCRs of the system variables. Section 5 discusses the oscillatory
modes of the quantum system in isolation from the environment, which provide ref-
erence time scales for comparison with the dissipative open quantum dynamics, and
uses algebraic Lyapunov inequalities to establish upper bounds for the decoherence
time associated with the two-point CCR decay. Section 6 employs matrix spectrum
perturbation techniques and develops stability conditions for the system and asymp-
totic estimates for the decoherence time in a setting where the system-field coupling
involves a small strength parameter along with a given coupling shape. Section 7 stud-
ies the asymptotic behaviour of the invariant state of the system in the weak-coupling
formulation. Section 8 computes in closed-form several quantities, relevant to the
decay rates in the open quantum system and oscillatory modes of its isolated version
in the case of the Pauli matrices as system variables. Section 9 applies the results
of the previous sections to an interconnection of two open quantum systems which
interact with the external fields and are directly coupled to each other. Section 10
provides concluding remarks.

2. Algebraic structure of quantum variables. Following [30], we consider an
open quantum stochastic system with n dynamic variablesX1(t), . . . , Xn(t), organised
as time-varying self-adjoint operators on a complex separable Hilbert space H with
the algebraic structure

(2.1) Ξjk(t) := Xj(t)Xk(t) = αjkI +
n∑

ℓ=1

βjkℓXℓ(t), j, k = 1, . . . , n,

which holds at any time t > 0. Here, I is the identity operator on H, so that the
right-hand side of (2.1) is an affine function of the system variables whose coefficients
(the structure constants) comprise a matrix α := (αjk)16j,k6n ∈ C

n×n and an array
β := (βjkℓ)16j,k,ℓ6n ∈ Cn×n×n with “sections”

(2.2) βℓ := β••ℓ := (βjkℓ)16j,k6n ∈ C
n×n, ℓ = 1, . . . , n.

The matrices α, β1, . . . , βn are Hermitian (we denote the subspace of Hermitian ma-
trices of order n by Hn):

(2.3) α∗ = α, β∗
ℓ = βℓ, ℓ = 1, . . . , n

(with (·)∗ := (·)T the complex conjugate transpose), so that their real parts Reα,
Reβ1, . . . ,Reβn are symmetric, and the imaginary parts Imα, Imβ1, . . . , Imβn are
antisymmetric. The relations (2.1) can be represented in terms of a vector1 X :=

1vectors are organised as columns unless indicated otherwise, and the transpose (·)T applies to
vectors and matrices of operators as if they consisted of scalars
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(Xk)16k6n of the system variables (with the time argument omitted for brevity) as

(2.4) Ξ := (Ξjk)16j,k6n = XXT = α⊗ I + β ·X,

where ⊗ is the tensor product of operators (in particular, the Kronecker product of
matrices) or spaces, so that the matrices α and α ⊗ I can be identified with each
other, and

(2.5) β ·X :=

n∑

ℓ=1

βℓXℓ =
[
β•1•X . . . β•n•X

]

is an (n× n)-matrix of operators. Here, βℓXℓ := (βjkℓXℓ)16j,k6n = βℓ ⊗Xℓ, and the
columns β•k•X =

(∑n
ℓ=1 βjkℓXℓ

)
16j6n

involve the appropriate sections of the array

β:

β•k• := (βjkℓ)16j,ℓ6n ∈ C
n×n, k = 1, . . . , n,

which should not be confused with the sections β1, . . . , βn from (2.2). The latter also
give rise to a different product of β (and similarly, for any other element of Cn×n×n)
with a vector u ∈ C

n:

(2.6) β ⋄ u :=
[
β1u . . . βnu

]
∈ C

n×n.

As mentioned in [30], for any u := (uk)16k6n, v := (vk)16k6n ∈ Cn, the products
(2.5), (2.6) are related by

(2.7) (β · u)v = (β ⋄ v)u =
[
β1 . . . βn

]
(u⊗ v),

which extends to any vectors u, v of n quantum variables with zero cross-commutator
matrix [u, vT] := ([uj , vk])16j,k6n = 0, where [a, b] := ab − ba is the commutator of
linear operators. In view of the self-adjointness of the system variables X1, . . . , Xn,
the entries Ξjk of the matrix Ξ in (2.4), defined as operators on H by the first equality
in (2.1), satisfy

(2.8) Ξ†
jk = Ξkj , j, k = 1, . . . , n,

where (·)† is the operator adjoint. With the latter being extended to matrices of
operators as the transpose (·)† := ((·)#)T of the entrywise operator adjoint (·)#, the
identities (2.8) can be represented as

(2.9) Ξ† = Ξ.

Accordingly, the conditions (2.3) (together with the self-adjointness of X1, . . . , Xn)
secure the consistency

(2.10) Ξ# = α+

n∑

ℓ=1

βℓXℓ = αT +

n∑

ℓ=1

βT
ℓ Xℓ = ΞT

of the relations (2.4), (2.9). Moreover (see [30]), the fulfillment of (2.3) is necessary
for (2.10), provided

(2.11) the operators I, X1, . . . , Xn are linearly independent
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in the sense of the implication c0 +
∑n

ℓ=1 cℓXℓ = 0 =⇒ c0 = . . . = cn = 0 for any
c0, . . . , cn ∈ C. The condition (2.11) also plays a role for an additional set of con-
straints on the structure constants, which makes (2.1) consistent with the associativity
of the algebra of linear operators on the Hilbert space H in application to the system
variables:

(2.12) (XjXk)Xℓ = Xj(XkXℓ), j, k, ℓ = 1, . . . , n,

with the Jacobi identity [[Xj , Xk], Xℓ] + [[Xk, Xℓ], Xj ] + [[Xℓ, Xj ], Xk] = 0 being a
corollary from this associativity [9].

Theorem 2.1. [30, Theorem 2.1] The following equalities are sufficient and, un-
der the condition (2.11), necessary for the relations (2.1) (or (2.4)) to be consistent
with the associativity of the operator multiplication:

n∑

ℓ=1

(αℓsβjkℓ − αjℓβksℓ) = 0,(2.13)

αjkδrs − αksδrj +

n∑

ℓ=1

(βjkℓβℓsr − βksℓβjℓr) = 0, j, k, s, r = 1, . . . , n,(2.14)

where δjk is the Kronecker delta. �

Repeated application of (2.1) reduces the degree three monomials on both sides of
(2.12) to affine functions of the system variables. By Theorem 2.1, these two functions
coincide under the constraints (2.13), (2.14) on the structure constants in α, β, which
are assumed to be satisfied in what follows. A similar unambiguous reduction to an
affine function holds for any polynomial of the system variables, including monomials
of arbitrary degree r:

(2.15)

r−→∏

ℓ=1

Xkℓ

jℓ
= αj1,k1,...,jr ,kr

+ βT
j1,k1,...,jr ,kr

X,

where
−→∏r

k=1 ζk := ζ1 × . . . × ζr is the rightward-ordered product of linear operators
(the order of multiplication is essential in the noncommutative case). The coefficients
αj1,k1,...,jr,kr

∈ C and βj1,k1,...,jr ,kr
∈ Cn, with j1, . . . , jr = 1, . . . , n and positive

integers k1, . . . , kr, can be expressed through the structure constants from (2.1). The
ambiguity issue does not arise in reducing quadratic functions of the system variables
through a unique application of (2.4):

XTRX = 〈R,α〉F +
[
〈R, β1〉F . . . 〈R, βn〉F

]
X

for any matrix R := (rjk)16j,k6n = RT ∈ Rn×n; see [30, Eq. (2.10)] and a similar
remark in [6, paragraph 4 on p. 641]. Here, use is made of the Frobenius inner
product 〈K,N〉F := Tr(K∗N) of real or complex matrices, with ‖K‖F :=

√
〈K,K〉F

the Frobenius norm.
In addition to the relations (2.3), (2.13), (2.14), another property, associated with

the algebraic structure (2.1) of the system variables, is the positive semi-definiteness
of the operator

(2.16) z∗αz +

n∑

ℓ=1

(z∗βℓz)Xℓ = z∗Ξz = ξ†zξz < 0,
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with ξz := zTX , which holds for any z ∈ Cn and follows from (2.4). A related
corollary of (2.4) is provided by

Trα+ τTX = XTX =

n∑

k=1

X2
k < 0, τ := (τℓ)16ℓ6n,

where τ ∈ Rn is a vector formed from the traces of the Hermitian sections (2.2) of
the array β:

(2.17) τ := (τk)16k6n, τk := Trβk.

Positive semi-definiteness arguments also play a role in establishing the following
bounds on the norms of the system variables X1, . . . , Xn as operators on the Hilbert
space H.

Theorem 2.2. [30, Theorem 2.2] Under the conditions (2.3), (2.4), the induced
norms of the system variables satisfy

‖Xk‖ 6
1

2
|τk|+ γ, k = 1, . . . , n,

where τ is given by (2.17), and

γ :=

√
Trα+

1

4
|τ |2.

�

Another corollary of the algebraic structure (2.1) is concerned with a particular
yet important class of quantum variables.

Theorem 2.3. If, in addition to (2.3), (2.4), the Hilbert space H is finite dimen-
sional and the system variables are traceless,

(2.18) TrXk = 0, k = 1, . . . , n,

or H is infinite-dimensional and the system variables are trace-class operators, then
the matrix α is positive semi-definite. �

Proof. Let ψ1, . . . , ψN be an arbitrary orthonormal basis in the Hilbert space H,
where N := dimH is its dimension which can be infinite (in which case, the basis
forms an infinite sequence (ψk)k>1 in H). Then it follows from (2.16) that

0 6

r∑

k=1

〈
ψk

∣∣∣ z∗αz +
n∑

ℓ=1

(z∗βℓz)Xℓ

∣∣∣ψk

〉

= z∗αzr +

n∑

ℓ=1

z∗βℓz

r∑

k=1

〈ψk | Xℓ | ψk〉, z ∈ C
n,(2.19)

for any positive integer r, satisfying r 6 N if N < +∞. Here, use is made of the
quantum mechanical bra-ket notation [26], including the inner product 〈· | ·〉 in the
Hilbert space H. Now, if H is finite-dimensional, that is, N < +∞, then by letting
r = N and using the relation

∑N
k=1〈ψk | Xℓ | ψk〉 = TrXℓ, it follows from (2.19),

(2.18) that

0 6 z∗αzN +

n∑

ℓ=1

z∗βℓzTrXℓ = z∗αzN,
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and hence, z∗αz > 0 for any z ∈ Cn, thus establishing α < 0. By a similar reasoning,
in the infinite-dimensional case, when N = +∞, a combination of (2.19) with the as-
sumption on X1, . . . , Xn being trace-class operators (not necessarily satisfying (2.18))
leads to

z∗αz > −1

r

n∑

ℓ=1

z∗βℓz
r∑

k=1

〈ψk | Xℓ | ψk〉 → 0, as r → +∞,

due to limr→+∞

∑r
k=1〈ψk | Xℓ | ψk〉 = TrXℓ, and hence, z∗αz > 0 for all z ∈ C

n,
whereby α < 0. �

The algebraic structure (2.1) (or (2.4)) implies the following one-point CCRs for
the system variables:

[X,XT] = ([Xj , Xk])16j,k6n = (Ξjk − Ξkj)16j,k6n

= Ξ− ΞT = Ξ− Ξ#

= 2iImΞ = 2i(Imα+ (Imβ) ·X),(2.20)

where use is also made of the identity ΞT = (Ξ†)T = Ξ# in view of (2.9) along with
the imaginary part Im(·) extended from complex numbers to matrices of quantum
variables as Imζ := 1

2i (ζ − ζ#). Similarly to [30], it is assumed for what follows that

(2.21) Imα = 0

(so that the Hermitian matrix α is real symmetric), in which case, the CCRs (2.20)
take the form

(2.22) [X,XT] = 2iΘ ·X = 2i

n∑

ℓ=1

ΘℓXℓ,

where

(2.23) Θ := (θjkℓ)16j,k,ℓ6n := Imβ

is a real (n× n× n)-array whose sections

(2.24) Θℓ := θ••ℓ = (θjkℓ)16j,k6n = Imβℓ ∈ R
n×n

are antisymmetric for all ℓ = 1, . . . , n in view of the Hermitian property of the matrices
βℓ (see (2.3)). Under the condition (2.21), the matrix α from (2.4) and the CCR array
Θ are related by

(2.25)

n∑

ℓ=1

(αℓsθjkℓ − αjℓθksℓ) = 0, j, k, s = 1, . . . , n,

which is the imaginary part of the equality (2.13) from Theorem 2.1. For example,
the algebraic structure (2.1) and the conditions (2.11), (2.21) are satisfied with n = 3
for the Pauli matrices [26]

(2.26) σ1 :=

[
0 1
1 0

]
, σ2 :=

[
0 −i
i 0

]
= −iJ, σ3 :=

[
1 0
0 −1

]
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(their tracelessness exemplifies applicability of Theorem 2.3), where the matrix

(2.27) J :=

[
0 1
−1 0

]

spans the one-dimensional subspace of antisymmetric matrices of order 2. In this
case, the structure constants form the identity matrix α of order 3 and an imaginary
array β:

(2.28) α = I3, β = iΘ.

The corresponding array Θ ∈ {0,±1}3×3×3 in (2.23) consists of the Levi-Civita sym-
bols θjkℓ = ǫjkℓ, with its sections

(2.29) Θ1 =



0 0 0
0 0 1
0 −1 0


 , Θ2 =



0 0 −1
0 0 0
1 0 0


 , Θ3 =




0 1 0
−1 0 0
0 0 0




in (2.24) forming a basis in the subspace of antisymmetric (3× 3)-matrices. Accord-
ingly, (Θ ⋄ u)v is the cross product of vectors u, v ∈ R

3, where

(2.30) Θ⋄u =
[
Θ1u Θ2u Θ3u

]
=




0 −u3 u2
u3 0 −u1
−u2 u1 0


 , u := (uk)16k63 ∈ R

3,

describes the infinitesimal generator of rotations in R3 with the angular velocity vector
u in view of (2.6), (2.29). The quadruple {I2, σ1, σ2, σ3} of the identity matrix I2 of
order 2 and the Pauli matrices (2.26) is a basis in the four-dimensional real space H2 of
Hermitian (2× 2)-matrices which describe self-adjoint operators on the Hilbert space
C2. The latter is the simplest of the state spaces for finite-level quantum systems
such as the electron spin (an intrinsic quantum angular momentum) interacting with
an electromagnetic field.

3. Quasilinear quantum stochastic system. The evolution of the system
variables X1, . . . , Xn described in Section 2 is driven by the internal dynamics of
the quantum system being considered and its interaction with an external bosonic
field. In more complicated settings of open quantum dynamics [2], the environment
can also include other quantum or classical systems. Unlike the finite-level variables,
the quantum mechanical counterparts of classical fields are organised as unbounded
operators on infinite-dimensional Hilbert spaces. The quantum stochastic calculus [14,
22] models a multichannel input field by a quantum Wiener processW := (Wk)16k6m

consisting of an even number m of components W1(t), . . . ,Wm(t) which are time-
varying self-adjoint operators on a symmetric Fock space F. The latter is equipped
with an increasing family (Ft)t>0 of subspaces playing the role of a filtration for F.
In contrast to the standard Wiener process [15] in R

m with the identity diffusion
matrix Im, its quantum analogueW has different Ito relations for the future-pointing
increments:

(3.1) dWdWT := Ωdt, Ω := Im + iJ, J := J⊗ Im/2,

where J is given by (2.27). Here, the quantum Ito matrix Ω is a complex positive
semi-definite Hermitian matrix of order m (we denote the set of such matrices by
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H+
m) with a nonzero imaginary part J (which is an orthogonal antisymmetric matrix:

J2 = −Im). The property ImΩ = J 6= 0 is related to the noncommutative nature of
the quantum Wiener process W in view of the two-point CCRs

[W (s),W (t)T] = 2imin(s, t)J, s, t > 0,

which are similar to those for the quantum mechanical positions and momenta [7]
(or the related annihilation and creation operators) on the Schwartz space. While a
Hilbert space H0, which accommodates the initial system variables X1(0), . . . , Xn(0),
suffices for the system dynamics in isolation from the environment, the system-field
interaction gives rise to the tensor-product space H := H0⊗F for the system variables,
endowed with the filtration

(3.2) Ht := H0 ⊗ Ft, t > 0.

The vector X of the system variables evolves in time according to the Heisenberg pic-
ture of quantum dynamics, and this evolution is governed by a Hudson-Parthasarathy
QSDE [14, 22]

(3.3) dX = G(X)dt− i[X,LT]dW.

Here, the drift vector G(X) results from the entrywise application of the Gorini-
Kossakowski-Sudarshan-Lindblad generator [8, 16], which acts on a system operator
ξ (a function of the system variables X1, . . . , Xn) as

(3.4) G(ξ) := i[H, ξ] +D(ξ)

and provides a quantum counterpart of the infinitesimal generators of classical Markov
processes [15], where D is the decoherence superoperator given by

(3.5) D(ξ) := 1

2
([LT, ξ]ΩL+ LTΩ[ξ, L]).

The drift G(X) and the dispersion (n×m)-matrix −i[X,LT] in (3.3) consist of self-
adjoint operators on H and involve the quantum Ito matrix Ω from (3.1) along with
the system Hamiltonian H and the vector L := (Lk)16k6m of system-field coupling
operators. Both H and L1, . . . , Lm are self-adjoint operators on the system-field
space H, which capture the energetics of the system and its interaction with the
external field (in particular, H represents the internal energy of the system). These
energy operators are functions (for example, polynomials) of the system variables
X1, . . . , Xn. Regardless of a particular form of the energy operators, the stochastic
flow, generated by the QSDE (3.3), preserves the algebraic structure (2.1) of the
system variables [30, Eq. (3.12)]. Since, as mentioned in Section 2, due to this algebraic
structure, polynomial (and more general) functions of the system variables reduce to
affine functions, we will be concerned, without loss of generality, with the case of [6,
Theorem 6.1] when the Hamiltonian and the coupling operators are affine functions
of the system variables:

(3.6) H = ETX, L =MX +N,

where E ∈ Rn, M ∈ Rm×n, N ∈ Rm are the energy and coupling parameters. Adding
a term cI, with an arbitrary constant c ∈ R, to the Hamiltonian H is irrelevant
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because H enters the generator (3.4) only through the commutator. Substitution
of (3.6) into (3.5), (3.4), (3.3), combined with the algebraic structure (2.1) of the
system variables, leads to a quasilinear QSDE whose parameters are computed in
the following theorem, which is similar to [6, Lemma 4.2 and Theorem 6.1] and is
formulated for completeness.

Theorem 3.1. [30, Theorem 3.1] The QSDE (3.3) for the open quantum system
with the Hamiltonian and coupling operators (3.6) and the dynamic variables satisfy-
ing (2.1) along with (2.3), (2.21), takes the form

(3.7) dX = (AX + b)dt+B(X)dW.

Here, A ∈ Rn×n, b ∈ Rn are a matrix and a vector of coefficients, and B(X) is an
(n×m)-matrix of self-adjoint operators, which depend linearly on the system variables:

A := 2Θ ⋄ (E +MTJN) + 2

n∑

ℓ=1

ΘℓM
T(Mθℓ•• + JMReβℓ••),(3.8)

b := 2

n∑

ℓ=1

ΘℓM
TJMα•ℓ,(3.9)

B(X) := 2(Θ ·X)MT,(3.10)

where the array Θ is given by (2.23), and use is made of its product (2.5) with X
from (2.22) and the product (2.6) with the vector E +MTJN ∈ Rn. �

In the absence of system-field coupling, when M = 0, N = 0 (and so L = 0 in
(3.6)), the matrix A in (3.8) reduces to

(3.11) A0 := 2Θ ⋄ E,

while both b and B(X) in (3.9), (3.10) vanish. Accordingly, with the decoherence
superoperator (3.5) becoming zero and the generator (3.4) reducing to G = i[H, ·] in
this case, the QSDEs (3.3), (3.7) lose the diffusion term and take the form of a linear
ODE

(3.12) Ẋ = i[H,X ] = A0X,

where ˙( ) := ∂t( ) is the time derivative. In this isolated dynamics case, the Hamil-
tonian H is a conserved operator regardless of its particular dependence on X . This
can also be obtained directly from (3.6), (3.12) as

(3.13) Ḣ = ETẊ = ETA0X = 0,

since the matrix (3.11) satisfies

(3.14) ETA0 = 2
[
ETΘ1E . . . ETΘnE

]
= 0

in view of (2.6) and the relations ETΘℓE = 0 for any E ∈ Rn, which follow from
the antisymmetry of the sections Θ1, . . . ,Θn of the array Θ in (2.23). The property
imA0 := A0R

n ⊂ E⊥ (that A0 maps Rn into the hyperplane orthogonal to the vector
E) also follows from (2.7) as

A0u = 2(Θ ⋄ E)u = 2(Θ · u)E ⊂ E⊥, u ∈ R
n,
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since the matrix Θ · u inherits antisymmetry from (2.24). In the presence of system-
field coupling, the Hamiltonian H is no longer preserved and, in contrast to (3.13),
evolves according to the QSDE

dH = ETdX

= ET((AX + b)dt+B(X)dW )

= ET(ÃX + b)dt+ ETB(X)dW,(3.15)

obtained by using (3.7) and the relation (3.14) along with the remaining part of the
matrix (3.8):

Ã := A−A0

= 2Θ ⋄ (MTJN) + 2

n∑

ℓ=1

ΘℓM
T(Mθℓ•• + JMReβℓ••),(3.16)

which is a quadratic function of the coupling parameters M , N . The influence of the
external field on the internal energy of the system can also be considered in terms of
averaged characteristics using the quantum expectation [12]

Eζ := Tr(ρζ)

over a density operator ρ = ρ† < 0 of unit trace Trρ = 1 on the space H, which spec-
ifies the system-field quantum state and hence, the statistical properties of quantum
variables on H. In what follows, the system-field density operator is assumed to be
the tensor product

(3.17) ρ := ρ0 ⊗ υ

of the initial system state ρ0 on H0 and the vacuum state υ for the input field on the
Fock space F. The latter is specified by the quasi-characteristic functional [4, 14, 22]
of the quantum Wiener process W as

(3.18) Eei
∫

t

0
u(s)TdW (s) = e−

1
2

∫
t

0
|u(s)|2ds, t > 0,

for locally square integrable functions u : R+ → R
m. In the case of vacuum input

fields, the diffusion term B(X)dW is a martingale part of the QSDE (3.7) and does
not contribute to the averaging of (3.15), which yields

(3.19) (EH)
�

= ETµ̇ = ET(Ãµ+ b).

Here,

(3.20) µ := EX ∈ R
n

is the mean vector for the system variables, whose evolution is governed by the ODE

(3.21) µ̇ = Aµ+ b,

obtained by averaging the QSDE (3.7). The quadratic dependence of Ã in (3.16) and
b in (3.9) on the coupling parameters M , N is inherited by the quantity (EH)

�

in
(3.19), which describes the averaged rate of work of the external field on the system.
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In the steady-state regime, when the matrix A in (3.8) is Hurwitz and the mean vector
µ in (3.20) is the unique equilibrium solution

(3.22) µ∗ := lim
t→+∞

µ(t) = −A−1b

of the ODE (3.21), the relation (3.19) implies that (EH)
�

= 0, and hence, the Hamil-
tonian H , despite not being preserved, has a constant mean value EH . The steady-
state mean vector µ∗ in (3.22) specifies the equilibrium mixed moments of the system
variables of higher orders:

(3.23) lim
t→+∞

E

r−→∏

ℓ=1

Xjℓ(t)
kℓ = αj1,k1,...,jr,kr

+ βT
j1,k1,...,jr,kr

µ∗

in view of the reduction (2.15) (with the latter being a corollary of the algebraic
structure (2.1) regardless of the system dynamics). The statistical properties of the
system variables in the invariant quantum state, including (3.23), are captured in the
quasi-characteristic function (QCF):

(3.24) lim
t→+∞

Eeiu
TX(t) =

[
1 0T

n

]
exp

(
i

[
0 uT

αu β ⋄ u

])[
1
µ∗

]
, u ∈ R

n,

computed in [30, Eq. (4.10)] using [30, Theorem 4.1], where 0n is the column-vector
of n zeros. In view of the ODE (3.21), the convergence of the moments to their
equilibrium values in (3.22)–(3.24) holds at an exponential rate depending on the
quantity

(3.25) σ(A) := ln r(eA) = max
16k6n

Reλk < 0,

where r(·) is the spectral radius, and λ1, . . . , λn are the eigenvalues of the matrix A
(which is assumed to be Hurwitz here). The more negative σ(A) is, the faster the
convergence. This exponentially fast convergence can be used for the generation of
invariant quantum states with given moments through a sufficiently long run of the
system, similar to [33, 34]. This state generation procedure exploits the dissipative
nature of the system-field interaction. On the other hand, in comparison with the
isolated dynamics, such interaction is accompanied by a “loss of quantumness” over
time, which is interpreted as decoherence.

While the relations (3.22)–(3.24) are concerned with one-point moments of the
system variables, the quasilinearity of the QSDE (3.7) also leads to tractable dynamics
of multipoint mixed moments of the system variables (at different times) as discussed
in [30, Section 4]. This tractability is similar to yet different from the case of linear
QSDEs for OQHOs with Gaussian states [21, 23, 25] and is closely related to the
existence of fundamental solutions of (3.7) in the form of time-ordered operator expo-
nentials [11], which is described below and holds regardless of a particular quantum
state.

Theorem 3.2. [30, Theorem 3.2] Under the conditions of Theorem 3.1, the sys-
tem variables governed by (3.7) satisfy

(3.26) X(t) = E(t, s)X(s) +

∫ t

s

E(t, τ)dτb, t > s > 0,



14 I.G.VLADIMIROV, I.R.PETERSEN

where

(3.27) E(t, s) := (Ejk(t, s))16j,k6n :=←−exp
∫ t

s

(Adτ + 2Θ ⋄ (MTdW (τ)))

is a leftwards time-ordered operator exponential, and use is made of (2.6), (2.23),
(3.8), (3.9). �

In contrast to the exponentials of real or complex matrices (describing the fun-
damental solutions of linear ODEs with constant coefficients), E(t, s) in (3.27) is an
(n × n)-matrix of self-adjoint operators on the orthogonal complement F⊥

s

⋂
Ft of

the Fock subspace Fs to Ft for any t > s > 0. This is a corollary of the continuous
tensor-product structure of the Fock space [24]. In particular, the entries of E(t, s)
commute with the past system variables in X(s) and future increments dW (t) of the
quantum Wiener process:

(3.28) [Ek(t, s), X(s)T] = 0, [Ek(t, s), dW (t)T] = 0, t > s > 0, k = 1, . . . , n,

where Ek(t, s) := (Ejk(t, s))16j6n is the kth column of the matrix E(t, s), which, in
view of (3.26), pertains to the response of X(t) to Xk(s). The exponential E(t, s) in
(3.27) is the fundamental solution for the homogeneous version of the QSDE (3.7),
with b removed, satisfying the initial value problem

(3.29) dtE(t, s) = AE(t, s)dt +B(E(t, s))dW (t), t > s > 0, E(s, s) := In

(see the proof of [30, Theorem 3.6]). Here, the map B, defined in (3.10) on n-
dimensional column-vectors, is extended in B(E(t, s))dW by acting on the columns
of E(t, s) as

(3.30) B(E(t, s))dW :=
[
B(E1(t, s))dW . . . B(En(t, s))dW

]
.

An equivalent column-wise form of (3.29) is organised as a set of n identical QSDEs
with different initial conditions and driven by the common quantum Wiener process
W :

dtEk(t, s) =AEk(t, s)dt+B(Ek(t, s))dW (t),

t > s > 0, Ek(s, s) := δk, k = 1, . . . , n,(3.31)

where δk := (δjk)16j6n is the kth standard basis vector in Rn. Since the right-hand
side of the QSDE in (3.29) depends linearly on E(t, s), then (similarly to classical linear
SDEs with state-dependent noise [32]) the first, second and higher-order moments [30]
of its solution E(t, s) have tractable dynamics in the case of vacuum fields specified by
(3.17), (3.18). This tractability includes the possibility to compute relevant Lyapunov
exponents.

4. Exponential decay in two-point CCRs. As established in [30], the re-
lation (3.26) between the system variables at different moments of time, combined
with the properties (3.28) of the exponential E(t, s) from (3.27), lead to the two-point
CCRs

(4.1) [X(t), X(s)T] = 2iE(t, s)(Θ ·X(s)), t > s > 0,

which extend their one-point counterpart (2.22). These CCRs are a consequence of
the commutation structure of the system variables and the external fields regardless
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of a particular quantum state or the Hurwitz property of A. However, the latter and
the presence of the operator exponential E(t, s) suggest an exponentially fast decay
in the two-point CCRs (4.1) as t − s → +∞, so that the system variables Xk(t) at
a distant instant t become “asymptotically commuting” with (and hence, classical
with respect to) Xj(s). Such a decay in the two-point CCRs can be regarded as a
manifestation of quantum decoherence in the system caused by its dissipative coupling
to the environment.

The rate of decay in (4.1) can be quantified in terms of moments over the system-
field state (3.17), which corresponds to vacuum input fields. Similarly to the proof
of [30, Theorem 4.2], the structure of the time-ordered operator exponential E(t, s)
in (3.27) and the continuous tensor-product structure of the Fock space F and the
vacuum state υ imply that

(4.2) E(E(t, s)η) = EE(t, s)Eη, t > s > 0,

for any quantum variable η adapted to the system-field subspace Hs from (3.2). In-
deed, any such η commutes with and is statistically independent of the entries of
E(t, s). The averaging of the QSDE (3.29) (with the martingale part B(E(t, s))dW (t)
in (3.30) not contributing to the average) leads to the ODE ∂tEE(t, s) = AEE(t, s)
and hence,

(4.3) EE(t, s) = e(t−s)A, t > s > 0,

in view of the initial condition in (3.29). In particular, by applying (4.2) to the system
variables η := Xk(s) for all k = 1, . . . , n (in view of (3.28)) in combination with (4.3),
it follows from (4.1) that

E[X(t), X(s)T] = 2iEE(t, s)(Θ · EX(s))

= 2ie(t−s)A(Θ · µ(s)), t > s > 0,(4.4)

where use is also made of the mean vector (3.20). Therefore, the Hurwitz property
of the matrix A implies not only an exponentially fast convergence to the invariant
quantum state in (3.22)–(3.24) with the leading Lyapunov exponent (3.25), but also
an exponential decay in the two-point CCRs (4.1) in the sense of the mean values
(4.4):

(4.5) lim sup
t→+∞

( 1

t− s ln ‖E[X(t), X(s)T]‖F
)
6 σ(A) < 0, s > 0,

where any other matrix norm can also be used instead of the Frobenius norm ‖ · ‖F
without affecting the limit.

However, quantification of decoherence as the two-point CCR decay in terms of
the second moments of E(t, s) can lead to different rates in comparison with (3.25).
This discrepancy comes from the fact that the algebraic structure (2.1) of the system
variables does not carry over to the entries of E(t, s) and so the second and higher-
order moments of Ejk(t, s) do not reduce to their mean values in (4.3). In order to

study the second-order moment dynamics, we will apply the vectorisation ~(·) (or,
interchangeably, vec(·)) of matrices [18, 27] to E(t, s) by stacking its columns in a
vector

(4.6) ~E(t, s) :=



E1(t, s)

...
En(t, s)
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consisting of n2 quantum variables. As a function of t, the quantum process ~E(t, s)
satisfies

(4.7) dt~E(t, s) = A~E(t, s)dt+ B(~E(t, s))dW (t), t > s > 0, ~E(s, s) := ~In,

which is a vectorised representation of the initial value problem (3.29) using (3.30)
along with

A := In ⊗A, B(~E(t, s)) :=



B(E1(t, s))

...
B(En(t, s))


 .

The vectorisation (4.6) allows all the second-order moments for the entries of E(t, s)
to be captured in

(4.8) P (t, s) := E(~E(t, s)~E(t, s)T) = (Pjk(t, s))16j,k6n,

which is a complex positive semi-definite Hermitian matrix of order n2 with the (n×n)-
blocks

(4.9) Pjk(t, s) := E(Ej(t, s)Ek(t, s)T) = Pkj(t, s)
∗.

The nonnegative quantity

(4.10) TrP (t, s) =

n∑

k=1

TrPkk(t, s) =

n∑

j,k=1

E(Ejk(t, s)2)

can be used for mean square bounds on the CCR decay. Moreover, since the matrix
(4.8) satisfies P (t, s) = P (t, s)∗ < 0, then its off-diagonal blocks admit an upper
bound in terms of (4.10):

∑

16j 6=k6n

‖Pjk‖2F = 2
∑

16j<k6n

‖Pjk‖2F

= ‖P‖2F −
n∑

k=1

‖Pkk‖2F

6 (TrP )2 − 1

n

n∑

k=1

(TrPkk)
2 6

(
1− 1

n2

)
(TrP )2,

where the time arguments are omitted for brevity, and the inequalities 1
r (
∑r

k=1 γk)
2 6∑r

k=1 γ
2
k 6 (

∑r
k=1 γk)

2 for any γ1, . . . , γr ∈ R+ and r > 1 are applied to the eigen-
values of the matrix P and its diagonal blocks Pkk. The following theorem, which
describes the dynamics of the second moments in (4.8), (4.9), employs linear operators
Λ, Φ, U : Cn×n 7→ Cn×n defined by

Λ := Φ + U,(4.11)

Φ(Z) := AZ + ZAT,(4.12)

U(Z) := −4
n∑

j,k=1

zjkΘjM
TΩMΘk, Z := (zjk)16j,k6n ∈ C

n×n,(4.13)
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using the sections (2.24) of the CCR array Θ, the coupling matrix M from (3.6) and
the quantum Ito matrix Ω in (3.1). These operators map the subspace of Hermitian
matrices of order n into itself:

(4.14) Λ(Hn),Φ(Hn), U(Hn) ⊂ Hn.

Furthermore, the operator U is positive (with respect to the cone H+
n ) in the sense of

the inclusion

(4.15) U(H+
n ) ⊂ H

+
n .

This property follows from

U(zz∗) = −4
n∑

j,k=1

zjzkΘjM
TΩMΘk

= B(z)ΩB(z)∗ < 0, z := (zk)16k6n ∈ C
n,(4.16)

where the map B from (3.10) is evaluated at z, and the properties Ω = Ω∗ < 0 of the
quantum Ito matrix are used. Indeed, since any matrix Z ∈ H+

n can be represented
as a linear combination Z =

∑n
k=1 γkwkw

∗
k of rank one matrices wkw

∗
k, with wk ∈ Cn

and nonnegative coefficients γk ∈ R+, then U(Z) =
∑n

k=1 γkU(wkw
∗
k) < 0 due to the

linearity of U and (4.16). The positivity (4.15) can also be established by representing
(4.13) in terms of an auxiliary matrix

(4.17) ∆ :=
[
Θ1 . . . Θn

]
∈ R

n×n2

as
U(Z) = 4∆(Z ⊗ (MTΩM))∆T, Z ∈ C

n×n,

and using the fact that the Kronecker product of positive semi-definite Hermitian
matrices is again such a matrix.

Theorem 4.1. Suppose the conditions of Theorem 3.1 are satisfied, and the input
field W is in the vacuum state as specified by (3.17), (3.18). Then the second moment
matrix P in (4.8) for the columns of the operator exponential E(t, s) in (3.27) depends
only on the time difference,

(4.18) P (t, s) = Π(t− s), t > s > 0,

where Π := (Πjk)16j,k6n is a matrix-valued function of time whose blocks Πjk : R+ →
C

n×n satisfy the initial value problems

(4.19) Π̇jk = Λ(Πjk), Πjk(0) = δjδ
T
k , j, k = 1, . . . , n,

where the operator Λ is given by (4.11). �

Proof. By the QSDEs in (3.31) (or (4.7)) and the quantum Ito lemma [14, 22],

the blocks EjETk of the matrix ~E ~ET satisfy

dt(EjETk ) =(dtEj)ETk + EjdtETk + dtEjdtETk
=(AEjdt+B(Ej)dW )ETk
+ Ej(ETk ATdt+ (dWT)B(Ek)T)
+B(Ej)dWdWTB(Ek)T

=(AEjETk + EjETk AT +B(Ej)ΩB(Ek)T)dt
+B(Ej)(dW )ETk + Ej(dW )TB(Ek)T, j, k = 1, . . . , n(4.20)
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(the time arguments t > s > 0 of E(t, s), W (t) are omitted for brevity), where the
quantum Ito matrix Ω from (3.1) and the second commutativity from (3.28) are also
used. Since the input field is assumed to be in the vacuum state, the last line of the
QSDE (4.20) describes its martingale part which does not contribute to the quantum
average of the right-hand side. Hence, the averaging of (4.20) shows that the blocks
(4.9) satisfy the ODEs

(4.21) ∂tPjk(t, s) = Φ(Pjk(t, s)) +E(B(Ej(t, s))ΩB(Ek(t, s))T),

where use is also made of the operator Φ from (4.12). Now, for any vectors ξ :=
(ξk)16k6n and η := (ηk)16k6n of self-adjoint quantum variables with finite second
moments,

E(B(ξ)ΩB(η)T) = 4E((Θ · ξ)MTΩM(Θ · η)T)

= −4E
( n∑

j=1

ΘjξjM
TΩM

n∑

k=1

Θkηk

)

= −4
n∑

j,k=1

E(ξjηk)ΘjM
TΩMΘk = U(E(ξηT)),(4.22)

where (3.10) is used along with (2.5), the antisymmetry of the sections (2.24) of the
array Θ and the definition (4.13) of the operator U . By applying (4.22) to ξ := Ej(t, s),
η := Ek(t, s), so that E(ξηT) = Pjk(t, s) in view of (4.9), and combining the result
with (4.21), (4.11), it follows that the function Pjk satisfies the initial value problem

(4.23) ∂tPjk(t, s) = Λ(Pjk(t, s)), t > s > 0, Pjk(s, s) = δjδ
T
k ,

for any j, k = 1, . . . , n, where the initial condition is obtained from that in (3.31). Since
the ODE in (4.23) is autonomous and the initial condition δjδ

T
k does not depend on

s, then the solution indeed depends only on t − s > 0 as Pjk(t, s) = Πjk(t − s) as
described in (4.18), (4.19). �

The solution of the initial value problem (4.19) can be represented by using an
operator exponential on Cn×n as

Πjk(t) = etΛ(δjδ
T
k ), t > 0, j, k = 1, . . . , n.

In particular, the time evolution of the diagonal blocks Πkk(t) ∈ H+
n of the matrix

Π(t) in (4.18), which inherit their Hermitian property and positive semi-definiteness
from the initial conditions δkδ

T
k , is completely specified by the restriction Λ|Hn

of
the operator Λ in (4.11) to the invariant subspace Hn. The corresponding Lyapunov
exponents satisfy

(4.24) lim sup
t→+∞

(1
t
ln ‖Πkk(t)‖F

)
6 σ(Λ|Hn

), k = 1, . . . , n,

where the right-hand side employs the spectral radius of Λ|Hn
defined similarly to

(3.25). Note that, in contrast to the matrix A which can have essentially complex
eigenvalues, the spectrum of the operator Λ|Hn

is real. Indeed, if λ ∈ C is an eigenvalue
of Λ|Hn

, then there exists a matrix Z ∈ Hn \ {0} such that Λ(Z) = λZ, and hence,
λZ ∈ Hn due to the invariance (4.14) of the subspace Hn. Since both Z and λZ are
Hermitian, then 2iZImλ = λZ − (λZ)∗ = 0, which, in view of the condition Z 6= 0,
implies that λ ∈ R.
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Theorem 4.2. Suppose the conditions of Theorem 4.1 are satisfied. Then the
Lyapunov exponent for the function Π in (4.18) is related to the spectra of the matrix
A in (3.8) and the restriction Λ|Hn

of the operator Λ in (4.11) as

(4.25) 2σ(A) 6 lim sup
t→+∞

(1
t
lnTrΠ(t)

)
6 σ(Λ|Hn

).

�

Proof. The one-parameter group generated by the operator Φ in (4.12) consists
of positive operators acting on C

n×n as

(4.26) etΦ(Z) = etAZetA
T

, Z ∈ C
n×n, t ∈ R.

Therefore, the decomposition (4.11) of the operator Λ into Φ, U and the variation of
constants allow the solution Πkk of the initial value problem (4.19) to be represented
as

Πkk(t) = etΛ(Πkk(0))

= etΦ(Πkk(0)) +

∫ t

0

e(t−s)Φ(U(Πkk(s)))ds

< etΦ(Πkk(0)) = etAδkδ
T
k e

tAT

, t > 0, k = 1, . . . , n.(4.27)

Here, the matrix inequality uses the positivity of the operators U in (4.13) and etΦ

in (4.26) and the property that Πkk is H+
n -valued. A combination of (4.27) with the

resolution of the identity
∑n

k=1 δkδ
T
k = In leads to

(4.28) TrΠ(t) =
n∑

k=1

TrΠkk(t) = TretΛ(In) > ‖etA‖2F,

and hence,

lim sup
t→+∞

(1
t
lnTrΠ(t)

)
> 2 lim

t→+∞

(1
t
ln ‖etA‖F

)
= 2σ(A),

which proves the first inequality in (4.25). The second inequality in (4.25) is similar
to (4.24) and follows from the second equality in (4.28) and the invariance of the set
H+

n ⊂ Hn under the operator Λ. �

By combining (4.25) with (4.10), (4.18), it follows that the Lyapunov exponent
for the root mean square value of the exponential (3.27) satisfies

σ(A) 6 lim sup
t→+∞


 1

t− s ln

√√√√
n∑

j,k=1

E(Ejk(t, s)2)




=
1

2
lim sup
t→+∞

(1
t
lnTrΠ(t)

)
6

1

2
σ(Λ|Hn

).(4.29)

Therefore, the condition σ(Λ|Hn
) < 0 (which is stronger than the Hurwitz property of

A) is sufficient for an exponential decay in the two-point CCRs in terms of the second
moments. The spectrum of the operator Λ in (4.11), including that of Λ|Hn

, can be
computed by using its vectorised representation

(4.30) vec(Λ(Z)) = (A⊕A+Ψ)~Z, Z ∈ C
n×n.
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Here, A ⊕ A := In ⊗ A + A ⊗ In is the Kronecker sum of the matrix A with itself,
which represents the operator Φ in (4.12), and Ψ ∈ Cn2×n2

is an auxiliary matrix
defined by

Ψ :=
[
Ψ1 . . . Ψn

]
, Ψk :=

[
Ψ1k . . . Ψnk

]
,

Ψjk := −4vec(ΘjM
TΩMΘk) ∈ C

n2

, j, k = 1, . . . , n,

in accordance with the structure of the operator U in (4.13), so that vec(U(Z)) =∑n
j,k=1 zjkΨjk. Since the vectorization is a linear bijection between the spaces Cn×n

and Cn2

, the spectrum of the operator Λ coincides with that of the matrix A⊕A+Ψ
in (4.30).

5. A comparison with the oscillatory modes of isolated system dynam-

ics. When A is Hurwitz, the exponentially fast decay (4.5) in the two-point CCRs
(and the related mean square bounds in (4.29)) is closely related to X(s) having a
fading effect on X(t), so that the forced response term in (3.26) becomes dominant
as t − s → +∞. This is qualitatively different from the isolated system dynamics in
the absence of coupling, when M = 0, N = 0 in (3.6) and the matrix A reduces to A0

in (3.11). The following theorem is concerned with the oscillatory behaviour of the
isolated system.

Theorem 5.1. Suppose the conditions of Theorem 3.1 are satisfied, and the ma-
trix α in (2.4) is positive definite:

(5.1) α ≻ 0.

Then for any energy vector E ∈ Rn, the spectrum of the matrix A0 in (3.11) is
contained by the imaginary axis iR (that is, each eigenvalue is either purely imaginary
or zero). �

Proof. By using (3.11) along with (2.6), (2.21), (2.24), it follows that the entries
of the matrix A0α are computed as

(5.2) (A0α)js =
n∑

k,ℓ=1

θjkℓEkαℓs, j, s = 1, . . . , n,

where E1, . . . , En are the entries of the energy vector E. Since the matrix α is sym-
metric in view of (2.3), (2.21), then (5.2) leads to

(αAT
0 )js = ((A0α)

T)js = (A0α)sj

=
n∑

k,ℓ=1

θskℓEkαℓj = −
n∑

k,ℓ=1

θksℓEkαjℓ,(5.3)

where the rightmost equality also uses the antisymmetry of the matrices Θ1, . . . ,Θn

in (2.24). A combination of (5.2) with (5.3) yields

(A0α+ αAT
0 )js =

n∑

k=1

(
Ek

n∑

ℓ=1

(θjkℓαℓs − θksℓαjℓ)
)
= 0, j, s = 1, . . . , n,

where the innermost sum vanishes in view of (2.25), and hence, for any E ∈ Rn, the
matrix A0 satisfies

(5.4) A0α+ αAT
0 = 0.
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Now, if the matrix α is positive definite, as assumed in (5.1), then (5.4) allows A0 to
be represented as

(5.5) A0 = αΥ =
√
α
√
αΥ
√
αα−1/2, Υ = −ΥT ∈ R

n×n.

Therefore, A0 is isospectral to (as the result of a similarity transformation of) the real
antisymmetric matrix

√
αΥ
√
α whose eigenvalues are imaginary (belong to iR) and

symmetric about the origin [13]. At least one of these eigenvalues is zero if and only
if detΥ = 0 (which holds with necessity for odd dimensions n, including the case of
the Pauli matrices (2.26)). �

Under the assumptions of Theorem 5.1 (which are satisfied, in particular, for the
Pauli matrices), the spectrum of the matrix A0 can be represented as {iωk : k =
1, . . . , n}. Here, the eigenfrequencies ω1, . . . , ωn ∈ R form a set, which is symmetric
about 0, and pertain to the oscillatory (or static if ωk = 0) behavior of the solutions of
the ODE (3.12) for the isolated quantum system. Assuming (5.1) for what follows, the
relation (5.5) implies that ω1, . . . , ωn coincide with the eigenvalues of the Hermitian
matrix

(5.6) − i
√
αΥ
√
α = V ℧V ∗ ∈ Hn.

Here,

(5.7) ℧ := diag16k6n(ωk),

and

(5.8) V :=
[
v1 . . . vn

]
∈ C

n×n

is a unitary matrix whose columns v1, . . . , vn ∈ Cn are the corresponding eigenvectors
which satisfy

(5.9) − i
√
αΥ
√
αvk = ωkvk

along with

(5.10) ωj = −ωk =⇒ vj = vk, j, k = 1, . . . , n, j 6= k.

A combination of (5.5) with (5.6), (5.7) implies that the matrix A0 is diagonalisable
as

(5.11) A0 = iΣ℧Σ−1, Σ :=
√
αV,

where

(5.12) Σ−1 = V ∗α−1/2

due to the unitarity of the matrix (5.8). Therefore, the dynamic variables of the
isolated quantum system (3.12) are related by

X(t) = e(t−s)A0X(s), t > s > 0,

where the matrix exponential

eτA0 = Σeiτ℧Σ−1,
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associated with (5.11), is an oscillatory function of time τ (with a static component
in the presence of zero eigenfrequencies), and so also are the corresponding two-point
CCRs

[X(t), X(s)T] = eτA0 [X(s), X(s)T]

= 2iΣeiτ℧Σ−1(Θ ·X(s)), τ := t− s > 0.(5.13)

The matrix exponential
eiτ℧ = diag16k6n(e

iωkτ )

in (5.13) represents the isolated system dynamics in terms of auxiliary quantum vari-
ables

(5.14) ζk := v∗kα
−1/2X, k = 1, . . . , n,

which are not necessarily self-adjoint operators and, in accordance with (5.12), form
a vector

(5.15) ζ := (ζk)16k6n := Σ−1X

evolving as

(5.16) ζ̇ = i℧ζ.

The oscillatory part of this evolution can be decomposed into “planar rotations” with
angular rates ωk > 0 as

(5.17)

[
ξk
ηk

]�

= −ωkJ

[
ξk
ηk

]

(with the matrix J from (2.27)) for pairs ζj = ζ†k of those variables in (5.14), with
j 6= k, which correspond to the conjugate eigenvectors vj = vk in (5.9) associated with
the opposite eigenfrequencies in (5.10). Any such pair (ζj , ζk) enters (5.17) through

ξk := Reζk = (Revk)
Tα−1/2X,(5.18)

ηk := Imζk = −(Imvk)Tα−1/2X,(5.19)

which are self-adjoint quantum variables. The remaining quantum variables ζk in
(5.14), (5.15), with zero eigenfrequencies ωk = 0, are static in the sense that ζ̇k = 0
according to (5.16).

The largest period of nontrivial oscillatory modes in (5.17) (specified by positive
eigenfrequencies) is given by

(5.20) T := 2π
/
min{ωk : ωk > 0, k = 1, . . . , n}.

Since, under the condition (5.1), the matrix A0 is not Hurwitz, then, in view of (3.16),
the Hurwitz property of A in (3.8) can only come from nonzero coupling parameters
M , N .

If the matrix A is Hurwitz, then the quantum decoherence of the system in the
invariant state can be measured by a “typical” time constant of decay in the averaged
two-point CCR matrix (4.4):

(5.21) τ∗ := inf
{
τ > 0 : ‖eτA(Θ · µ∗)‖F 6

1

e
‖Θ · µ∗‖F

}
.
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A different norm can also be employed instead of the Frobenius norm ‖ ·‖ which takes
the form ‖Θ · µ∗‖F =

√
−Tr((Θ · µ∗)2) in application to the antisymmetric matrix

Θ·µ∗ which results from averaging the one-point CCRs (2.22) over the invariant state:
E[X,XT] = 2iΘ · µ∗.

The decoherence time (5.21) admits an upper bound involving algebraic Lyapunov
inequalities as follows. For any

(5.22) 0 < λ < −σ(A),

with σ(A) given by (3.25), there exists a positive definite matrix G = GT ∈ Rn×n

satisfying

(5.23) AG+GAT ≺ −2λG.

Since the second inequality in (5.22) implies the Hurwitz property for A + λIn, any
such matrix G can be represented as the solution

(5.24) G =

∫

R+

e2λtetAKetA
T

dt

of the algebraic Lyapunov equation

(A+ λIn)G+G(A+ λIn)
T +K = 0

with an arbitrary positive definite matrix K = KT ∈ Rn×n. From (5.23), it follows
that the matrix

Eτ := G−1/2eτA
√
G

is a contraction in the sense that its operator matrix norm satisfies ‖Eτ‖ 6 e−λτ , or
equivalently,

(5.25) ET
τ Eτ 4 e−2λτ In, τ > 0

(a similar argument is used, for example, in [29, Proof of Theorem 6 on p. 122]). In
combination with

eτA =
√
GEτG

−1/2,

the inequality (5.25) leads to

‖eτA(Θ · µ∗)‖2F = ‖
√
GEτG

−1/2(Θ · µ∗)‖2F
= Tr((G−1/2(Θ · µ∗))

TET
τ GEτG

−1/2(Θ · µ∗))

6 λmax(G)Tr((G
−1/2(Θ · µ∗))

TET
τ EτG

−1/2(Θ · µ∗))

6 ‖G‖‖Eτ‖2Tr((G−1/2(Θ · µ∗))
TG−1/2(Θ · µ∗))

6 e−2λτ‖G‖‖G−1/2(Θ · µ∗)‖2F,(5.26)

where λmax(·) is the largest eigenvalue of a matrix with a real spectrum. Therefore,
(5.26) yields

‖eτA(Θ · µ∗)‖F 6 e−λτ
√
‖G‖‖G−1/2(Θ · µ∗)‖F,

so that the decoherence time (5.21) admits an upper bound

(5.27) τ∗ 6
1

λ

(
1 + ln

( 1

‖(Θ · µ∗)‖F
√
‖G‖‖G−1/2(Θ · µ∗)‖F

))
.
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In view of the parameterisation (5.24) for the matrix G, the bound (5.27) can be
tightened by minimising its right-hand side over the pairs (λ,K) such that λ satisfies
(5.22) and K ≻ 0 is normalised, for example, as TrK = 1. The normalisation does not
affect the resulting minimum value since the map K 7→ G is linear and the quantity√
‖G‖‖G−1/2(Θ·µ∗)‖F in (5.27) is invariant under the scaling transformationG 7→ sG

for any s > 0.

6. Asymptotic decoherence estimates in a weak-coupling formulation.

With the decoherence part Ã of the matrix (3.8) in (3.16) depending quadratically on
the coupling parametersM , N , this homogeneity can be exploited in a weak-coupling
formulation

(6.1) Mǫ := ǫM, Nǫ := ǫN.

Here, ǫ > 0 is a small scaling factor which quantifies the coupling strength, whereas
M ∈ R

m×n, N ∈ R
m specify the coupling “shape” in (3.6). The matrices (3.8), (3.10),

(3.16) acquire dependence on ǫ as

(6.2) Aǫ := A0+ Ãǫ, Ãǫ = ǫ2A, Bǫ(X) := ǫB(X), B(X) := 2(Θ ·X)MT,

where the matrix A0 is given by (3.11), and

(6.3) A = 2Θ ⋄ (MTJN) + 2

n∑

ℓ=1

ΘℓM
T(Mθℓ•• + JMReβℓ••).

The following theorem is concerned with the asymptotic behaviour of the spectrum
of the matrix Aǫ.

Theorem 6.1. In addition to the assumptions of Theorem 5.1, suppose the eigen-
frequencies of the matrix A0 from (3.11) in (5.5)–(5.11) are pairwise different:

(6.4) ωj 6= ωk, j, k = 1, . . . , n, j 6= k.

Then for all sufficiently small values of ǫ, the eigenvalues λ1(ǫ), . . . , λn(ǫ) of the ma-
trix Aǫ in (6.2) are also pairwise different and, being appropriately numbered, behave
asymptotically as

(6.5) λk(ǫ) = iωk + ǫ2νk + o(ǫ2), as ǫ→ 0 + .

Here,

(6.6) νk := v∗kα
−1/2

A
√
αvk, k = 1, . . . , n,

are complex-valued quantities involving the orthonormal eigenvectors vk from (5.9)
and the matrices α, A in (2.4), (6.3). �

Proof. The property that the eigenvalues λ1(ǫ), . . . , λn(ǫ) of Aǫ in (6.2) are pair-
wise different for all sufficiently small ǫ (that is, ǫ ∈ [0, δ) for some δ > 0) follows from
(6.4) and the Gershgorin circle theorem [10, 13]. This also allows them to be num-
bered in such a way that each eigenvalue λk(ǫ) inherits the infinite differentiability
from Aǫ over ǫ ∈ [0, δ). In view of the similarity transformation in (5.11), the matrix
Aǫ is isospectral to

Σ−1AǫΣ = Σ−1A0Σ+ ǫ2Σ−1
AΣ

= i℧+ ǫ2V ∗α−1/2
A
√
αV,(6.7)
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where use is made of (5.12). Since the matrix ℧ in (5.7) is diagonal with pairwise
different diagonal entries ωk, then, by the spectrum perturbation results (see, for
example, [17] and references therein) applied to (6.7), the diagonal entries (6.6) of the
matrix V ∗α−1/2

A
√
αV specify the coefficients of the linear terms in the asymptotic

expansions of λk(ǫ) over the powers of ǫ2 in (6.5). �

The following theorem is a corollary of Theorem 6.1 and provides stability con-
ditions for the weakly coupled system.

Theorem 6.2. Suppose the assumptions of Theorem 6.1 are satisfied. Then the
fulfillment of the inequalities

(6.8) Reνk < 0, k = 1, . . . , n,

is sufficient (and in nonstrict form, necessary) for the matrix Aǫ in (6.2) to be Hurwitz
for all ǫ > 0 small enough. �

Proof. It follows from (6.5) that

(6.9) Reλk(ǫ) = ǫ2Reνk + o(ǫ2), as ǫ→ 0 + .

Hence, the fulfillment of (6.8) is sufficient for Aǫ to be Hurwitz for all ǫ > 0 small
enough, while the nonstrict inequalities

Reνk = lim
ǫ→0

Reλk(ǫ)

ǫ2
6 0, k = 1, . . . , n,

provide a necessary condition for the Hurwitz property. �

The quantities ν1, . . . , νn in (6.6) are symmetric about the real axis in the complex
plane. Indeed,

(6.10) νk = (vk)
∗α−1/2

A
√
αvk, k = 1, . . . , n,

due to the matrix α−1/2
A
√
α being real. Therefore, since the eigenvectors from (5.9)

with opposite eigenfrequencies are related by the complex conjugation in (5.10), then
(6.10) leads to

ωj = −ωk =⇒ νj = νk =⇒ Reνj = Reνk, j, k = 1, . . . , n, j 6= k.

Due to this symmetry, the number of independent stability conditions in (6.8) is
essentially twice smaller (up to a zero eigenfrequency which is necessarily present for
odd dimensions n). Also note that

(6.11) Reνk = v∗kS(α
−1/2

A
√
α)vk, k = 1, . . . , n,

in view of (6.6), depend on the matrix α−1/2
A
√
α only through its symmetric part

S(α−1/2
A
√
α) =

1

2
(α−1/2

A
√
α+
√
αATα−1/2),

where S(K) := 1
2 (K +KT) is the symmetrizer of square matrices. Under the condi-

tions of Theorem 6.2, it follows from (6.9) that the Lyapunov exponent (3.25) satisfies

(6.12) σ(Aǫ) = ǫ2 max
16k6n

Reνk + o(ǫ2), as ǫ→ 0 + .
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The leading term ǫ2 max16k6n Reνk in (6.12), taken with the opposite sign in view of
(6.8), provides an asymptotically accurate approximation for the right-hand side of
(5.22) and also an estimate

(6.13) τ̂ :=
ǫ−2

max16k6n |Reνk|

for a decay time, which is different from yet related to (5.21). The decoherence time
estimate (6.13) allows the coupling strength ǫ to be chosen so as to enable all the
isolated oscillatory modes in (5.17)–(5.19) to manifest themselves in a large number
of cycles before the decay sets in. This requirement takes the form τ̂ ≫ T in terms of
the period (5.20) and leads to

(6.14) ǫ≪
√

min{ωk : ωk > 0, k = 1, . . . , n}
2πmin16k6n |Reνk|

=: ǫ̂

as an asymptotic threshold on the coupling strength for the system to preserve the
quantum dynamic features of its isolated counterpart. Since

(6.15) ǫ̂ > 1
/√

2πmax{|Reνk|/ωk : ωk > 0, k = 1, . . . , n} =: ǫ̃,

in view of

min
16k6n

|Reνk| 6min{ωk : ωk > 0, k = 1, . . . , n}

×max{|Reνk|/ωk : ωk > 0, k = 1, . . . , n},

the right-hand side of (6.15) provides a more stringent threshold on ǫ. For example,
in the case of three system variables n = 3 (such as the Pauli matrices (2.26)), with
the eigenfrequencies ω1 = −ω2 > 0 and ω3 = 0, both thresholds in (6.14), (6.15) are
the same and reduce to

(6.16) ǫ≪
√

ω1

2π|Reν1|
.

These asymptotic estimates will be complemented by closed-form expressions in the
three-dimensional case in Section 8.

7. Weak-coupling limit of the invariant state. While low decoherence is
important for isolating the quantum system from the environment, it conflicts with ac-
celerating the convergence to the invariant state through enhanced dissipation, which
underlies the procedure of quantum state generation mentioned in Section 3. The
system-field coupling influences not only the convergence rate (6.12), but also the
invariant state itself whose moments (3.23) are completely specified by the steady-
state mean vector (3.22). We will therefore discuss the asymptotic behaviour of the
invariant mean vector

(7.1) µǫ := −A−1
ǫ bǫ

as ǫ → 0+ in the weak-coupling framework (6.1). Here, the matrix Aǫ is given by
(6.2), and the vector b in (3.9) also acquires dependence on the coupling strength ǫ as

(7.2) bǫ := ǫ2b, b := 2

n∑

ℓ=1

ΘℓM
TJMα•ℓ.
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If the isolated dynamics matrix A0 in (3.11) is nonsingular (so that n is even), then
a combination of (6.2) with (7.2) leads to limǫ→0+ µǫ = 0 for (7.1) along with the
asymptotic relation

µǫ ∼ −ǫ2A−1
0 b→ 0, as ǫ→ 0 + .

In the odd-dimensional case, the asymptotic behaviour of (7.1) is qualitatively differ-
ent.

Theorem 7.1. Suppose the assumptions of Theorems 6.1, 6.2 are satisfied. Also,
suppose the dimension n is odd and one of the eigenfrequencies in (5.7) for the matrix
A0 in (3.11) is zero:

(7.3) ωk0
= 0

for some k0 = 1, . . . , n. Then the invariant mean vector µǫ of the system variables in
(7.1) has the limit

(7.4) lim
ǫ→0+

µǫ = −
1

νk0

√
αvk0

vTk0
α−1/2

b,

computed in terms of the structure matrix α, the eigendata from (5.5)–(5.11), the
vector b from (6.2) and the quantities νk in (6.6). �

Proof. Under the conditions of Theorems 6.1, 6.2, there exists a δ > 0 such that
for all ǫ ∈ [0, δ), the matrix Aǫ has pairwise different eigenvalues λ1(ǫ), . . . , λn(ǫ) in
(6.5) and is diagonalisable as

(7.5) Σ−1
ǫ AǫΣǫ = diag16k6n(λk(ǫ)) =: Λǫ

through a nonsingular matrix Σǫ ∈ Cn×n whose columns are the corresponding eigen-
vectors. The matrix Σǫ is determined up to a nonsingular diagonal right factor and
can be chosen so as to inherit from Aǫ the infinite differentiability over ǫ ∈ [0, δ) and
to satisfy

(7.6) Σ0 = lim
ǫ→0+

Σǫ = Σ,

where Σ is the matrix from (5.11). Due to (7.3), the k0th eigenvalue of the matrix Aǫ

in (6.5) satisfies
λk0

(ǫ) = ǫ2νk0
+ o(ǫ2), as ǫ→ 0+,

while the other eigenvalues have nonzero limits

lim
ǫ→0+

λk(ǫ) = iωk 6= 0, k = 1, . . . , n, k 6= k0,

and hence,

(7.7) ǫ2Λ−1
ǫ = diag16k6n(ǫ

2/λk(ǫ))→ diag16k6n(δk0k/νk0
), as ǫ→ 0 + .

A combination of A−1
ǫ = ΣǫΛ

−1
ǫ Σ−1

ǫ from (7.5) with (7.2), (7.6), (7.7) leads to the
following convergence for (7.1):

µǫ = −ǫ2ΣǫΛ
−1
ǫ Σ−1

ǫ b

→ −Σdiag16k6n(δk0k/νk0
)Σ−1

b

= −
√
αV diag16k6n(δk0k/νk0

)V ∗α−1/2
b

= − 1

νk0

√
αvk0

v∗k0
α−1/2

b, as ǫ→ 0+,(7.8)
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where the structure of the matrices Σ, Σ−1 in (5.11), (5.12) is also used. It now
remains to note that the eigenvector vk0

of the matrix A0, associated with the zero
eigenfrequency (7.3), is real and hence, so also is the quantity νk0

in (6.6), whereby
(7.8) establishes (7.4). �

The limit (7.4) depends on the coupling shape parameters M, N only through
the matrix A in (6.3), which enters the quantity νk0

in (6.6), and the vector b in
(7.2). Furthermore, this limit is invariant under the scaling transformation (M,N) 7→
(sM, sN) for any s ∈ R \ {0}.

8. The case of Pauli matrices as initial system variables. Suppose the
quantum system has n = 3 dynamic variables organised initially as the Pauli matrices
(2.26) on the Hilbert space H0 := C2:

(8.1) Xk(0) = σk, k = 1, 2, 3.

Substitution of the structure constants from (2.28), (2.29) into (3.11), (3.16) yields
the matrix

(8.2) A0 = 2




0 −E3 E2

E3 0 −E1

−E2 E1 0


 ,

which is the infinitesimal generator of rotations about the vector E := (Ek)16k63 ∈ R3

with the angular rate

(8.3) ω1 = 2|E|

(the trivial case of E = 0 is excluded from consideration), and the matrix

(8.4) Ã = 2Θ ⋄ (MTJN)− 2Γ, Γ := −
3∑

ℓ=1

ΘℓM
TMΘℓ < 0,

where M ∈ Rm×3, N ∈ Rm are the system-field coupling parameters from (3.6). In
(8.2), use is made of (2.30), and (8.4) employs the invariance ǫjkℓ = ǫkℓj = ǫℓjk of
the Levi-Civita symbol under cyclic permutations of its indices, whereby the sections
(2.29) of the CCR array Θ satisfy Θℓ = θℓ•• for all ℓ = 1, 2, 3. The matrix A0 in (8.2)
and the first term 2Θ ⋄ (MTJN) in (8.4) are antisymmetric, while the matrix Γ in
(8.4) is symmetric, so that (3.8) satisfies

(8.5) A+AT = A0 +AT
0 + Ã+ ÃT = −4Γ.

As established in [30, Eq. (6.4)] using the special structure of (2.29), the matrix Γ in
(8.4) admits the representation

Γ = ‖M‖2FI3 −MTM,

which also implies that Γ ≻ 0 (thus ensuring that A is Hurwitz in view of (8.5))
whenever its rank satisfies

rankM > 2.

However, this rank condition is sufficient, but not necessary for the stability of the
quantum system with the Pauli matrices (8.1). Since α = I3 for the Pauli matrices,
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then Υ = A0 in (5.5) and the unitary matrix V ∈ C3×3 in (5.6) consists of the
orthonormal eigenvectors of the matrix (8.2):

(8.6) V =
[
v1 v2 v3

]
, v1,2 :=

1√
2
(u1 ± iu2), v3 :=

1

|E|E.

Here, u1, u2 ∈ R3 form an orthonormal basis in the plane E⊥, orthogonal to the
energy vector E, so that v1 and v2 = v1 are the eigenvectors of A0 which correspond
to the nonzero eigenfrequencies ω1 and ω2 = −ω1 in (8.3):

A0v1,2 = ±iω1v1,2,

or, equivalently,
A0

[
u1 u2

]
= ω1

[
u1 u2

]
J,

with J given by (2.27). Also, v3 in (8.6) is a unit vector in R3 associated with the
zero eigenfrequency ω3 = 0 of the matrix (8.2), so that

A0v3 = 0.

Accordingly,
[
u1 u2 v3

]
∈ R3×3 is an orthogonal matrix which block-diagonalises

the matrix A0. Now, in the weak-coupling formulation (6.1), the quantities (6.6) take
the form

(8.7) νk := v∗kAvk, k = 1, 2, 3,

where

(8.8) A = 2Θ ⋄ (MTJN)− 2Γ, Γ := −
3∑

ℓ=1

ΘℓM
T
MΘℓ,

are expressed in terms of the coupling shape parameters M ∈ Rm×3, N ∈ Rm in
accordance with (8.4). Therefore, in view of (6.11), the real parts of (8.7) depend
on the matrix A only through its symmetric part S(A) = −2Γ in (8.8) (with the
antisymmetric part 2Θ ⋄ (MTJN) being irrelevant):

(8.9) Reν1 = Reν2 = −2(‖u1‖2Γ + ‖u2‖2Γ), Reν3 = −2‖v3‖2Γ.

The closed-form expressions (8.3), (8.9) can be used in the system-field coupling
strength threshold (6.16).

9. Interconnected systems with direct energy coupling. We will now ap-
ply the results of the previous sections to a decoherence control setting for an intercon-
nection of two quantum systems (interpreted, for example, as a plant and a controller).

These systems are endowed with initial spaces H
(s)
0 and vectors X(s) := (X

(s)
k )16k6ns

of time-varying self-adjoint dynamic variables X
(s)
k with an algebraic structure as in

(2.1) along with the conditions (2.3), (2.21):

(9.1) Ξ
(s)
jk := X

(s)
j X

(s)
k = α

(s)
jk +

ns∑

ℓ=1

β
(s)
jkℓX

(s)
ℓ , j, k = 1, . . . , ns, s = 1, 2,

so that, similarly to (2.4),

(9.2) Ξ(s) := (Ξ
(s)
jk )16j,k6ns

= X(s)X(s)T = α(s) + β(s) ·X(s).
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Here, α(s) := (α
(s)
jk )16j,k6ns

is a real symmetric matrix, and β(s) := (β
(s)
jkℓ)16j,k,ℓ6ns

is a complex array with Hermitian sections

(9.3) β
(s)
ℓ := β

(s)
••ℓ := (β

(s)
jkℓ)16j,k6ns

∈ Hns
, ℓ = 1, . . . , ns, s = 1, 2.

In accordance with (2.23), (2.24), the individual CCR coefficients

(9.4) θ
(s)
jkℓ := Imβ

(s)
jkℓ = −θ

(s)
kjℓ

form arrays Θ(s) := (θ
(s)
jkℓ)16j,k,ℓ6ns

with sections Θ
(s)
ℓ := (θ

(s)
jkℓ)16j,k6ns

(which are

real antisymmetric matrices). As operators on different spaces H
(s)
0 , the initial vari-

ables of the two systems commute, and this cross-commutativity is preserved by their
subsequent evolution, so that

(9.5) [X(1), X(2)T] := ([X
(1)
j , X

(2)
k ])16j6n1,16k6n2

= 0

holds at any time t > 0. Hence, the self-adjointness of the constituent system variables
is inherited by their pairwise products

(9.6) Ξ
(12)
jk := X

(1)
j X

(2)
k = X

(2)
k X

(1)
j =: Ξ

(21)
kj ,

which form the matrices

Ξ(12) := (Ξ
(12)
jk )16j6n1,16k6n2

= X(1)X(2)T,(9.7)

Ξ(21) := (Ξ
(21)
jk )16j6n2,16k6n1

= X(2)X(1)T = Ξ(12)T,(9.8)

with the cross-commutativity (9.5) being essential for (9.6) and the rightmost equality
in (9.8). The vectorisation of these matrices leads to the following Kronecker products:

(9.9) ~Ξ(12) = X(2) ⊗X(1) = PX(12), X(12) := X(1) ⊗X(2) = ~Ξ(21),

which are related by a permutation matrix P of order n1n2, defined uniquely by the
condition that ~K = Pvec(KT) for any (n1×n2)-matrix K. The matrix P is involutory
(P2 = In1n2

), and

(9.10) v ⊗ u = vec(uvT) = Pvec(vuT) = P(u ⊗ v), u ∈ R
n1 , v ∈ R

n2 ,

which extends to any vectors u, v of n1 and n2 quantum variables, respectively,
satisfying [u, vT] = 0, with the second equality in (9.9) being a particular case of
(9.10). In what follows, we will use the augmented set

(9.11) {X(1)
j , X

(2)
k , Ξ

(12)
jk : j = 1, . . . , n1, k = 1, . . . , n2},

of

(9.12) n := n1 + n2 + n1n2 = (n1 + 1)(n2 + 1)− 1

quantum variables (which are all self-adjoint) and assemble them into a vector as

(9.13) X :=



X(1)

X(2)

X(12)


 ,

with X(12) given by (9.9); cf. [6, Example 2]. Note that X consists of the component
system variables and their pairwise products (9.6).
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Lemma 9.1. For the self-adjoint constituent system variables with the algebraic
and commutation structure (9.1)–(9.5), the quantum variables in (9.11) also have an
algebraic structure in the sense that the vector X in (9.13) satisfies (2.4), where the
coefficients are computed in terms of the individual structure constants. In particular,

(9.14) α =



α(1) 0 0

0 α(2) 0
0 0 α(1) ⊗ α(2)


 .

�

Proof. In application to the vector X in (9.13), the matrix Ξ, defined by the first
two equalities in (2.4), takes the form

(9.15) Ξ := XXT =




Ξ(1) Ξ(12) X(1)X(12)T

Ξ(21) Ξ(2) X(2)X(12)T

X(12)X(1)T X(12)X(2)T X(12)X(12)T


 .

In view of (9.2), the matrix Ξ(s) is an affine function of X(s) for each s = 1, 2. The
matrix Ξ(12) in (9.7) consists of the entries (9.6) of the vector X(12) from (9.9), and
hence, is a linear function of X(12). A linear dependence on X(12) is inherited from
Ξ(12) by the matrix Ξ(21) in (9.8). We will now prove that the other five blocks of
the matrix Ξ in (9.15) are also affine functions of X , which, due to (2.8), reduces to
establishing an affine dependence on X for the remaining upper off-diagonal blocks
X(1)X(12)T, X(2)X(12)T and the diagonal block X(12)X(12)T. To this end, note that
the matrix

X(1)X(12)T = X(1)(X(1)T ⊗X(2)T)

= Ξ(1) ⊗X(2)T

= (α(1) + β(1) ·X(1))⊗X(2)T

= α(1) ⊗X(2)T +

n1∑

ℓ=1

β
(1)
ℓ ⊗ (X

(1)
ℓ X(2)T)(9.16)

is a linear function of X(2), X(12), where (9.2) is used. In a similar fashion, a combi-
nation of (9.9) with (9.2) leads to

X(2)X(12)T = X(2)(X(2)T ⊗X(1)T)PT

= (Ξ(2) ⊗X(1)T)PT

= ((α(2) + β(2) ·X(2))⊗X(1)T)PT

=
(
α(2) ⊗X(1)T +

n2∑

ℓ=1

β
(2)
ℓ ⊗ (X

(2)
ℓ X(1)T)

)
P
T,(9.17)

which is a linear function of X(1), X(12). By using the cross-commutativity (9.5)
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together with (9.2), it follows that

X(12)X(12)T =(X(1) ⊗X(2))(X(1)T ⊗X(2)T)

=Ξ(1) ⊗ Ξ(2)

=(α(1) + β(1) ·X(1))⊗ (α(2) + β(2) ·X(2))

=α(1) ⊗ α(2)

+

n1∑

j=1

(β
(1)
j ⊗ α(2))X

(1)
j +

n2∑

k=1

(α(1) ⊗ β(2)
k )X

(2)
k

+

n1∑

j=1

n2∑

k=1

(β
(1)
j ⊗ β(2)

k )Ξ
(12)
jk(9.18)

is an affine function of X from (9.13). The relations (9.16)–(9.18) complete the verifi-
cation of the property that the matrix Ξ in (9.15) is an affine function of X , which can
therefore be represented by the right-hand side of (2.4). Since the off-diagonal blocks
of Ξ are linear functions of X , then only its diagonal blocks Ξ(1), Ξ(2), X(12)X(12)T

contribute to the constant term α in (2.4), which takes the form of (9.14) and is a
real symmetric matrix (inheriting these properties from α(1), α(2)). �

Complementing (9.14) of Lemma 9.1, the other structure constants for the vector
X in (9.13), which form the array β in (2.4), can be recovered from the representations
(9.2), (9.16)–(9.18) for the blocks of the matrix Ξ in (9.15). For example, (9.18)
allows the corresponding diagonal blocks of the sections βℓ to be identified with the

Hermitian matrices β
(1)
j ⊗ α(2), α(1) ⊗ β(2)

k , β
(1)
j ⊗ β(2)

k involving the sections (9.3).

Their imaginary parts are real antisymmetric matrices Θ
(1)
j ⊗α(2), α(1)⊗Θ

(2)
k , Θ

(1)
j ⊗

Reβ
(2)
k +Reβ

(1)
j ⊗Θ

(2)
k , which use (9.4) and specify the CCR coefficients for X(12) as

[X(12), X(12)T] =2i
( n1∑

j=1

(Θ
(1)
j ⊗ α(2))X

(1)
j +

n2∑

k=1

(α(1) ⊗Θ
(2)
k )X

(2)
k

+

n1∑

j=1

n2∑

k=1

(Θ
(1)
j ⊗ Reβ

(2)
k +Reβ

(1)
j ⊗Θ

(2)
k )Ξ

(12)
jk

)
.(9.19)

Now, the two systems under consideration are directly coupled through the total
Hamiltonian

(9.20) H = H1 +H2 +H12,

which is the sum of the individual Hamiltonians

(9.21) Hs := E(s)TX(s) =

ns∑

k=1

E
(s)
k X

(s)
k , s = 1, 2,

of the systems with the energy vectors E(s) := (E
(s)
k )16k6ns

∈ Rns and the interaction
Hamiltonian

(9.22) H12 :=

n1∑

j=1

n2∑

k=1

E
(12)
jk Ξ

(12)
jk = X(1)TE(12)X(2) = ~E(21)TX(12)
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parameterised by a matrix E(12) := (E
(12)
jk )16j6n1,16k6n2

∈ Rn1×n2 . Here, ~E(21) ∈
Rn1n2 is the vectorisation of the matrix E(21) := E(12)T ∈ Rn2×n1 , and use is made of
X(12) from (9.9). Therefore, the Hamiltonian H , defined by (9.20)–(9.22), is a linear
function of X from (9.13), which can be described by the first equality in (3.6) with
an augmented energy vector E:

(9.23) H = ETX, E :=



E(1)

E(2)

~E(21)


 ∈ R

n.

In addition to the direct energy coupling, the systems interact with external
bosonic fields modelled by multichannel quantum Wiener processes W (s) of even di-
mensions ms on symmetric Fock spaces Fs, s = 1, 2; see Fig. 1. These processes form

plant controller✲ ✛✲✛W (1) W (2)

Fig. 1. An interconnection of two quantum systems (a plant and a controller), which have
external input quantum Wiener processes W (1), W (2) and interact with each other through a direct
energy coupling shown as a double arrow.

an augmented quantum Wiener processW := (W (s))s=1,2 of dimensionm := m1+m2

on the composite Fock space F := F1 ⊗ F2 and, similarly to (3.1), have the Ito tables

(9.24) dW (s)dW (s)T = Ωsdt, dWdWT = Ωdt, s = 1, 2,

with the quantum Ito matrices Ωs, Ω given by

Ωs := Ims
+ iJs, Js := J⊗ Ims/2,

Ω := blockdiag
s=1,2

(Ωs) = Im + iJ, J := blockdiag
s=1,2

(Js).(9.25)

The fully quantum system interconnection in Fig. 1, driven by the external fields,
is endowed with the system-field space H := H0 ⊗ F, where H0 := H1 ⊗ H2 is the

initial space of the composite system. It is assumed that the operators L
(s)
1 , . . . , L

(s)
ms

of coupling of the sth constituent system to the corresponding input field W (s) are
not affected by the direct coupling between the systems and, similarly to the second
equality in (3.6), are affine functions of the dynamic variables of the sth system:

(9.26) L(s) := (L
(s)
k )16k6ms

=M (s)X(s) +N (s), s = 1, 2,

where M (s) ∈ Rms×ns , N (s) ∈ Rms . Accordingly, the vector of m operators of
coupling of the composite system to the augmented quantum Wiener process W is
related to (9.13) by

(9.27) L :=

[
L(1)

L(2)

]
=MX +N, M :=

[
M (1) 0 0

0 M (2) 0

]
, N :=

[
N (1)

N (2)

]
.
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The relations (9.23), (9.26), (9.27) specify the energetics of the quantum system in-
terconnection and its interaction with the external fields in Fig. 1. Together with
the algebraic and commutatation structure of the system and input field variables in
(9.1)–(9.5), (9.24), (9.25), these relations make Theorem 3.1 applicable to the com-
posite system, thus leading to a set of quasilinear QSDEs provided below. In the
absence of direct coupling between the constituent systems, Theorem 3.1 would also
apply to each of them, resulting in a quasilinear QSDE of type (3.7) with the fol-
lowing matrix A(s) ∈ Rns×ns , vector b(s) ∈ Rns and (ns ×ms)-matrix B(s)(X(s)) of
self-adjoint operators (depending linearly on X(s)):

A(s) :=2Θ(s) ⋄ (E(s) +M (s)TJsN
(s))

+ 2

ns∑

ℓ=1

Θ
(s)
ℓ M (s)T(M (s)θ

(s)
ℓ•• + JsM

(s)Reβ
(s)
ℓ••),(9.28)

b(s) :=2

ns∑

ℓ=1

Θ
(s)
ℓ M (s)TJsM

(s)α
(s)
•ℓ ,(9.29)

B(s)(X(s)) :=2(Θ(s) ·X(s))M (s)T, s = 1, 2,(9.30)

which are obtained by applying (3.8)–(3.10) to the uncoupled systems. We will also
use auxiliary matrices

F1 := 2
[
Θ

(1)
1 E(12) . . . Θ

(1)
n1 E

(12)
]
= 2∆1(In1

⊗ E(12)),(9.31)

F2 := 2
[
Θ

(2)
1 E(21) . . . Θ

(2)
n2
E(21)

]
P = 2∆2(In2

⊗ E(21))P,(9.32)

where the matrices

(9.33) ∆s :=
[
Θ

(s)
1 . . . Θ

(s)
ns

]
, s = 1, 2,

are formed from the sections of the CCR arrays Θ(s) in (9.4), similarly to (4.17). Also,
use will be made of the matrices

G1 := 2
[
(Θ

(1)
1 ⊗ α(2)) ~E(21) . . . (Θ

(1)
n1
⊗ α(2)) ~E(21)

]
,(9.34)

G2 := 2
[
(α(1) ⊗Θ

(2)
1 ) ~E(21) . . . (α(1) ⊗Θ

(2)
n2 ) ~E

(21)
]
,(9.35)

G12 := 2
[
γ1 . . . γn1

]
, γj :=

[
γj1 . . . γjn2

]
, j = 1, . . . , n1,(9.36)

where the blocks γj ∈ Rn1n2×n2 of the matrix G12 consist of the following columns:

(9.37) γjk := (Θ
(1)
j ⊗ Reβ

(2)
k +Reβ

(1)
j ⊗Θ

(2)
k ) ~E(21), k = 1, . . . , n2,

which involve the sections (9.3) along with their real and imaginary parts and the
direct coupling matrix from (9.22).

Theorem 9.2. The direct energy coupling of the quantum systems with the al-
gebraic structure (9.1)–(9.5), the augmented system variables in (9.13), the external
quantum fields in (9.24), (9.25), the Hamiltonian (9.23) and the system-field coupling
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(9.26), (9.27), is governed by the QSDE (3.7), where

A =




A(1) 0 F1

0 A(2) F2

P(b(2) ⊗ In1
) +G1 b(1) ⊗ In2

+G2 A(1) ⊕A(2) +G12


 ,(9.38)

b =



b(1)

b(2)

0


 ,(9.39)

B(X) =



B(1)(X(1)) 0

0 B(2)(X(2))

B1(X
(12)) B2(X

(12))


 .(9.40)

Here, (9.28)–(9.30) are used along with the matrices from (9.31), (9.32), (9.34)–
(9.36). Also, Bs are linear maps acting on an (n1n2)-dimensional vector ξ and pro-
ducing (n1n2 ×ms)-matrices as

B1(ξ) := 2
[
(θ

(1)
•1• ⊗ In2

)ξ . . . (θ
(1)
•n1• ⊗ In2

)ξ
]
M (1)T,(9.41)

B2(ξ) := 2
[
(In1
⊗ θ(2)•1•)ξ . . . (In1

⊗ θ(2)•n2•)ξ
]
M (2)T,(9.42)

using the system-field coupling matrices and appropriate sections of the CCR arrays.
�

Proof. Since the quantum Ito matrix Ω in (9.25) is block-diagonal and the vector
L in (9.27) consists of the subvectors L(s), the decoherence superoperator D in (3.5)
can be decomposed into the sum

(9.43) D = D1 +D2

of the decoherence superoperators associated with the constituent systems and acting
as

(9.44) Ds(ξ) :=
1

2
([L(s)T, ξ]ΩsL

(s) + L(s)TΩs[ξ, L
(s)]), s = 1, 2.

A similar yet different decomposition holds for the generator G of the composite system
in (3.4):

(9.45) G = G1 + G2 + i[H12, ·],

where use is made of (9.20), (9.43), and

(9.46) Gs := i[Hs, ·] +Ds, s = 1, 2

are the individual generators. From the cross-commutativity (9.5) and the fact that
L(s) in (9.26) depends only on X(s), it follows that [X(3−s), L(s)T] = 0 for any s = 1, 2.
Hence, the individual decoherence superoperators in (9.44) satisfy Ds(X

(3−s)) = 0,
and so also do the generators in (9.46) since Hs in (9.21) depends only on X(s):

(9.47) Gs(X(3−s)) = i[Hs, X
(3−s)] +Ds(X

(3−s)) = 0, s = 1, 2.

By a similar reasoning,

(9.48) [X(1), LT] =
[
[X(1), L(1)T] 0

]
, [X(2), LT] =

[
0 [X(2), L(2)T]

]
.
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A combination of (9.45)–(9.48) with (3.3) and the fact that W consists of W (1), W (2)

as subvectors leads to the QSDEs

dX(s) = G(X(s))dt− i[X(s), LT]dW

= (Gs(X(s)) + i[H12, X
(s)])dt− i[X(s), L(s)T]dW (s)

= (A(s)X(s) + b(s) + i[H12, X
(s)])dt+B(s)(X(s))dW (s), s = 1, 2,(9.49)

where use is made of (9.28)–(9.30) which, by Theorem 3.1, specify the individual
generators and the dispersion matrices applied to the corresponding system variables:

Gs(X(s)) = A(s)X(s) + b(s), −i[X(s), L(s)T] = B(s)(X(s)).

The direct coupling between the systems enters the QSDEs (9.49) only through the
terms i[H12, X

(s)] which are computed as follows. A combination of (9.22), the anti-
symmetry and derivation properties of the commutator with the cross-commutativity
(9.5) yields

i[H12, X
(1)] = −i[X(1), H12]

= −i[X(1), X(1)T]E(12)X(2)

= 2(Θ(1) ·X(1))E(12)X(2)

= 2∆1(X
(1) ⊗ (E(12)X(2))) = F1X

(12),(9.50)

with X(12), F1 given by (9.9), (9.31), where use is also made of (2.22) (applied to the
first constituent system), the second equality from (2.7) and the sections of the CCR
array Θ(1) in (9.4) assembled into the matrix ∆1 in (9.33). In a similar fashion,

(9.51) i[H12, X
(2)] = 2∆2(In2

⊗ E(21))(X(2) ⊗X(1)) = F2X
(12),

where (9.9) is also used, and F2 is given by (9.32). Substitution of (9.50), (9.51) into
(9.49) leads to the QSDEs

(9.52) dX(s) = (A(s)X(s) + b(s) + FsX
(12))dt+B(s)(X(s))dW (s), s = 1, 2.

Their right-hand sides involve the vector X(12) from (9.9) which is a bilinear function
of X(1), X(2). Hence, a combination of (9.50)–(9.52) with the quantum Ito lemma
yields the QSDE

dX(12) = (dX(1))⊗X(2) +X(1) ⊗ dX(2) +

0︷ ︸︸ ︷
dX(1) ⊗ dX(2)

=((A(1)X(1) + b(1) + i[H12, X
(1)])dt+B(1)(X(1))dW (1))⊗X(2)

+X(1) ⊗ ((A(2)X(2) + b(2) + i[H12, X
(2)])dt+B(2)(X(2))dW (2))

=(P(b(2) ⊗ In1
)X(1) + (b(1) ⊗ In2

)X(2) + (A(1) ⊕A(2))X(12) + i[H12, X
(12)])dt

+ (B(1)(X(1))dW (1))⊗X(2) +X(1) ⊗ (B(2)(X(2))dW (2)),(9.53)

where use is made of the identity [H12, X
(1)]⊗X(2)+X(1)⊗[H12, X

(2)] = [H12, X
(12)].

Here, the Ito correction term vanishes:

dX(1) ⊗ dX(2) = (B(1)(X(1))⊗B(2)(X(2)))(dW (1) ⊗ dW (2)) = 0,
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since the future-pointing Ito increments dW (s) commute with adapted quantum pro-
cesses (taken at the same or an earlier moment of time), and dW (1)dW (2)T = 0 in
view of the block-diagonal structure of the quantum Ito matrix Ω in (9.24), (9.25).
By using (9.19), (9.22), it follows that

i[H12, X
(12)] =− i[X(12), H12]

=− i[X(12), X(12)T] ~E(21)

=2
( n1∑

j=1

(Θ
(1)
j ⊗ α(2))X

(1)
j +

n2∑

k=1

(α(1) ⊗Θ
(2)
k )X

(2)
k

+

n1∑

j=1

n2∑

k=1

(Θ
(1)
j ⊗ Reβ

(2)
k +Reβ

(1)
j ⊗Θ

(2)
k )Ξ

(12)
jk

)
~E(21)

=G1X
(1) +G2X

(2) +G12X
(12).(9.54)

where the matrices Gs ∈ Rn1n2×ns , G12 ∈ Rn1n2×n1n2 are given by (9.34)–(9.37).
Also, by using the linear dependence of the matrix B(s)(X(s)) in (9.30) on X(s), the
diffusion terms in (9.53) can be represented as

(B(1)(X(1))dW (1))⊗X(2) = 2((Θ(1) ·X(1))M (1)TdW (1))⊗X(2)

= 2((Θ(1) ·X(1))⊗X(2))M (1)TdW (1)

= 2

n1∑

ℓ=1

(Θ
(1)
ℓ ⊗ (X

(1)
ℓ X(2)))M (1)TdW (1)

= 2

n1∑

k,ℓ=1

(θ
(1)
•kℓ ⊗ (X

(1)
ℓ X(2)))(M (1)TdW (1))k

= 2

n1∑

k,ℓ=1

(θ
(1)
•kℓ ⊗ In2

)X
(1)
ℓ X(2)(M (1)TdW (1))k

= 2

n1∑

k=1

(θ
(1)
•k• ⊗ In2

)X(12)(M (1)TdW (1))k

= B1(X
(12))dW (1),(9.55)

X(1) ⊗ (B(2)(X(2))dW (2)) = 2X(1) ⊗ ((Θ(2) ·X(2))M (2)TdW (2))

= 2(X(1) ⊗ (Θ(2) ·X(2)))M (2)TdW (2)

= 2

n2∑

ℓ=1

(X(1) ⊗ (Θ
(2)
ℓ X

(2)
ℓ ))M (2)TdW (2)

= 2

n2∑

k=1

(X(1) ⊗ (θ
(2)
•k•X

(2)))(M (2)TdW (2))k

= 2

n2∑

k=1

(In1
⊗ θ(2)•k•)X

(12)(M (2)TdW (2))k

= B2(X
(12))dW (2),(9.56)

where Bs(X
(12)) is an (n1n2 ×ms)-matrix of self-adjoint operators which are linear

functions of X(12) given by (9.41), (9.42). By substituting (9.54)–(9.56) into (9.53),
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this QSDE takes the form

dX(12) =((P(b(2) ⊗ In1
) +G1)X

(1)

+ (b(1) ⊗ In2
+G2)X

(2)

+ (A(1) ⊕A(2) +G12)X
(12))dt

+

2∑

s=1

Bs(X
(12))dW (s).(9.57)

The QSDEs (9.52), (9.57) can now be assembled into the QSDE (3.7) for the vector
X in (9.13) with (9.38)–(9.40). �

We will now apply the weak-coupling framework of Sections 6, 7 to the system
interconnection described above. To this end, suppose the coupling of the constituent
systems to the external fields in (9.26), (9.27) involves a coupling strength parameter
ǫ > 0 as

(9.58) M (s)
ǫ := ǫM(s), N (s)

ǫ := ǫN(s), s = 1, 2,

where M
(s) ∈ R

ms×ns , N(s) ∈ R
ms specify the coupling shape, so that (6.1) holds for

the system interconnection with

(9.59) M :=

[
M

(1) 0 0
0 M

(2) 0

]
, N :=

[
N

(1)

N
(2)

]
.

The corresponding ǫ-dependent matrix Aǫ in (9.38) and the vector bǫ in (9.39) can be
represented as in (6.2), (7.2):

(9.60) Aǫ = A0 + ǫ2A, bǫ = ǫ2b,

where

(9.61) A =




A
(1) 0 0

0 A
(2) 0

P(b(2) ⊗ In1
) b

(1) ⊗ In2
A
(1) ⊕ A

(2)


 , b =



b
(1)

b
(2)

0


 .

Here,

A
(s) = 2Θ(s) ⋄ (M(s)TJsN

(s)) + 2

ns∑

ℓ=1

Θ
(s)
ℓ M

(s)T(M(s)θ
(s)
ℓ•• + JsM

(s)Reβ
(s)
ℓ••),(9.62)

b
(s) := 2

ns∑

ℓ=1

Θ
(s)
ℓ M

(s)TJsM
(s)α

(s)
•ℓ , s = 1, 2,(9.63)

are independent of the energy vectior E (which parameterises the direct coupling
through the Hamiltonian (9.23)) but depend on the system-field coupling shape pa-
rameters in (9.58), (9.59) and result from applying (6.3), (7.2) to the constituent
systems. The matrix

(9.64) A0 = 2Θ ⋄ E =



A

(1)
0 0 F1

0 A
(2)
0 F2

G1 G2 A
(1)
0 ⊕A

(2)
0 +G12
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in (9.60) is the limit value of A in (9.38) when ǫ = 0, where, in accordance with (3.11),

(9.65) A
(s)
0 = 2Θ(s) ⋄ E(s), s = 1, 2,

and Θ(1), Θ(2), Θ are the CCR arrays for the constituent systems and their intercon-
nection. This limiting case corresponds to the absence of the system-field coupling,
when the systems in Fig. 1 are isolated from the external fields but are directly coupled
to each other, with the energy vector E in (9.23) being fixed. Now, in application to
the block diagonal matrix α in (9.14), the condition (5.1) of Theorem 5.1 is equivalent
to

(9.66) α(s) ≻ 0, s = 1, 2

(since the Kronecker product preserves positive definiteness) and guarantees that for
any energy vector E ∈ R

n, the eigenvalues of the matrix A0 in (9.64) are imaginary
(possibly zero). The set of the eigenfrequencies ω1, . . . , ωn ∈ R of A0 for the system in-

terconnection does not reduce to {ω(1)
j , ω

(2)
k , ω

(1)
j +ω

(2)
k : j = 1, . . . , n1, k = 1, . . . , n2}

in terms of those for the matrices A
(1)
0 , A

(2)
0 . However, it does so when the direct

coupling between the constituent systems vanishes (that is, E(12) = 0) and hence, so
also do the matrices F1, F2, G1, G2, G12 in (9.31), (9.32), (9.34)–(9.36), in which
case, (9.64) reduces to

A0 =



A

(1)
0 0 0

0 A
(2)
0 0

0 0 A
(1)
0 ⊕A

(2)
0


 ,

specified completely by the matrices (9.65). For a nonvanishing direct coupling (when
E(12) 6= 0), the matrix E(12) can be varied so as to change the eigenfrequencies and
the other eigendata (5.5)–(5.11) of the matrix A0 in (9.64). Under the condition (9.66)
on the individual structure constants, in the case (6.4) of pairwise different eigenfre-
quencies ω1, . . . , ωn of the matrix A0, the asymptotic behaviour of the eigenvalues
λ1(ǫ), . . . , λn(ǫ) of the matrix Aǫ in (9.38) is described by (6.5) of Theorem 6.1 in
terms of the quantities ν1, . . . , νn from (6.6). The latter are computed as the diagonal
entries of the matrix V ∗α−1/2

A
√
αV , where the matrix A is given by (9.61), (9.62),

and

√
α =




√
α(1) 0 0

0
√
α(2) 0

0 0
√
α(1) ⊗

√
α(2)




inherits the block diagonal structure of (9.14). Their real parts Reν1, . . . ,Reνn are re-
sponsible (through the condition (6.8) of Theorem 6.2) for the stability of the system
interconnection for all sufficiently small values of ǫ > 0 and participate in the Lya-
punov exponents (6.12), decoherence time estimates (6.13) and system-field coupling
strength thresholds (6.14). Also, the quantities (6.6) affect the asymptotic behaviour
of the invariant state for the system interconnection through the relation (7.4) of
Theorem 7.1 (for odd dimensions n in (9.12), that is, if at least one of the dimen-
sions n1, n2 is odd), which involves the vector b from (9.61), (9.63). The dependence
of these quantities on the direct energy coupling matrix E(12) can be used for a ra-
tional choice of this matrix in order to achieve given specifications on the stability
margins and decoherence levels for the system interconnection in the weak-coupling
framework.
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10. Concluding remarks. For a class of open quantum stochastic systems,
whose dynamic variables have an algebraic structure, and the Hamiltonian and cou-
pling operators depend linearly on them, we have discussed a particular way to quan-
tify the dissipative decoherence effects in terms of the exponential decay in the two-
point CCRs. In these decoherence measures, including the decoherence time con-
stants, we have employed the first and second moments of the time-ordered operator
exponential which relates the system variables at different times. The practical com-
putability of these averaged quantities (at least in the case of external fields in the
vacuum state) exploits the quasilinearity of the QSDE which governs the system.
The decay rates in the open system in the form of relevant Lyapunov exponents have
been considered in comparison with the time scales of the oscillatory modes of the
isolated quantum dynamics in the absence of coupling with the environment. Using
matrix spectrum perturbation techniques, we have obtained asymptotic decoherence
estimates in a weak-coupling formulation involving a small coupling strength param-
eter along with a given coupling shape. The asymptotic behaviour of the invariant
quantum state of the system in the weak-coupling limit has also been discussed. These
results have been illustrated for finite-level quantum systems (and their interconnec-
tion through a direct energy coupling) with multichannel external fields and the Pauli
matrices as system variables. The findings of the paper can be of use for perfor-
mance criteria and optimization in the context of quantum information processing
where controlled isolation and decoherence issues play an important role for system
interconnections.
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