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Abstract

We present stability conditions for deterministic time-varying nonlinear discrete-time systems whose inputs aim to minimize
an infinite-horizon time-dependent cost. Global asymptotic and exponential stability properties for general attractors are
established. This work covers and generalizes the related results on discounted optimal control problems to more general
systems and cost functions.

1 Introduction

Optimal control deals with the problem of selecting the
control inputs such that a cost function is minimized
during system operation [13]. Optimal control has a wide
range of applications, which go beyond control engineer-
ing, including artificial intelligence [21], energy manage-
ment [14], economics [11], medicine [7], and so on. A
major question when studying optimal control problems
for safety-critical systems is whether the induced closed-
loop system exhibits stability properties. The links be-
tween stability and optimality are well-understood in a
number of cases including linear systems with quadratic
costs [1], model predictive control e.g., [6, 18], classes
of nonlinear systems [20], to cite a few. Nevertheless,
when the cost function depends on time, the question of
the stability of the system controlled by optimal inputs
remains a challenging and largely open problem. Most
results in this case are recent and concentrate on spe-
cific time-dependent cost functions, namely discounted
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costs [3, 5, 17], which are popular in the dynamic pro-
gramming [2] and reinforcement learning literature [21],
or on classes of time-varying finite-horizon costs [19].
There is therefore a need for stability conditions applica-
ble to optimal control problems with more general time-
dependent costs.

In this context, we investigate the optimal control of
deterministic time-varying nonlinear discrete-time sys-
tems whose inputs minimize an infinite-horizon time-
dependent cost. Our goal is to identify conditions on
the plant model and the cost function under which the
closed-loop system exhibits stability properties. The
challenges when dealing with time-varying systems and
time-dependent costs are, first, that the Bellman equa-
tion is time-varying and does not admit a convenient
time-invariant formulation as for discounted costs, and,
second, that the attractor is an unbounded set, which
are both hard to deal with. To address these challenges,
we first augment the state of the system with a clock
variable, which counts the time, so that the augmented
system and the cost become time-invariant with re-
spect to these new coordinates. By doing so, the system
dynamics becomes autonomous, which eases the manip-
ulation of Bellman equation, that plays a key role in the
stability analysis, while still capturing the features of
the problem. Then, we consider stabilizability and de-
tectability conditions on the system and the stage cost,
which generalizes the related assumptions in [6], [17] to
time-varying systems and costs and which are consistent
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with the conditions used for linear-quadratic optimal
control [1]. We rely for this purpose on a generic state
measure as in, e.g., [5, 6, 17], which allows covering the
situation where the attractor is a closed unbounded set.
Based on these assumptions, we provide sufficient condi-
tions involving the optimal value function under which
the closed-loop system exhibits a global asymptotic
stability property. This property becomes exponential
and/or uniform under extra conditions. To facilitate
the investigation of the aforementioned sufficient con-
ditions, we present easier-to-check conditions, which
do not involve the optimal value function. The derived
results cover discounted costs as a special case and are
applicable to a much broader type of time-dependent
costs.

The rest of the paper is organized as follows. Prelimi-
naries are given in Section 2. In Section 3, we present
the general objective and formulate the problem. Sec-
tion 4 states the detectability and stabilizability condi-
tions. In Section 5, we present the main stability results.
Section 6 provides sufficient conditions under which the
stability results of Section 5 apply. An illustrative ex-
ample is given in Section 7, and Section 8 concludes the
paper with some final remarks.

2 Preliminaries

Let R be the set of real numbers, Z be the set of integers
andZ≥k := {k, k+1, k+2, . . .}with k ∈ Z. We use (x, y)

to denote [x⊤, y⊤]⊤, where (x, y) ∈ R
n×R

m and n,m ∈
Z≥1. The Euclidean norm of a vector x ∈ R

n is denoted
by |x| and the distance of x ∈ R

n to a non-empty set
A ⊆ R

n is denoted by |x|A := inf{|x− y| : y ∈ A}. The
notation I stands for the identity map from R≥0 to R≥0.
We consider class-K and K∞ functions as defined in [12,
Chapter 4.4]. A continuous function β : R≥0 × Z≥0 →
R≥0 is of class-KL when β(s1, ·) is decreasing to 0 for
any s1 ≥ 0 and β(·, s2) is of class-K for any s2 ∈ Z≥0.
We write β ∈ exp−KL when there exist λ1 ≥ 1 and
λ2 ∈ [0, 1) such that β(s1, s2) = λ1λ

s2
2 s1 for any s1 ≥ 0

and s2 ∈ Z≥0. Given any α : R≥0 × Z≥0 → R≥0, we
introduce for the sake of convenience the notation ατ to
denote α(·, τ) for any τ ∈ Z≥0. Finally, given an infinite-
length sequence z, we denote by z|k the sequence made
of the first k elements of z where k ∈ Z≥1.

3 Objective

3.1 System and cost function

Consider the time-varying system

x(k + 1) = f(x(k), u(k), k), (1)

where x(k) ∈ R
nx is the state, u(k) ∈ U(x(k), k) is

the input at time k ∈ Z≥0 and U(x, k) ⊆ R
nu is the

non-empty set of admissible inputs associated to state
x and time k, with nx, nu ∈ Z≥1. Given the initial
time τ ∈ Z≥0 and initial state x ∈ R

nx , we denote the
solution to (1) at time k ∈ Z≥τ with the admissible
sequence of inputs u := (uτ , uτ+1, . . .) as ψ(k, τ, x,u|k)
with ψ(τ, τ, x, ·) = x, where we recall that by admissible
inputs we mean that uk ∈ U(ψ(k, τ, x,u|k), k) for any
k ≥ τ .

We investigate the scenario where, for a given initial con-
dition x ∈ R

nx and initial time τ ∈ Z≥0, the sequence
of admissible inputs applied to (1) minimizes the time-
dependent cost function

J (x, τ,u) :=
∞
∑

k=τ

ℓ(ψ(k, τ, x,u|k), k, uk), (2)

where ℓ : Rnx ×Z≥0 ×R
nu → R≥0 is the non-negative

stage cost. Cost functionJ has an infinite horizon and its
stage cost depends on the plant state, the control input
and the time. Examples of such costs include stage costs
made of the product of a state- and input-dependent
term with a time-dependent function, thereby covering
discounted costs, see Sections 6.2 and 7 for examples.

Assuming there exists at least one sequence of admissible
inputs for any initial state x and initial time τ , which
minimizes (2) as formalized in the sequel, our objective is
to identify conditions on f and ℓ under which system (1)
whose inputs minimize (2) exhibits stability properties.
The problem is formalized next.

3.2 Problem formulation

To proceed with the analysis, we augment the state vec-
tor x with the clock variable τ ∈ Z≥0, which counts the
time, we thus obtain

{

x(k + 1) = f(x(k), u(k), τ(k)), (3a)

τ(k + 1) = τ(k) + 1, (3b)

where u(k) ∈ U(x(k), τ(k)). For the sake of convenience,
we write system (3) in the compact form

q(k + 1) = F (q(k), u(k)), (4)

with q(k) := (x(k), τ(k)) ∈ Q, Q := R
nx × Z≥0, and

F (q, u) := (f(x, u, τ), τ+1) for any q ∈ Q and u ∈ U(q).
We denote the solution to (4) at time k ∈ Z≥0 initial-
ized at q = (x, τ) ∈ Q at time 0 with the admissible
sequence of inputs u = (u0, u1, . . .) as φ(k, q,u|k) :=
(φ1(k, q,u|k), φ2(k, q)) where φ1(k, q,u|k) ∈ R

nx ,
φ2(k, q) ∈ Z≥0 and φ(0, q, ·) = q; notice that φ2 does
not depend on u|k. We note that any solution ψ to (1)
initialized at x at time τ with admissible sequence of
inputs u is equal to the φ1-component of the solution
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to (3) initialized at (x, τ) at time 0 with the same se-
quence of inputs and vice versa. For this reason, we
focus on system (4), whose solutions are initialized at
time 0. We can then write the cost function (2), for any
q ∈ Q and infinite-length admissible sequence of input
u = (u0, u1, · · · ), as

J(q,u) :=

∞
∑

k=0

ℓ(φ1(k, q,u|k), φ2(k, q), uk). (5)

As mentioned at the end of Section 3.1, we assume that,
for any q ∈ Q, there exists (at least) one infinite-length
sequence of admissible inputs, which minimizes (5), as
formalized below.

Standing Assumption (SA) For any q ∈ Q, there
exists an infinite-length sequence of admissible inputs
u
∗(q), called optimal solution, such that J(q,u∗(q)) =

min
u

J(q,u) =: V ⋆(q), where V ⋆ is the optimal value

function. ✷

Conditions on system (4) and cost function (5) to ensure
SA can be found in [10]. SA implies that the set defined
below is non-empty for any q = (x, τ) ∈ Q in view of
Bellman equation

U∗(q) := argmin
u∈U(q)

{

ℓ(q, u) + V ⋆
(

F (q, u)
)}

. (6)

Note that, thanks to the above state augmentation, Bell-
man equation in (6) is stationary, which is convenient
in the sequel to proceed with the analysis. We can then
represent system (4) whose sequence of inputs minimizes
(5) as the next difference inclusion

q(k + 1) ∈ F ∗(q(k)) :=

[

f(x(k),U∗(q(k)), τ(k))

τ(k) + 1

]

, (7)

where f(x,U∗(q), τ) = {f(x, u, τ) : u ∈ U∗(q)} for q =
(x, τ) ∈ Q. We denote the solution to (7) at time k ∈ Z≥0

initialized at q = (x, τ) ∈ Q at time 0 as φ∗(k, q) =:
(φ∗1(k, q), φ

∗
2(k, q)) where φ∗1(k, q) ∈ R

nx and φ∗2(k, q) ∈
Z≥0.

We are ready to formalize the problem.

Problem 1 Provide conditions on f and ℓ under which
there exist σ : Rnx → R≥0 continuous and β : R≥0 ×
Z≥0 × Z≥0 → R≥0 continuous with β(·, ·, s) ∈ KL for
any s ∈ Z≥0, such that for any q = (x, τ) ∈ Q, any
solution φ∗ to system (7) initialized at q verifies

σ(φ∗1(k, q)) ≤ β(σ(x), k, τ), (8)

for any k ∈ Z≥0. ✷

The generic function σ in Problem 1 serves as a state
measure when investigating stability like in, e.g., [5, 6,

17]. When σ(x) = |x| or σ(x) = x⊤Px for any x ∈ R
nx ,

with P a real, symmetric and positive definite matrix
and (8) holds, the set {q = (x, τ) : σ(x) = 0} = {q =
(x, τ) : x = 0} is globally asymptotically stable. When
σ(x) = |x|pA for any x ∈ R

nx , with non-empty closed-set
A ⊂ R

nx and p ∈ Z≥1, the set {q = (x, τ) : x ∈ A} is
globally asymptotically stable when (8) is satisfied. On
the other hand, when (8) holds with β independent of
τ , i.e. β ∈ KL, then (8) is a uniform global asymptotic
stability property. We recall that by solving Problem 1,
we guarantee stability properties for system (1) in view
of the relations between systems (1) and (4) mentioned
above. Now, to solve Problem 1, we need to present con-
ditions on system (7), and thus on f and ℓ.

4 Detectability and stabilizability conditions

First, f and ℓ need to satisfy the next condition, which
is related to the detectability of the attractor set for
system (4) with respect to output ℓ, as explained below.

Condition 1 There exist a continuous function
σ : Rnx → R≥0, a continuous functionW : Rnx×R

nu →
R≥0 and w,w : R≥0 ×Z≥0 → R≥0 where w(·, s) ∈ K∞

and w(·, s) continuous, non-decreasing and zero at zero
for any s ∈ Z≥0, such that

W (q) ≤ w(σ(x), τ),

W (F (q, u))−W (q) ≤ −w(σ(x), τ) + ℓ(q, u),

(9a)

(9b)

for any q = (x, τ) ∈ Q and u ∈ U(q). ✷

Property (9) is related to the detectability of system (4)
with output ℓ with respect to σ in view of e.g., [6, 8].
Therefore, meeting Condition 2 does not necessarily en-
tail that system (4) must exhibit any stability property.
Condition 1 is satisfied for example when σ(·) = | · |2 and

ℓ(q, u) = ℓ1(x, u)ℓ2(τ) where ℓ1(x, u) = x⊤Qx + u⊤Gu
and ℓ2 : Z≥0 → R>0 for any q = (x, τ) ∈ Q and u ∈ R

nu

withQ andG real, symmetric, positive definite and semi-
definite respectively. Indeed, by taking σ(x) = x⊤Qx,
we have W = 0, w = 0 and w(σ(x), τ) = ℓ2(τ)σ(x) for
any (x, τ) ∈ Q. Condition 1 generalizes [6, SA3] and [17,
item (ii) of Assumption 1] to time-varying systems and
cost functions.

Next, we present a condition related to the stabilizabil-
ity of system (4).

Condition 2 There exists v : R≥0×Z≥0 → R≥0, where
v(·, s) ∈ K∞ for any s ∈ Z≥0, such that for any q =
(x, τ) ∈ Q, V ⋆(q) ≤ v(σ(x), τ), where σ comes from
Condition 1. ✷

3



Condition 2 is a generalization of [17, Assumption 1]
and [6, SA4] to time-varying systems and time-
dependent costs. Sufficient conditions that ensure the
property stated in Condition 2 are given in the next
lemma.

Lemma 1 Suppose that there exist λ > 0 and α : R≥0×
Z≥0 → R≥0 withα(·, s) ∈ K∞ for any s ∈ Z≥0, such that
for any q = (x, τ) ∈ Q there exists an admissible infinite-
length control input sequence u(q) = (u0(q), u1(q), . . .)
verifying, for any solution φ to (4) and k ∈ Z≥0,

ℓ(φ1(k, q,u(q)|k), φ2(k, q), uk(q)) ≤ α(σ(x), τ)e−λk .

(10)

Then Condition 2 holds with v(s1, s2) =
1

1−e−λα(s1, s2)
for any s1 ≥ 0 and s2 ∈ Z≥0. ✷

Proof: Let q ∈ Q and consider an infinite-length ad-
missible sequence of inputs u(q) as in Lemma 1. From
the conditions of Lemma 1, for any N ∈ Z≥1 and any
solution φ to (4),

N
∑

k=0

ℓ(φ1(k, q,u(q)|k), φ2(k, q), uk(q)) ≤

N
∑

k=0

α(σ(x), τ)e−λk ≤
1

1− e−λ
α(σ(x), τ).

(11)

The denominator in the last line of (11) is strictly posi-
tive as λ > 0. Moreover, the inequalities above hold for
anyN ∈ Z≥1, andN 7→ ΣN

k=0ℓ(φ1(k, q,u(q)|k), φ2(k, q),
uk(q)) is non-decreasing. Therefore, by taking the
limit as N tends to ∞, we derive that J(q,u(q)) ≤

1
1−e−λα(σ(x), τ). As a result, V ⋆(q) ≤ J(q,u(q)) ≤

1
1−e−λα(σ(x), τ). This implies the satisfaction of Condi-
tion 2 with v given in Lemma 1. �

Lemma 1 is a generalization of [17, Lemma 1] for time-
dependent stage costs, and its condition means that, for
a given τ ∈ Z≥0, ℓ is (non-uniformly) globally exponen-
tially stabilizable to zero with respect to σ for system
(4), see [6, Definition 2].

Remark 1 Meeting Condition (1) does not necessarily
entail that system (1) must exhibit exponential stabiliza-
tion properties. To illustrate this, consider x(k + 1) = 0

when x(k) ≤ 0, x(k+1) = x(k)
1+x(k) when x(k) ≥ 0, where

x(k) ∈ R and k ∈ Z≥0. For any x(0) ≥ 0 and k ∈ Z≥0,

we have x(k) = x(0)
1+kx(0) , which means x(·) converges non-

exponentially to the origin as time grows. Still, we show
below that Condition 2 holds. Let ℓ(x, u) = x2 and σ(x) =
|x| for any x ∈ R and u ∈ R. Condition 2 is satisfied with
V ⋆(x) = x2 when x ≤ 0, V ⋆(x) = x2 + x2Σ∞

k=1
1

(1+kx)2

when x ≥ 0, and v(s) = s2 + s2Σ∞
k=1

1
(1+ks)2 for any

s ≥ 0, which defines a class-K∞ function. ✷

In the following, we exploit Conditions 1 and 2 to solve

Problem 1.

5 Stability properties

To proceed with the stability of system (7), we consider
a Lyapunov-like function Y given by Y := V ⋆ + W ,
where V ⋆ andW come from SA and Condition 1, respec-
tively. We first derive useful properties of Y along the
solutions to (7). We then exploit this property to derive
a condition under which the stability of system (7) can
be established.

5.1 Lyapunov-like function and its properties

The next proposition states key properties of Y .

Proposition 1 Consider system (7) and suppose Con-
ditions 1 and 2 hold. Then, the following holds for Y =
V ⋆ +W .

(i) For any q = (x, τ) ∈ Q, α(σ(x), τ) ≤ Y (q) ≤
α(σ(x), τ) with α = w, α = v+w and where w,w and
v come from Conditions 1 and 2, respectively.

(ii) For any q = (x, τ) ∈ Q and k ∈ Z≥0, any solution φ∗

to system (7) initialized at q at time 0 verifies

Y (φ∗(k, q)) ≤ ϑ(k)
(

Y (q), k + τ
)

, (12)

where, for any s1 ≥ 0 and k ∈ Z≥1, ϑ
(0)(s1, ·) := s1,

ϑ(k)(s1, s2) := θ
(

ϑ(k−1)(s1, s2 − 1), s2 − 1
)

for any

s2 ∈ Z≥1, and θ(s1, s2) := s1 − αs2
◦ α−1

s2
(s1) for any

s2 ∈ Z≥0. ✷

Proof: Let q = (x, τ) ∈ Q and q+ ∈ F ∗(q) =
(f(x, u∗0(q), τ), τ +1) where u∗0(q) ∈ U∗(q), which exists
by SA. We first show that item (i) of Proposition 1 is
satisfied. In view of Conditions 1 and 2, we have

Y (q) ≤ v(σ(x), τ) + w(σ(x), τ) = α(σ(x), τ). (13)

On the other hand, by definition of V ⋆, we derive that
V ⋆(q) ≥ ℓ(q, u∗0(q)). Moreover, by Condition 1, we have
W (q) ≥W (q+)+w(σ(x), τ)−ℓ(q, u∗0(q)) ≥ w(σ(x), τ)−
ℓ(q, u∗0(q)). Hence Y (q) ≥ w(σ(x), τ) = α(σ(x), τ).
We have proved that item (i) of Proposition 1 holds as
α(·, s), α(·, s) ∈ K∞ for any s ∈ Z≥0 in view of Condi-
tions 1 and 2.

We now show that item (ii) of Proposition 1 is satisfied.
From Bellman equation V ⋆(q) = ℓ(q, u∗0(q)) + V ⋆(q+),
hence

V ⋆(q+)− V ⋆(q) = −ℓ(q, u∗0(q)). (14)

Using (9b), we obtain ℓ(q, u∗0(q)) ≥ w(σ(x), τ) +
W (q+)−W (q), thus in view of (14),

V ⋆(q+)− V ⋆(q) ≤ −w(σ(x), τ) −W (q+) +W (q),

(15)

4



from which it follows

Y (q+)− Y (q) ≤ −w(σ(x), τ) = −wτ (σ(x)). (16)

On the other hand, for any s ∈ Z≥0, the inverse of
αs exists and is of class-K∞ as αs ∈ K∞. Hence, since
Y (q) ≤ α(σ(x), τ), we obtain α−1

τ (Y (q)) ≤ σ(x). We
then derive from (16)

Y (q+) ≤ Y (q)− wτ ◦ α−1
τ (Y (q)) . (17)

Therefore, by taking θ(s1, s2) = s1−ws2◦α
−1
s2

(s1), which

is such that 1 θ(·, s2) ∈ K∞ for any s2 ∈ Z≥0, we derive,
by induction from (17), that for any q ∈ Q, any solution
φ∗ to (7) initialized at q at time 0 verifies

Y (φ∗(k, q)) ≤ ϑ(k)
(

Y (q), k + τ
)

, (18)

for any k ∈ Z≥0. Therefore, item (ii) of Proposition 1
holds and the proof is complete. �

Item (i) of Proposition 1 implies that Y is positive def-
inite and radially unbounded with respect to σ for any
τ ∈ Z≥0, and item (ii) of Proposition 1 provides a bound
on Y along the solutions to system (7). We use both
properties in the following to conclude global asymptotic
stability properties for system (7).

5.2 Global asymptotic stability

We exploit Proposition 1 to derive the stability prop-
erty stated in Problem 1. We rely for this purpose on an
extra condition, which involves Y and thus V ⋆. Since
V ⋆ is typically unknown, this condition may be difficult
to verify, we thus present special cases where it can be
more easily investigated in the sequel.

Theorem 1 Consider system (7) and suppose the fol-
lowing holds.

(i) Conditions 1 and 2 are satisfied.
(ii) There exists β : R≥0 ×Z≥0×Z≥0 → R≥0 continuous

with β(·, ·, s) ∈ KL for any s ∈ Z≥0, such that for any
q = (x, τ) ∈ Q and k ∈ Z≥0,

α−1
k+τ

(

ϑ(k)
(

Y (q), k + τ
)

)

≤ β(σ(x), k, τ), (19)

where Y , α and ϑ come from Proposition 2. Then any so-
lution φ∗ = (φ∗1, φ

∗
2) to system (7) initialized at q at time

0 satisfies (8). Moreover, when β is in independent of τ
and of class-KL, the stability property in (8) is uniform.
✷

1 This is without loss of generality, as, if it is not the case,
we can always upper-bound, for any s2 ∈ Z≥0, θ(·, s2) by
I− α̃(·, s2), which is of class K∞, for some suitable α̃(·, s2) ∈
K∞ [9, Lemma B.1].

Proof: Let q ∈ Q, k ∈ Z≥0 and φ∗ be a solution to sys-
tem (7) initialized at q at time 0. We have from item (i) of
Proposition 1, Y (φ∗(k, q)) ≥ α(σ(φ∗1(k, q)), φ

∗
2(k, q)). In

view of item (ii) of Proposition 1, we have Y (φ∗(k, q)) ≤

ϑ(k)
(

Y (q), k + τ
)

. Thus α(σ(φ∗1(k, q)), φ
∗
2(k, q)) ≤

ϑ(k)
(

Y (q), φ∗2(k, q)
)

, since φ∗2(k, q) = k + τ , we derive

that α(σ(φ∗1(k, q)), k + τ) ≤ ϑ(k)
(

Y (q), k + τ
)

, from
which it follows

σ(φ∗1(k, q)) ≤ α−1
k+τ

(

ϑ(k)
(

Y (q), k + τ
)

)

. (20)

By applying item (ii) of Theorem 1, we obtain
σ(φ∗1(k, q)) ≤ β(σ(x), k, τ), which corresponds to (8). �

Theorem 1 gives conditions under which Problem 1 is
solved. We note that when item (ii) of Theorem 1 holds
with β(·, ·, s) ∈ exp−KL for any s ∈ Z≥0, (8) becomes
a global exponential stability property.

As mentioned above, item (ii) of Theorem 1 involves Y
and thus V ⋆, which is often unknown. We claim that,
still, (19) can be investigated on a case-by-case basis.
To justify this claim, we first provide conditions under
which item (ii) of Theorem 1 holds with β independent
of τ in (19) and thus β ∈ KL thereby ensuring a uni-
form global asymptotic stability in this case. We also
provide stronger conditions under which β ∈ exp−KL.
Then we focus on an alternative scenario where the
stage cost ℓ can be written as the product of a state- and
input-dependent term with a time-dependent function.
We provide explicit conditions on this time-dependent
term and the functions w, w and v in Conditions 1 and
2 respectively, under which item (ii) of Theorem 1 is
satisfied, thus ensuring the global asymptotic stability
property in (8). Finally, extra conditions are given un-
der which β(·, ·, s) ∈ exp−KL in (8) for any s ∈ Z≥0.

Remark 2 The stability property defined in Problem 1
becomes regional if Conditions 1 and 2 are satisfied only
in a subset of the state-space [15], whose interior contains
{x ∈ R

nx : σ(x) = 0}×Z≥0. The stability property may
become semiglobal when the stage cost depends on tunable
parameters, like a discount factor as shown in [17]. The
idea there is to adjust the region of attraction by imposing
extra conditions on this parameter. ✷

6 Ensuring item (ii) of Theorem 1

In this section, we first provide sufficient conditions un-
der which item (ii) of Theorem 1 is ensured and a uni-
form stability property can be guaranteed, in the sense
that β in (19) is independent of τ and is of class-KL.
We then concentrate on the case where for any q =
(x, τ) ∈ Q and u ∈ U(q), ℓ(q, u) = ℓ1(x, u)ℓ2(τ), where
ℓ1 : R

nx ×R
nu → R≥0 and ℓ2 : Z≥0 → R>0.
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6.1 Sufficient condition for uniform stability properties

The next proposition provides sufficient conditions
under which item (ii) of Theorem 1 is satisfied with
β ∈ KL.

Proposition 2 Suppose the following holds.

(i) Condition 1 holds and there exists a ∈ K∞ such that
w(s1, s2) ≥ a(s1) for any s1 ≥ 0, s2 ∈ Z≥0.

(ii) Condition 2 holds and there exists a ∈ K∞ such that
v(s1, s2)+w(s1, s2) ≤ a(s1) for any s1 ≥ 0, s2 ∈ Z≥0.

Then item (ii) of Theorem 1 holds with β independent of
τ and of class-KL. ✷

Proof: Let q ∈ Q and k ∈ Z≥0. We first show that there

exists a function ϑ ∈ KL such that for any q = (x, τ) ∈ Q
and k ∈ Z≥0,

Y (φ∗(k, q)) ≤ ϑ
(

Y (q), k
)

. (21)

By (17), in view of items (i) and (ii) of Proposition 2 and
since α = w and α = v + w, we have

Y (q+)− Y (q) ≤ −ατ ◦ α−1
τ (Y (q)) ≤ −a ◦ a−1(Y (q)).

(22)
By (22), since a, a ∈ K∞ and in view of [16, Theorem 8],
there exists ϑ ∈ KL such that (21) is satisfied.

By item (i) of Proposition 1, (21) yields a(σ(φ∗1(k, q))) ≤

ϑ(a(σ(x)), k), from which it follows, σ(φ∗1(k, q)) ≤
a−1

(

ϑ(a(σ(x)), k)
)

. Therefore, item (ii) of Theo-
rem 1 holds with, for any s1 ≥ 0 and s2 ∈ Z≥0,

β(s1, s2) = a−1
(

ϑ(a(s1), s2)
)

, the proof is complete. �

Proposition 2 provides conditions under which item (ii)
of Theorem 1 is guaranteed. These conditions represent
some uniform bounds on ω, w and v coming from Condi-
tions 1 and 2, from which the uniform global asymptotic
stability property in (8) follows.

The next corollary presents sufficient conditions under
which uniform global exponential stability is guaran-
teed.

Corollary 1 Suppose the following holds.

(i) Condition 1 holds and there exists aℓ > 0 such that
aℓs1 ≤ w(s1, s2) for any s1 ≥ 0, s2 ∈ Z≥0.

(ii) Condition 2 holds and there exists aV > 0 such that
v(s1, s2)+w(s1, s2) ≤ aV s1 for any s1 ≥ 0, s2 ∈ Z≥0.

Then item (ii) of Theorem 1 holds with β independent of
τ and of class-exp−KL. ✷

Proof: We first show that aℓ ≤ aV . Since w = α and
w + w = α, by item (i) of Proposition 1, we have w ≤
v + w. Therefore, in view of items (i) and (ii) of Corol-
lary 1, aℓs1 ≤ aV s1 for any s1 ≥ 0, and thus aℓ ≤ aV .
Therefore, by (22),

Y (φ∗(k, q)) ≤
(

1−
aℓ
aV

)

Y (q), (23)

for any q ∈ Q and k ∈ Z≥0. Note that (1 −
a
ℓ

aV
) ∈ [0, 1)

in (23). Hence, by induction and with similar steps as in
the proof of Proposition 2 we obtain, for any q ∈ Q and

k ∈ Z≥0, σ(φ
∗
1(k, q)) ≤

aV

aℓ

(

1 −
aℓ
aV

)k

σ(x). Therefore,

item (ii) of Theorem 1 holds with, for any s1 ≥ 0 and

s2 ∈ Z≥0, β(s1, s2) = λ1s1λ
s2
2 , where λ1 = aV

a
ℓ

and

λ2 =
(

1−
a
ℓ

aV

)

, which is of class exp−KL. �

6.2 When ℓ(q, u) = ℓ1(x, u)ℓ2(τ) for any q = (x, τ) ∈
Q and u ∈ U(q)

In this section, we focus on stage costs ℓ, which can be
written as the product of a state- and input-dependent
term with a time-dependent function. This class of stage
cost includes various examples as shown in Table 1. The
next proposition provides sufficient conditions under
which item (ii) of Theorem 1 holds for the case when ℓ2
is upper- and lower-bounded by exponential functions.

Proposition 3 Suppose the following holds.

(i) For any q = (x, τ) ∈ Q and u ∈ U(q), ℓ(q, u) =
ℓ1(x, u)ℓ2(τ), where ℓ1 : Rnx × R

nu → R≥0 and ℓ2 :
Z≥0 → R>0.

(ii) Condition 1 holds and there exists a ∈ K∞ such that
w(s1, s2) ≥ a(s1)ℓ2(s2) for any s1 ≥ 0, s2 ∈ Z≥0.

(iii) Condition 2 holds and there exists a ∈ K∞ such that
v(s1, s2) + w(s1, s2) ≤ a(s1)ℓ2(s2) for any s1 ≥ 0,
s2 ∈ Z≥0.

(iv) There exists L ∈ (0, 1) such that for any s ≥ 0,
La(s) ≤ a(s).

(v) There exist c1, c2 > 0 and γ, γ ∈ (1− L,∞) such that

for any k ∈ Z≥0, c1γ
k ≤ ℓ2(k) ≤ c2γ

k.

Then item (ii) of Theorem 1 holds with β(·, ·, s) ∈ KL for
any s ∈ Z≥0. Moreover, when γ = γ, β is independent
of τ and of class-KL. ✷

Proof: We first show that, for any q = (x, τ) ∈ Q,
k ∈ Z≥0,

ϑ(k)(Y (q), k + τ) ≤ (1− L)kY (q), (24)

where ϑ is defined in Proposition 1. Let q = (x, τ) ∈ Q,
by item (iv) of Proposition 3 we have

La ◦ α−1
τ (Y (q)) ≤ a ◦ α−1

τ (Y (q)), (25)
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Expression of ℓ2(k) parameters Item (v) of Proposition 3
γ γ c1 c2

(a) ℓ2(k) ∈ [a, b] 0 < a ≤ b < ∞ 1 1 a b

(b) γ
k

γ ∈ (1− L,∞) γ γ 1 1

(c)
1

kh + 1
h > 0, L ∈

(

1− 1
(1+eh)2

, 1
) 1

1 + eh
1 1 1

(d) e
− 1

2
| k−µ

m
|

m > 0, µ ∈ Z≥0, L ∈ (1− e
−1/m

, 1) e
−

1
2m 1 e

−
µ
2m 1

Table 1
Examples of functions1 ℓ2 in Section 6.2: (a) ℓ2 is uniformly lower- and upper-bounded by positive constants a and b respectively;
(b) covers both usual discounted costs when γ ∈ (1− L, 1) and L ∈ (0, 1) and reverse-discounted costs when γ > 1; (c) is an
alternative to the discounted case, for which the decay rate is eventually slower; (d) is a Gaussian-like (Laplacian) function,
which can be used when we want that ℓ2 increases until a time step µ then decreases for any k ≥ µ.

where α comes from item (i) of Proposition 1. On
the other hand, in view of item (iii) of Proposition 3,
and since ℓ2(Z≥0) ⊂ R>0, we have α−1

τ (Y (q)) ≥

a−1
(

Y (q)
ℓ2(τ)

)

. Hence Y (q) ≥ ατ ◦ a−1
(

Y (q)
ℓ2(τ)

)

and (25)

yields

L
Y (q)

ℓ2(τ)
≤ a ◦ α−1

τ (Y (q)). (26)

We have from Proposition 1, ϑ(1)
(

Y (q), τ +1
)

= Y (q)−
ατ ◦ ατ (Y (q)), from which it follows in view of item (ii)
of Proposition 3,

ϑ(1)
(

Y (q), τ + 1
)

≤ Y (q)− a ◦ α−1
τ (Y (q))ℓ2(τ), (27)

by Proposition 1 and since ℓ2(Z≥0) ⊂ R>0, (27) yields

ϑ(1)
(

Y (q), τ + 1
)

≤ (1− L)Y (q). (28)

Then, (24) is derived by induction from (28).

Let q = (x, τ) ∈ Q and k ∈ Z≥0. We deduce from (24)
that

α−1
k+τ

(

ϑ(k)
(

Y (q), k + τ
)

)

≤ α−1
k+τ

(

(1− L)kY (q)
)

. (29)

Also, in view of item (ii) of Proposition 3, and since
ℓ2(Z≥0) ⊂ R>0, we have for any s1 ≥ 0 and s2 ∈ Z≥0,

α−1
s2

(s1) ≤ a−1

(

s1

ℓ2(s2)

)

, (30)

where α comes from item (i) of Proposition 1. Therefore,
(29) implies that

α−1
k+τ

(

ϑ(k)
(

Y (q), k + τ
)

)

≤ a−1
( (1− L)k

ℓ2(k + τ)
Y (q)

)

. (31)

Since ℓ2(k + τ) ≥ c1γ
k+τ by item (v) of Proposition 3,

α−1
k+τ

(

ϑ(k)
(

Y (q), k + τ
)

)

≤ a−1
((1− L)k

c1γk+τ
Y (q)

)

. (32)

1 The values of the constants c1, c2, γ and γ given in Table 1
are non-unique.

By item (i) of Proposition 1, we derive that

α−1
k+τ

(

ϑ(k)
(

Y (q), k + τ
)

)

≤

a−1

(

1

c1γτ

(1− L

γ

)k

α(σ(x), τ)

)

.

(33)

Consequently, in view of items (iii) and (v) of Proposi-
tion 3,

α−1
k+τ

(

ϑ(k)
(

Y (q), k + τ
)

)

≤

a−1

(

c2γ
τ

c1γτ

(

1− L

γ

)k

a(σ(x))

)

.

(34)

Finally, item (ii) of Theorem 1 holds with β(s1, s2, s3) =

a−1

(

c2γ
s3

c1γ
s3

(

1−L
γ

)s2

a(s1)

)

, for any s1 ≥ 0 and s2, s3 ∈

Z≥0, which is of class-KL for any s3 ∈ Z≥0, as γ ∈
(1− L,∞) and a, a ∈ K∞. This concludes the proof. �

Proposition 3 states that when ℓ2 is lower-bounded and
upper-bounded respectively by exponential functions
k 7→ c1γ

k and k 7→ c2γ
k, under conditions on w, w and

v coming from Conditions 1 and 2, global asymptotic
stability is guaranteed. It is worthy to note that Propo-
sition 3 includes the case of discounted and reverse-
discounted costs when ℓ2 = γk = γk and c1 = c2 = 1.
Again, other examples are given in Table 1.

The next corollary provides sufficient conditions under
which global exponential stability is ensured when ℓ2
satisfies item (v) of Proposition 3.

Corollary 2 Suppose the following holds.

(i) For any q = (x, τ) ∈ Q and u ∈ U(q), ℓ(q, u) =
ℓ1(x, u)ℓ2(τ), where ℓ1 : Rnx × R

nu → R≥0 and ℓ2 :
Z≥0 → R>0.

(ii) Condition 1 holds and there exists aℓ > 0 such that
aℓs1ℓ2(s2) ≤ w(s1, s2) for any s1 ≥ 0, s2 ∈ Z≥0.

(iii) Condition 2 holds and there exists aV > 0 such that
v(s1, s2) + w(s1, s2) ≤ aV s1ℓ2(s2) for any s1 ≥ 0,
s2 ∈ Z≥0.

(iv) There exist c1, c2 > 0 and γ, γ ∈ (1−
a
ℓ

aV
,∞) such that

for any k ∈ Z≥0, c1γ
k ≤ ℓ2(k) ≤ c2γ

k.
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Then item (ii) of Theorem 1 holds with β(·, ·, s) ∈
exp−KL for any s ∈ Z≥0. ✷

Proof: We first show that, for any q = (x, τ) ∈ Q and
k ∈ Z≥0,

ϑ(k)(Y (q), k + τ) ≤
(

1−
aℓ
aV

)k

Y (q), (35)

where ϑ(k) is defined in Proposition 1. Let q ∈ Q and
k ∈ Z≥0. We have, in view of Proposition 1 and (17),

ϑ(1)(Y (q), τ + 1) = Y (q)− ατ ◦ α−1
τ (Y (q)). (36)

By items (ii) and (iii) of Corollary 2 and since ℓ2(Z≥0) ⊂
R>0, we have αs2

(s1) = ws2(s1) ≥ aℓs1ℓ2(s2) and

α−1
s2

(s1) = (vs2 +ws2)
−1(s1) ≥

1
aV ℓ2(s2)

s1 for any s1 ≥ 0

and s2 ∈ Z≥0. Thus (36) implies

ϑ(1)(Y (q), τ + 1) ≤ Y (q)−
aℓ

aV ℓ2(τ)
Y (q)ℓ2(τ)

=
(

1−
aℓ
aV

)

Y (q). (37)

We now show that aℓ ≤ aV . By item (i) of Proposition 1,
we have w ≤ v + w. Therefore, in view of items (ii)
and (iii) of Corollary 2, aℓs1ℓ2(s2) ≤ aV s1ℓ2(s2) for any
s1 ≥ 0 and s2 ∈ Z≥0, and thus aℓ ≤ aV . Therefore, (35)
is derived from (37) by induction.

With similar steps as in the proof of Proposition 3
and by taking a(s1) = aV s1 and a(s1) = aℓs1 for
any s1 ≥ 0 and since aV ≥ aℓ, we derive that

α−1
k+τ

(

ϑ(k)(Y (q), k + τ)
)

≤ c2γ
τ

a
ℓ
c1γτ

(

1
γ

(

1−
a
ℓ

aV

))k
aV σ(x).

Therefore, item (ii) of Theorem 1 holds with, for any
s1 ≥ 0 and s2, s3 ∈ Z≥0, β(s1, s2, s3) = λ1s1λ

s2
2 λ

s3
3 ,

where λ1 = aV c2
a
ℓ
c1

, λ2 = 1
γ

(

1−
a
ℓ

aV

)

and λ3 = γ
γ
, which is

of class exp−KL for any s3 ∈ Z≥0. �

Note that Corollary 2 does not require item (iv) of
Proposition 3 as it is ensured by items (ii) and (iii) of
Corollary 2.

7 Examples

We present two examples to illustrate the results of Sec-
tion 6. The first example presents a time-independent
system with a time-varying cost, in which we compare
our result with [4, Example 3]. To highlight our con-
tribution, the second example considers a time-varying
system and cost on which the previous results in the lit-
erature can not be applied.

7.1 Non-holonomic integrator with time-varying cost

Consider the time-invariant non-holonomic integrator as
in [6, Example 2]

x1(k + 1) = x1(k) + u1(k)

x2(k + 1) = x2(k) + u2(k)

x3(k + 1) = x3(k) + x1(k)u2(k)− x2(k)u1(k),

(38)

where x = (x1, x2, x3) ∈ R
3, u = (u1, u2) ∈ U(x) = R

2

and k ∈ Z≥0. The stage cost is defined as ℓ(x, u, τ) =
(x21+x

2
2+10|x3|+ |u|2)ℓ2(τ) and σ(x) = x21+x

2
2+10|x3|

for x ∈ R
3, τ ∈ Z≥0 and u ∈ R

2.

Uniform global exponential stability. Suppose that c ≤
ℓ2(k) ≤ d for any k ∈ Z≥0 with c, d > 0. We show that
conditions of Corollary 1 hold for this case. Indeed, SA
holds in view of [17, Section IV-D]. Using the sequence
of inputs constructed in [17, Section IV-D], we conclude
that Condition 1 is verified with W = 0, w = 0 and
w(s1, s2) = s1ℓ2(s2) for any s1 ≥ 0 and s2 ∈ Z≥0. Con-
dition 2 is satisfied with v(s1, s2) =

22
5 s1ℓ2(s2) for any

s1 ≥ 0 and s2 ∈ Z≥0, see [17, Section IV-D]. Item (i) of
Corollary 1 holds with aℓ = 1 and w(s1, s2) = s1ℓ2(s2)
for any s1 ≥ 0 and s2 ∈ Z≥0. Item (ii) of the same corol-
lary holds with aV = 22

5 , w = 0 and v(s1, s2) = 22
5 s1d

for any s1 ≥ 0 and s2 ∈ Z≥0. Therefore, conditions of
Corollary 1 are verified and (8) applies with β indepen-
dent of τ and β ∈ exp−KL.

When ℓ(q, u) = ℓ1(x, u)ℓ2(τ) for any q = (x, τ) ∈ Q

and u ∈ U(q). Suppose that γk ≤ ℓ2(k) ≤ γk for any
k ∈ Z≥0 with γ, γ > 0. We show that conditions of
Corollary 2 hold for this case. Item (i) of Corollary 2
is verified in view of the expression of ℓ. In view of the
above developments, we have items (ii) and (iii) of Corol-
lary 2 are satisfied with aℓ = 1 and aV = 22

5 , respec-
tively. Furthermore, item (iv) of Corollary 2 is satisfied
if γ, γ ∈ (1 − 5

22 ,∞) and c1 = c2 = 1. Therefore, all the
items of Corollary 2 are verified and thus (8) holds with
β(·, ·, s) ∈ exp−KL for any s ∈ Z≥0. For the case of

the discounted cost where ℓ2(k) = γk with γ ∈ (0, 1) for
any k ∈ Z≥0, item (iv) of Corollary 2 is satisfied with
γ = γ = γ and c1 = c2 = 1. We find that (8) holds with

β ∈ exp−KL if γ ∈
(

17
22 , 1

)

. This bound corresponds to
the one obtained in [4, Example 3], in which discounted
costs are studied.

7.2 Tracking control of an inverted pendulum

In this example, we investigate the optimal control of an
inverted pendulum where the objective is to optimally
track a given reference trajectory, which is a classical
problem in control theory and robotics. We consider the
model of an inverted pendulum discretized by an Euler

8



scheme with sampling period T > 0,

z1(k + 1) = z1(k) + Tz2(k),

z2(k + 1) = z2(k) + T (a sin(z1(k))− bz2(k) + cu(k)),

(39)

where z1(k) ∈ R is the angular position of the pendulum,
with z1 = 0 being the upper-position, z2(k) ∈ R is the
angular velocity and u(k) ∈ R is a controllable torque
at the rotation axis at time k ∈ Z≥0. The constants a,
b, c > 0 are related to the mass, the dissipation and
the motor gain, respectively. We define z := (z1, z2).
The objective is to optimally track a reference trajectory
zref = (zref1 , zref2) satisfying zref1(k + 1) = zref1(k) +
Tzref2(k), zref2(k + 1) = zref2(k) + T (a sin(zref1(k)) −
bzref2(k) + cv(k)), where v is the reference input taking
values in a bounded set. We define the tracking error
e(k) := z(k)− zref(k), whose dynamics is

e1(k + 1) =e1(k) + Te2(k),

e2(k + 1) =e2(k) + T (a sin(e1(k) + zref1(k))

− a sin(zref1(k))− be2(k) + c(u(k)− v(k))).

(40)

Consider the state x := (e, zref). Let σ(x) = |e1| + |e2|
and the stage cost ℓ(x, u, τ) = ℓ(τ)(σ(x) + r|u − v(τ)|)
with r > 0 and ℓ(τ) ∈ [m,m] with 0 < m ≤ m <

∞ for any x ∈ R
4, τ ∈ Z≥0 and u ∈ R. First, we

verify that SA holds by applying [10, Theorem 1 and
Theorem 2(d3)]. We have that items a)-c) of Theorem
1 in [10] are verified. Item d3) of Theorem 2 in [10] is
satisfied by considering φk(u) = r|u − v(τ)| with the
notation of [10], as v takes value in a bounded set. For
item e) of Theorem 1 in [10], let x ∈ R

4 and consider

the infinite sequence u =
(

v(0) + 1
c

(

be2 − a(sin(e1 +

zref1)−sin(zref1))−
1
T
e2−

e1+Te2
T 2

)

, v(1)+ 1
c

(

−b
(

e1+Te2
T

)

−
a(sin(e1 + Te2 + zref1 + Tzref2) − sin(zref1 + Tzref2)) +
e1+Te2

T 2

)

, v(2), v(3), · · ·
)

. It follows that φ(0, x,u|1) =

(e1 + Te2,−
e1+Te2

T
, zref1 + Tzref2 , zref2 + T (a sin(zref1 −

bzref2 + cv(0))) and φ(k, x,u|k) = (0, 0, zref1(k), zref2(k))
for any k ≥ 1. We deduce that the cost (2) is finite, hence
item e) of Theorem 1 in [10] applies. We can then apply
[10, Theorems 1 and 2] to deduce that SA holds. We now
investigate Condition 2. Let q = (x, τ) ∈ R

4×Z≥0, and
consider the same sequence of inputs u as above. We
derive that J(q,u) ≤ θσ(x) with θ > 0 independent of
q and u. Hence, Condition 2 is satisfied with v(s1, s2) =
θs1 for any s1 ≥ 0 and s2 ∈ Z≥0. From ℓ(x, u, v) ≥
mσ(x), Condition 1 is verified with W = w = 0 and
w(s1, s2) = ms1 for any s1 ≥ 0 and s2 ∈ Z≥0.

Now, we show that conditions of Corollary 1 hold. Item
(i) of Corollary 1 holds with aℓ = m andw(s1, s2) = ms1
for any s1 ≥ 0 and s2 ∈ Z≥0. Item (ii) of the same
corollary holds with aV = max{θ1(r, T ), θ2(r, T )}, w =
0 and v(s1, s2) = max{θ1(r, T ), θ2(r, T )}s1 for any s1 ≥

0 and s2 ∈ Z≥0. Therefore, conditions of Corollary 1 are
verified and (8) applies with β ∈ exp−KL.

8 Conclusion

We have analyzed the stability of deterministic time-
varying nonlinear discrete-time systems for which the
sequence of inputs aim to minimize an infinite-horizon
time-dependent cost. We provided conditions under
which (non-)uniform asymptotic and exponential sta-
bility properties are guaranteed for this class of systems.
These results generalize the recent contributions on the
stability analysis of discounted optimal control prob-
lems [3, 17] to more general time-dependent costs. An
interesting future work would be to extend these results
to the stochastic setting.
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