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Parallel solutions for ordinal scheduling

with a small number of machines

Leah Epstein*

Abstract

We study ordinal makespan scheduling on small numbers of identical machines, with respect

to two parallel solutions. In ordinal scheduling, it is known that jobs are sorted by non-increasing

sizes, but the specific sizes are not known in advance. For problems with two parallel solutions, it

is required to design two solutions, and the performance of algorithm is tested for each input using

the best solution of the two. We find tight results for makespan minimization on two and three

machines, and algorithms that have strictly better competitive ratios than the best possible algorithm

with a single solution also for four and five machines. To prove upper bounds, we use a new approach

of considering pairs of machines from the two solutions.

1 Introduction

Ordinal scheduling on m ≥ 2 identical machines is defined as follows. The algorithm is given a certain

number of jobs, n ≥ 1, where n is not known in advance. Job j (for a positive integer j) has a size pj ≥
0, which is unknown to the algorithm at the time of assignment. It is known in advance that the input is

sorted by non-increasing size, in the sense that pj ≤ pj+1 for any j ≥ 1, where jobs that do not exist in

the input are seen as jobs of size zero. The algorithm is required to have a good performance for any input

satisfying the sorted order, where every such input is also called an input realization or realization. Thus,

a solution is a partition of all positive integers (which serve as indexes of jobs) into m sets, where the ith

set is the subset of jobs assigned to machine i. We denote the ith set by Ji. Those sets are infinite but the

length of the prefix of jobs of positive sizes is finite for every realization. For a given realization, and a

given solution, the load of machine i, Li, is defined as
∑

j∈Ji pj . The completion time for this solution

is max1≤i≤m Li. The goal is to minimize this cost or objective, that is, the goal is to minimize the

completion time of the schedule. Ordinal algorithms for various problems (mainly scheduling problems)

were studied in a number of articles [14, 15, 16, 17, 21, 26, 11, 22, 23, 24, 12, 25, 8].

This problem can be seen as a combinatorial problem of designing universal schedules. However,

due to the relation to semi-online scheduling of sorted inputs (see below), and due to its algorithmic

nature, we view the problem as an algorithmic one. We study ordinal algorithm as online (or semi-

online) algorithms, and analyze them via the competitive ratio measure. The competitive ratio is the

worst-case ratio between the cost of an ordinal solution and the cost an optimal offline solution, for the

same realization. The cost for the standard variant of ordinal scheduling is the completion time of the

solution. We consider a fixed optimal offline solution, and assume that it always knows the realization,

while an ordinal algorithm creates a solution without having this knowledge, and it has to create a

schedule that is relatively good for all realizations. The work that is most relevant to our model is that

of Liu et al. [14], who studied the standard ordinal model defined above. In that study, upper and

lower bounds were provided for the competitive ratio. For an arbitrary number of machines, the lower
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bound that was shown is 1.5 (holding for any m ≥ 18), and the upper bound is 5
3 ≈ 1.66667. More

precisely, the upper bound is slightly smaller for every fixed value of m, and its supremum value is 5
3 .

For m = 2, 3, 4 machines, smaller bounds were shown. The upper bounds are 4
3 ≈ 1.33333, 1.4, and

101
70 ≈ 1.4428571, for m = 2, 3, and 4, respectively. Lower bounds for m = 2, 3 were shown to be tight

with the upper bounds, and a close lower bound of 23
16 = 1.4375 on the competitive ratio was proved for

m = 4.

One idea of the algorithms used here, which was also used for example in [14, 21, 26, 11, 24, 12, 25]

(sometimes for other ordinal scheduling problems) is to assign different numbers of jobs to the different

machines using a fixed pattern (but the numbers cannot be too different). The assignment of jobs of

small indexes is more crucial than the assignment of jobs with large indexes, since the jobs presented

later may be smaller. Moreover, if there is a large number of identical jobs, the meaning is that none of

the jobs is very large compared to the optimal offline completion time. As an example (which is based

on the results of [14]), consider the case m = 2, and the assignment of the first four jobs. If all those

jobs have identical sizes, and the list of first four jobs is < 1, 1, 1, 1 >, the assignment of three jobs to

one machine leads to a competitive ratio of 1.5. However, assigning two jobs to each machine leads to a

competitive ratio of 4
3 for the following list of sizes of the first four jobs < 3, 1, 1, 1 >. In any algorithm

with competitive ratio not exceeding 4
3 , the job that should be in the same set as job 1 is job 4, due to the

following list of sizes for the first three jobs < 2, 1, 1 >, as otherwise, the competitive ratio is at least

1.5. Thus, in order to obtain a competitive ratio of 4
3 , the subsets for the first four jobs are {1, 4} and

{2, 3}. The fifth job has to join the second set, due to the following list of sizes for the first five jobs:

< 4, 1, 1, 1, 1 >. However, in our model which we explain below, in which the algorithm can construct

two solutions, these arguments do not hold, and even an algorithm for two machines has to be designed

very carefully, by finding the right balance between the two solutions.

We saw that even very simple realizations do not allow an algorithm to perform well. Here, we

consider an approach that allows one to obtain a better performance for small numbers of machines,

at the expense of using two solutions rather than one. A one-solution algorithm is an algorithm that

maintains a single solution. A two-solution algorithm is an algorithm that maintains two solutions.

One is allowed to use the better solution of the two for every input or realization. Thus, we define the

makespan as the minimum completion time out of the two solutions. If the machines loads for one

solution are denoted by L1
i , and the machine loads for the other solution are denoted by L2

i (where the

index i is an index of a machine, and the loads are computed for a certain realization), the makespan is

defined as mink=1,2{max1≤i≤m Lk
i }.

Online problems with parallel solutions can be seen as an online problem with advice [3, 4], where

the case of two solutions is equivalent to a single advice bit provided for the entire input. There is work

on problems with advice and parallel solutions for scheduling and related problems such as bin packing

[13, 7, 19, 5, 18, 1, 3, 2, 4, 9]. It is typically hard to design good algorithms for just two solutions,

in the sense that improving over the one-solution algorithm in a reasonably simple way often requires

more than two solutions [9]. On the other hand, from a practical point of view, even if it is possible to

maintain several solutions with the goal of using one of them (the best one) when the input is ended, this

fixed number of solutions cannot be very large, and we believe that the case of two solutions is the most

interesting one among studies of multiple solutions.

The difficulty in designing algorithms with multiple parallel solutions lies in the analysis. In the ex-

ample above, it is obvious that by using two solutions, one can avoid the difficulty for very small inputs.

Still, as we can see from our lower bound proofs, increasing input sizes slightly still leads to situations

that none of the two solutions is perfect. For the upper bound proofs, we use the following method. For

some machines we show that their loads are sufficiently small, no matter what the realization is. This

analysis resembles the known results, and it relies on the sorted order. However, since a single solution

cannot achieve the competitive ratios achieved here by two solutions, there are realizations for which
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one solution is not very good and other realizations for which the other solution is bad. We would like

to show that at least one solution is good, and for that we analyze sums of loads (of the two solutions),

or weighted sums. For small numbers of machines, the number of pairs to be considered will not be

large. The lower bounds constructions are obviously harder, since our algorithms perform well on very

small inputs. In such proofs, it is also tricky to verify that indeed two solutions fail, but this needs to be

done in order to obtain an understanding of the required action for the two solutions, in the algorithmic

design.

Semi-online scheduling of jobs arriving over a list is a different though related online scheduling

problem [10, 20, 6]. In this problem, jobs arrive sorted by non-increasing sizes, but the algorithm

knows the exact size for every arriving job. The objective is similar, but the difficulty of the online

algorithm is in the fact that there is no information of future jobs (except for the sorted order). Every

ordinal algorithm can obviously be used as a semi-online algorithm, but one can design better algorithms

that use the actual sizes for their decisions. Graham [10] analyzed an algorithm called LPT (Longest

Processing Time) which assigns each job in turn to the least loaded machine (breaking ties arbitrarily).

He showed that the competitive ratio of LPT is 4m−1
3m = 4

3 − 1
3m . The problem was studied further by

Seiden et al. [20], who showed that LPT is the best possible semi-online algorithm for m = 2, and

proved a lower bound of 1+
√
37

6 ≈ 1.18046 on the competitive ratio for three machines. Cheng et al.

[6] designed an algorithm of this last competitive ratio for three identical machines (which is a tight

result), and an algorithm of competitive ratio at most 1.25 for m ≥ 4 machines. Thus, we can see that

this variant is easier than the ordinal one. Here, we will show that even allowing the algorithm to use

two solutions rather than one keeps the best competitive ratio higher for any m, when job sizes are not

known in advance.

In this work, we study two-solution algorithms for small numbers of machines. We find tight bounds

for m = 2, 3 and improved upper bounds on the competitive ratio for m = 4, 5, in the sense that they are

better than the best possible bounds of one-solution ordinal algorithms, where the competitive ratios are

at most 1.375 and 1.4, respectively. The tight bounds on the competitive ratio for m = 2, 3 are 1.25 and
4
3 , respectively (this can be compared to the results 4

3 and 1.4, respectively, of a one-solution algorithm

[14]). We show a lower bound of 4
3 on the competitive ratio not only for m = 3, but also for any m ≥ 4.

The one-solution known upper bounds for m = 4, 5 [14] are larger than our bounds (the bound is 1.5

for m = 5). A lower bound of 1.4375 was known for a one-solution algorithm for m = 4 (and this is

higher than our upper bound of 1.375 of a two-solution algorithm), but the known lower bound on the

competitive ratio for m = 5 was approximately 1.3704 [14]. Here, we improve the lower bounds on

the competitive ratio of a one-solution algorithm, and show that it is strictly above 1.4 (the lower bound

value that we show is 1.448598). In fact, we find improved lower bounds on the competitive ratio of a

one-solution algorithm for all values 5 ≤ m ≤ 17.

As another motivation for our work, we show in Section 2 that increasing the number of solutions

will not allow us to design an algorithm that outputs an optimal solution for every realization. That

is, we show that for every finite set of solutions, there exists an input realization such that none of the

solutions creates an optimal schedule. This supports our thesis that the number of used solutions should

be small both from a theoretical point of view and from a real-life perspective.

2 Preliminaries

In this section we show that increasing the number of solutions will not allow us to reach an optimal

solution for m = 2. We also define the notation, and discuss the approach of our proofs, and constraints

on optimal solutions.

We start with the lower bound for a fixed number of solutions, M . For M = 2, which is the topic of

this work, we show an improved (and tight) lower bound later.
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Theorem 1 For any constant number of parallel solutions, M , and m = 2, the competitive ratio for the

minimization problem is strictly above 1, and it is 1 + Ω( 1
M2 ).

Proof. We say that a solution has type k if k ≥ 2 is the minimum integer such that job k is not in the same

set as job 1. For example, if for the first ten jobs the subsets for the two machines are {1, 2, 3, 6, 7, 10}
and {4, 5, 8, 9}, we have k = 4. Given M solutions, by the pigeonhole principle, there is an integer i

in {3, . . . ,M + 3} such that there is no solution of type i among the M solutions (and we select such a

value i). Consider the following input that is based on the value of i.

The first i− 1 jobs have sizes of i, and the next i jobs have sizes of i − 1 ≥ 2. The remaining jobs

have sizes of 0 (so only 2i−1 jobs have positive sizes). For this input, an optimal offline solution assigns

the jobs of size i to one machine and the jobs of size i − 1 to the other machine, for a completion time

of i(i − 1).

Consider all M solutions, where the solutions are partitioned into solutions whose types are strictly

larger than i and types that are strictly smaller than i. For a solution of type a ≥ i+1, the first i jobs are

in one set, and the maximum completion time is at least (i− 1) · i+ (i− 1) = i2 − 1.

For a solution of type a ≤ i − 1, the ath job is not in the same subset as the first job, so every

machine has at least one job of size i for the realization defined here. Let α and β be the numbers of

jobs of the two sizes i and i− 1 assigned to the first machine in this realization, that is, α is the number

of jobs among the first i − 1 jobs assigned by this solution to the first machine, and β is the number of

jobs assigned to the first machine among the next i jobs. We know that 1 ≤ α ≤ i− 2, and 0 ≤ β ≤ i.

The only non-negative integer solutions α and 0 ≤ β ≤ i of α · i + β · (i − 1) = i(i − 1) are

α = i− 1, β = 0 and α = 0, β = i. However, we assume that 1 ≤ α ≤ i− 2, so are no such integers α,

β, and thus the completion time of the first machine is not i(i− 1). Therefore, for every solution among

the M solutions, the two machines have different completion times, and the maximum completion time

is at least i(i − 1) + 1. Thus, by i2 − 1 ≥ i2 − i + 1 for i ≥ 2, we find that the competitive ratio is at

least
i(i−1)+1
i(i−1) = 1 + 1

i(i−1) ≥ 1 + 1
(M+2)(M+3) (since i ≤ M + 3).

We will always use W to denote the total size of all jobs in the realization of the input. Thus,

W =
∑∞

j=1 pj . We use λ to denote the optimal offline completion time for a specific realization. By

averaging, we have λ ≥ W
m

, or alternatively, W ≤ m · λ. We have λ ≥ p1, and since p1 ≥ pj
holds for any j ≥ 2, we also have λ ≥ pj for any j ≥ 1 (for example, we may use the property

λ ≥ p2). Additionally, every solution assigns at least two jobs out of the first m + 1 jobs to the same

machine. Thus, λ ≥ pm + pm+1, which implies pj ≤ λ
2 for j ≥ m + 1. We use n to denote the

number of jobs in a realization, in the sense that there are at most n jobs whose sizes are positive.

For any j ≥ 0, let Pj =
∑j

ℓ=1 pj (so P0 = 0), and for j ≥ 1, Qj =
∑n

ℓ=j pj (so Qn = pn and

W = Pn = Q1 = Pj +Qj − pj for any 1 ≤ j ≤ n). Obviously, Pj ≥ j · pj since p1 ≥ p2 . . . ≥ pj .

For our two solutions, we will denote the loads of machine i (for 1 ≤ i ≤ m) by Ci and Li. In the

analysis, we sometimes use expressions of the form ℓ ·Ci +
∑

j∈J tj · pj or ℓ ·Li +
∑

j∈J tj · pj , where

the values tj are integers (which may be positive or negative or equal to zero), and ℓ is a positive integer.

Our methodology for proving a upper bound of R for the competitive ratio of a two-solution algo-

rithm is as follows. Given two solutions, the first step is to find an upper bound of R · λ for Ci1 for a

large set of integers i1, and to find an upper bound of R · λ for Li2 for a large set of integers i2. De-

noting those sets by I1, I2 ⊆ {1, 2, . . . ,m}, respectively, we are left with the complement sets U1, U2

(where U1 ∪ I1 = U2 ∪ I2 = {1, 2, . . . ,m}, and Uq ∩ Iq = ∅ for q = 1, 2. Then, for every pair

i′1 ∈ U1, i′2 ∈ U2, we show that there exists a linear combination with two integers k1, k2 ≥ 1, such that

k1 ·Ci′1
+k2 ·Ci′2

≤ (k1+k2) ·R ·λ. The pair of values k1, k2 may be different for different pairs of ma-

chines. In this way, using the pigeonhole principle, we will find that it either holds maxi′1∈U1
Ci′1

≤ R ·λ
or maxi′2∈U2

Ci′2
≤ R · λ (or both). Since the loads of machines in I1 do not exceed R · λ for the first

solution, and the loads of machines in I2 do not exceed R · λ for the second solution, we will find that
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for any input, at least one of the two solutions satisfies the competitive ratio. Obviously, the identity of

the better solution is based on the realization of the input.

Consider a set of jobs whose indexes are of the form α · k+ β, that consists exactly of all such jobs,

for all k ≥ γ, where α, β, γ are fixed integers, 0 ≤ β < α, and α, γ ≥ 1. For example, if α = 5, β = 2,

and γ = 1, the job set is {7, 12, 17, 22, . . .}. It is required that α · γ + β − α ≥ 0 will be valid, which

holds by α · γ + β − α ≥ α+ β − α ≥ 0.

Lemma 2 For the set of jobs {α · γ + β, α · (γ + 1) + β, . . .}, the total size is at most
W−Pα·(γ−1)+β

α
.

Proof. By α ·(γ−1)+β ≥ 0, the expression in the statement of the lemma is well-defined. Consider the

suffix of jobs, starting with job α · (γ− 1)+β+1. The total size of these jobs is Qα·(γ−1)+β+1 = W −
Pα·(γ−1)+β . We have Qα·(γ−1)+β+1 =

∑n
j=α·(γ−1)+β+1 pj . Let N ≤ n be the largest value of the form

α · k+ β for any integer k, where N = α · k′ + β. It holds that Qα·(γ−1)+β+1 ≥
∑N

j=α·(γ−1)+β+1 pj =∑k′

κ=γ

∑α
a=1 pα·(κ−1)+a+β ≥

∑k′

κ=γ

∑α
a=1 pα·(κ−1)+α+β = α ·

∑k′

κ=γ pα·κ+β. The last expression is α

times the total size we are interested in.

3 Algorithms with two solutions

In this section we design two-solution algorithms for m = 2, 3, 4, 5. For each case, we define the two

solutions using disjoint sets whose union is the set of positive intgers. Below, we define four algorithms

with two solutions each. The two solutions for each one of the cases are also shown in Figures 1 and 2.

Figure 1: The assignment of the first few jobs for the first solution for each number of machines. The

top left solution is for two machines, the bottom left solution is for three machines, the top right solution

is for four machines, and the bottom right solution is for five machines.

3.1 Two machines

We define two solutions, and show that the algorithm that uses them has competitive ratio at most 1.25.

The first solution has a set with all jobs of index j such that j ≡ 1 mod 4, and the second set consists of

all other jobs (every j for which it holds that j mod 4 ∈ {0, 2, 3}). That is, one set is {1, 5, 9, 13, . . .}
and the other set is {2, 3, 4, 6, 7, 8, . . .}. The second solution has the following subsets. The first set
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Figure 2: The assignment of the first few jobs for the second solution for each number of machines. The

positions of solutions are as in Figure 1.

consists of 1 and all even indexes excluding 2, while the second set has 2 and all odd indexes excluding

1. That is, the sets are {1, 4, 6, 8, 10, . . .} and {2, 3, 5, 7, 9, 11, . . .}.

Theorem 3 The competitive ratio of this algorithm for m = 2 is at most 1.25.

Proof. Recall that C1 and C2 are the total sizes of jobs for the first solution, and L1 and L2 are the total

sizes of jobs for the second solution. We consider C1 and L2, and afterwards we consider C2 + L1. We

will show the three inequalities: C1 ≤ 1.25 · λ, L2 ≤ 1.25 · λ, and L1 + C2 ≤ 2.5 · λ.

We have C1 =
∑∞

i=1 p4i−3. Taking four occurrences of each job of this machine, we have the

multi-set {1, 1, 1, 1, 5, 5, 5, 5, 9, 9, 9, 9, . . .}, whose total size is not smaller than that of the multi-set

{1, 1, 1, 1, 2, 3, 4, 5, 6, 7, 8, 9, . . .}, by p4i−3 ≥ p4i−4 ≥ p4i−5 ≥ p4i−6 for i ≥ 2. Thus, 4 ·C1 − 3 · p1 ≤
W . (This can also be derived from applying Lemma 2 with β = 1, α = 4, and γ = 1). By p1 ≤ λ and

W ≤ 2λ, we have

C1 ≤
W + 3 · p1

4
≤

2λ+ 3λ

4
= 1.25 · λ .

We have L2 = p2 + p3 +
∑∞

i=3 p2i−1. The multi-set of jobs that corresponds to taking two occur-

rences of each job of L2, of total size 2 · L2, is {2, 2, 3, 3, 5, 5, 7, 7, 9, 9, . . .}, and this total size does

not exceed the total size of {2, 2, 3, 3, 4, 5, 6, 7, 8, 9, . . .}, which is at most W + p2 + p3 − p1, by using

p2i−1 ≥ p2i−2 for i ≥ 3. (Those arguments are simple, usually follow from Lemma 2 easily, and in

what follows, we will not provide the full details in such arguments.) Thus, 2 ·L2 − p3 − p2 + p1 ≤ W .

By p3 ≤
λ
2 , p1 ≥ p2, and W ≤ 2λ, we have

L2 ≤
W + p3 + p2 − p1

2
≤

W + p3
2

≤
2λ+ λ/2

2
= 1.25 · λ .

Finally, consider 4 ·C2 +4 ·L1 = 4
∑∞

i=1(p4i−2+ p4i−1+ p4i)+4 · p1 +4
∑∞

i=2 p2i. The multi-set

for the two machines is

{2, 3, 4, 6, 7, 8, . . .} ∪ {1, 4, 6, 8, 10, . . .} = {1, 2, 3, 4, 4, 6, 6, 7, 8, 8, 10, 10, 11, 12, 12, . . .} ,

and by taking four occurrences, we have

{1, 1, 1, 1, 2, 2, 2, 2, 3, 3, 3, 3, 4, 4, 4, 4, 4, 4, 4, 4, 6, 6, 6, 6, 6, 6, 6, 6, 7, 7, 7, 7, 8, 8, 8, 8, 8, 8, 8, 8,

10, 10, 10, 10, 10, 10, 10, 10, 11, 11, 11, 11, 12, 12, 12, 12, 12, 12, 12, 12, . . .} .
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by replacing jobs by jobs that are not smaller, we have

{1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 5, 5, 5, 5, 5, 6, 6, 6, 6, 6, 7, 7, 7, 7, 7, 8, 8, 8, 8, 8,

9, 9, 9, 9, 9, 10, 10, 10, 10, 10, 11, 11, 11, 11, 11, 12, 12, 12, 12, 12, . . .} .

We get 4C2 + 4L1 ≤ 5W ≤ 10 · λ.

3.2 Three machines

We define two solutions, and show that the algorithm that uses them has competitive ratio at most 4
3 .

The first solution is defined as follows. Machine 1 has the following jobs: {6k + 1 : k ≥ 0}, that is,

the set is {1, 7, 13, . . .}. Machine 2 has the following jobs: {6k + 2 : k ≥ 0} ∪ {6k + 5 : k ≥ 0}, that

is, the set is {2, 5, 8, 11, 14, 17, 20, . . .}. Machine 3 has the remaining jobs. Those are {6k + 3 : k ≥
0} ∪ {6k + 4 : k ≥ 0} ∪ {6k + 6 : k ≥ 0}, that is, the set is {3, 4, 6, 9, 10, 12, 15, . . .}.

The second solution is defined as follows. Machine i (for 1 ≤ i ≤ 3) has job i, and all jobs such that

j ≥ 4 and (j + i) mod 3 = 1. Thus, the set of machine 1 is {1} ∪ {3k : k ≥ 2} = {1, 6, 9, 12, . . .}, the

set of machine 2 is {3k − 1 : k ≥ 1} = {2, 5, 8, 11, 14, . . .}, the set of machine 3 is {3} ∪ {3k − 2 :

k ≥ 2} = {3, 4, 7, 10, 13, . . .}.

Theorem 4 The competitive ratio of this algorithm for m = 3 is at most 4
3 .

Proof. We have that Ci, for i = 1, 2, 3, and Li for i = 1, 2, 3 are the total sizes of jobs for the first

and second solutions, respectively. That is, C1 =
∑∞

i=1 p6i−5, C2 =
∑∞

i=1(p6i−4 + p6i−1), C3 =∑∞
i=1(p6i−3 + p6i−2 + p6i), L1 = p1 +

∑∞
i=2 p3i, L2 = p2 +

∑∞
i=2 p3i−1, and L3 = p3 +

∑∞
i=2 p3i−2.

We have C2 = L2, and we will show the following three inequalities: C1, C2 ≤ 4
3 · λ, L2, L3 ≤ 4

3 · λ,

and 6 · C3 + 6 · L1 ≤ 16 · λ.

We use Lemma 2 in the proof. Consider the first solution. By W ≤ 3λ and p1 ≤ λ, we have

C1 ≤
W − p1

6
+ p1 =

W

6
+

5

6
· p1 ≤

4

3
· λ .

We also have (by the same constraints and by p1 ≥ p2)

C2 ≤
W − p1 − p2

3
+ p2 ≤

W

3
+

p2
3

≤
4

3
· λ .

Consider the second solution. We have L2 = C2, and it is left to analyze L3. We have (by using also the

constraints p2 ≥ p3 ≥ p4)

L3 ≤
W − P4

3
+ p3 + p4 ≤

W

3
+

2

3
· p4 ≤

4

3
· λ .

Finally, consider 6 · C3 + 6 · L1. The set of jobs for the two machines is

{1, 3, 4, 6, 6, 9, 9, 10, 12, 12, 15, 15, 16, 18, 18, . . .} .

Taking this set such that every job occurs six times, and replacing jobs by jobs that are not smaller, we

get

{1, 1, 1, 1, 1, 1, 2, 2, 2, 2, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 5, 5, 5, 5, 5, 6, 6, 6, 6, 6, 7, 7, 7, 7, 7, 8, 8, 8, 8, 8, 9, 9,

9, 9, 9, 10, 10, 10, 10, 10, 11, 11, 11, 11, 11, 12, 12, 12, 12, 12, 13, 13, 13, 13, 13, 14,

14, 14, 14, 14, 15, 15, 15, 15, 15, 16, 16, 16, 16, 16, 17, 17, 17, 17, 17, 18, 18, 18, 18, 18, . . .} .
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For the jobs of indexes 6k+3, 6k+3, 6k+4, 6k+6, 6k+6 (for k ≥ 1, each index occurring six times

such that for example 6k + 3 occurs 12 times), it is replaced with 6k + 1, 6k + 1, 6k + 1, 6k + 1, 6k +

1, 6k + 2, 6k + 2, 6k + 2, 6k + 2, 6k + 2, 6k + 3, 6k + 3, 6k + 3, 6k + 3, 6k + 3, 6k + 4, 6k + 4, 6k +

4, 6k + 4, 6k + 4, 6k + 5, 6k + 5, 6k + 5, 6k + 5, 6k + 5, 6k + 6, 6k + 6, 6k + 6, 6k + 6, 6k + 6.

For the jobs of indexes 1, 3, 4, 6, 6 appearing six times, they were replaced with 1, 1, 1, 1, 1, 1, 2, 2,

2, 2, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 5, 5, 5, 5, 5, 6, 6, 6, 6, 6.

We have 6 · C3 + 6 · L1 ≤ 5 ·W + p1 − p2 ≤ 16 · λ, by p1 ≤ λ, p2 ≥ 0, and W ≤ 3λ.

3.3 Four machines

We define two solutions, and show that the algorithm that uses them has competitive ratio at most 1.375.

The first solution is defined as follows. For i = 1, 2, machine i has jobs {8k+ i : k ≥ 0}, that is, the

sets are {1, 9, 17, 25, . . .} for machine 1 and {2, 10, 18, 26, . . .} for machine 2. Machine 3 has the jobs

{8k + 3 : k ≥ 0} ∪ {8k + 6 : k ≥ 0} ∪ {8k : k ≥ 1} = {3, 6, 8, 11, 14, 16, . . .}. Machine 4 has the

jobs {8k + 4 : k ≥ 0} ∪ {8k + 5 : k ≥ 0} ∪ {8k + 7 : k ≥ 0} = {4, 5, 7, 12, 13, 15, . . .}.

The second solution is defined as follows. Machine i (for 1 ≤ i ≤ 4) has job i, and all jobs such that

j ≥ 5 and (j+ i) mod 4 = 1. Thus, the set of machine 1 is {1}∪{4k : k ≥ 2} = {1, 8, 12, 16, 20, . . .},

the set of machine 2 is {2} ∪ {4k − 1 : k ≥ 2} = {2, 7, 11, 15, 19, . . .}, the set of machine 3 is

{3} ∪ {4k − 2 : k ≥ 2} = {3, 6, 10, 14, 18, . . .}, and the set of machine 4 is {4} ∪ {4k − 3 : k ≥ 2} =

{4, 5, 9, 13, 17, . . .}.

Theorem 5 The competitive ratio of this algorithm for m = 4 is at most 1.375.

Proof. We have that Ci (for i = 1, 2, 3, 4) is the total sizes of jobs for the first solution, and Li is the total

sizes of jobs for the second solution. We start with showing the following properties: C1, C2 ≤ 1.375·λ,

L3, L4 ≤ 1.375 · λ.

We have: C1 =
∑∞

k=0 p8k+1, C2 =
∑∞

k=0 p8k+2, L3 = p3 +
∑∞

k=1 p4k+2, and L4 = p4 +∑∞
k=1 p4k+1. We use Lemma 2, W ≤ 4 · λ, the sorted order of jobs, and λ ≥ p1. Using the lemma with

α = 8, β = i, and γ = 1, we have for i = 1, 2 that

Ci ≤ pi +

∞∑

k=1

p8k+i ≤ pi +
W − Pi

8
≤ p1 +

W − p1
8

=
W

8
+

7

8
· p1 ≤

λ

2
+

7

8
· λ = 1.375 · λ .

In order to analyze L3 and L3, we use the lemma with α = 4, β = 5 − i, and γ = 2 for i = 3, 4,

and find that
∑∞

k=2 p4k+5−i ≤
W−P9−i

4 .

For i = 3, we have

L3 ≤ p3 + p6 +
W − p1 − p2 − p3 − p4 − p5 − p6

4
.

By p1 ≥ p2 ≥ p3 and p4 ≥ p5 ≥ p6, we have L3 ≤
W+p3+p6

4 . We will show that p3 + p6 ≤ 1.5 · λ, and

by λ ≥ W
4 , we find that L3 ≤ 1.375 · λ. The required property holds since p3 ≤ λ and p6 ≤

λ
2 .

For i = 4, we have

L4 ≤ p4 + p5 +
W − p1 − p2 − p3 − p4 − p5

4
.

Since we have λ ≥ 2 · p5. We get L4 ≤
W+3·p5

4 ≤ 1.375 · λ.

Next, we consider the four sums 2 · C3 + L1, 2 · C4 + L1, 2 · C3 + L2, and C4 + 2 · L2. We show

that each one of them does not exceed 4 · λ. In the remaining cases, we use the sorted order of the jobs

of indexes 8k + 1, 8k + 2, . . . , 8k + 8.
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Consider the first sum:

2C3 + L1 = 2
∞∑

k=0

p8k+3 + 2
∞∑

k=0

p8k+6 + 2
∞∑

k=0

p8k+8 +
∞∑

k=2

p4k + p1 ,

We have p1 + 2p3 + 2p6 + 3p8 ≤ P8. The remainder (after deducting the left hand side from the

right hand side of the earlier expression) is

2

∞∑

k=1

p8k+3 + 2

∞∑

k=1

p8k+6 + 2

∞∑

k=1

p8k+8 +

∞∑

k=3

p4k

= 2

∞∑

k=1

p8k+3 + 2

∞∑

k=1

p8k+6 + 2

∞∑

k=1

p8k+8 +

∞∑

k=1

p8k+8 +

∞∑

k=1

p8k+4 ≤ W − P8 .

Thus, 2C3 + L1 ≤ W ≤ 4λ.

Consider the second sum:

2C4 + L1 = 2
∞∑

k=0

p8k+4 + 2
∞∑

k=0

p8k+5 + 2
∞∑

k=0

p8k+7 +
∞∑

k=2

p4k + p1 ,

We have p1 + 2p4 + 2p5 + 2p7 + p8 ≤ P8. The remainder is

2

∞∑

k=1

p8k+4 + 2

∞∑

k=1

p8k+5 + 2

∞∑

k=1

p8k+7 +

∞∑

k=3

p4k

= 2

∞∑

k=1

p8k+4 + 2

∞∑

k=1

p8k+5 + 2

∞∑

k=1

p8k+7 +

∞∑

k=1

p8k+8 +

∞∑

k=1

p8k+4 ≤ W − P8 .

Thus, 2C4 + L1 ≤ W ≤ 4λ.

Consider the third sum:

2C3 + L2 = 2

∞∑

k=0

p8k+3 + 2

∞∑

k=0

p8k+6 + 2

∞∑

k=0

p8k+8 +

∞∑

k=2

p4k−1 + p2 ,

We have p2 + 2p3 + 2p6 + p7 + 2p8 ≤ P8.

The remainder is

2

∞∑

k=1

p8k+3 + 2

∞∑

k=1

p8k+6 + 2

∞∑

k=1

p8k+8 +

∞∑

k=3

p4k−1

= 2

∞∑

k=1

p8k+3 + 2

∞∑

k=1

p8k+6 + 2

∞∑

k=1

p8k+8 +

∞∑

k=1

p8k+3 +

∞∑

k=1

p8k+7 ≤ W − P8 .

Thus, 2C3 + L2 ≤ W ≤ 4λ.

Consider the fourth sum (where the calculation is different since the structure of the sum is slightly

different):

C4 + 2 · L2 =

∞∑

k=0

p8k+4 +

∞∑

k=0

p8k+5 +

∞∑

k=0

p8k+7 + 2

∞∑

k=2

p4k−1 + 2 · p2 .
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We have 2p2 + p4 + p5 + 3p7 ≤ P7.

The remainder is
∞∑

k=1

p8k+4 +

∞∑

k=1

p8k+5 +

∞∑

k=1

p8k+7 + 2

∞∑

k=3

p4k−1

=
∞∑

k=1

p8k+4 +
∞∑

k=1

p8k+5 +
∞∑

k=1

p8k+7 + 2
∞∑

k=1

p8k+3 + 2
∞∑

k=1

p8k+7 ≤ W − P7 .

In this case, we use the set of indexes {8, 9, 10, 11, 12, 13, 14, 15, . . .}. Thus, 2C3 + L2 ≤ W ≤ 4λ.

Recall that we have C1, C2, L3, L4 ≤ 1.375 · λ. Therefore, the competitive ratio holds.

3.4 Five machines

We define the algorithm for m = 5 as follows. We define two solutions, and show that the algorithm

that uses them has competitive ratio at most 4
3 .

The first solution is defined as follows. Machine 1 has the following jobs: {10k + 1 : k ≥ 0}, that

is, the set is {1, 11, 21, . . .}. Machine 2 has the following jobs: {10k + 2 : k ≥ 0}, that is, the set is

{2, 12, 22, . . .}. Machine 3 has the following jobs: {5k+3 : k ≥ 0}, that is, the set is {3, 8, 13, 18, . . .}.

Machine 4 has the following jobs: {10k + 4 : k ≥ 0} ∪ {10k + 7 : k ≥ 0} ∪ {10k : k ≥ 1}, that is, the

set is {4, 7, 10, 14, 17, 20, 24 . . .}. Machine 5 has the following jobs: {10k + 5 : k ≥ 0} ∪ {10k + 6 :

k ≥ 0} ∪ {10k + 9 : k ≥ 0}, that is, the set is {5, 6, 9, 15, 16, 19, . . .}.

The second solution is defined as follows. Machine i (for 1 ≤ i ≤ 5) has job i, and all jobs such that

j ≥ 4 and (j + i) mod 5 = 1. Thus, the set of machine 1 is {1} ∪ {5k : k ≥ 2} = {1, 10, 15, . . .}, the

set of machine 2 is {2} ∪ {5k − 1 : k ≥ 2} = {2, 9, 14, 19, . . .}, the set of machine 3 is {5k − 2 : k ≥
2} = {3, 8, 13, 18, . . .}, the set of machine 4 is {4}∪ {5k− 3 : k ≥ 2} = {4, 7, 12, 17, 18, . . .}, and the

set of machine 5 is {5} ∪ {5k − 4 : k ≥ 2} = {5, 6, 11, 16, 21, . . .}.

Theorem 6 The competitive ratio of this algorithm for m = 5 is at most 1.4.

Proof. We use the notation Ci and Li for 1 ≤ i ≤ 5 again. In particular, we have C3 = L3. We

will show the following inequalities: C1, C2, C3 ≤ 1.4 · λ, L3, L4, L5 ≤ 1.4 · λ. For the pairs

of machines i1 and i2 where i1 ∈ {4, 5} and i2 ∈ {1, 2}, we will consider the pairs Ci1 and Li2 ,

and by the pigeonhole principle we will have at least one of max{L1, L2, L3, L4, L5} ≤ 1.4 · λ and

max{C1, C2, C3, C4, C5} ≤ 1.4 · λ. We use the same properties as in the earlier proofs.

Consider the first solution. We have

C1 ≤
W − p1

10
+ p1 =

W

10
+ 0.9 · p1 ≤ 1.4 · λ .

We also have C2 ≤ C1. Additionally,

C3 ≤
W − P3

5
+ p3 ≤

W

5
+ 0.4 · p3 ≤ 1.4 · λ .

Consider the second solution. By L3 = C3, it is left to analyze L4 and L5.

We have

L4 ≤
W − P7

5
+ p4 + p7 ≤

W

5
+

1

5
· p4 +

2

5
· p7 ≤ 1.4 · λ ,

and

L5 ≤
W − P6

5
+ p5 + p6 ≤

W

5
+

4

5
· p7 ≤ 1.4 · λ .
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We will consider the following four sums 2C4 + 2L2, 2C5 + 2L2, 10C4 + 5L1, 10C5 + 5L1. By

showing 2Ci+2L2 ≤ 5.5 ·λ and 10Ci+5L1 ≤ 21 ·λ, we will find that if max{L1, L2} ≥ 1.4 ·λ, then

max{C1, C2} ≤ 1.4 · λ holds.

In the first two proofs we will use p10k+2 ≥ p10k+4 for any k ≥ 0.

We have

2C4 + 2L2 = 2
∞∑

k=0

p10k+4 + 2
∞∑

k=0

p10k+7 + 2
∞∑

k=0

p10k+10 + 2
∞∑

k=2

p5k−1 + 2 · p2

= 2
∞∑

k=0

p10k+4 + 2
∞∑

k=0

p10k+7 + 2
∞∑

k=0

p10k+10 + 2
∞∑

k=0

p10k+9 + 2
∞∑

k=1

p10k+4 + 2 · p2

≤ 2

∞∑

k=0

p10k+4 + 2

∞∑

k=0

p10k+7 + 2

∞∑

k=0

p10k+10 + 2

∞∑

k=0

p10k+9 + 2

∞∑

k=0

p10k+2 ≤ W .

Thus, 2C4 + 2L2 ≤ 5 · λ.

We have

2C5 + 2L2 = 2
∞∑

k=0

p10k+5 + 2
∞∑

k=0

p10k+6 + 2
∞∑

k=0

p10k+9 + 2
∞∑

k=2

p5k−1 + 2 · p2

≤ 2
∞∑

k=0

p10k+5 + 2
∞∑

k=0

p10k+6 + 2
∞∑

k=0

p10k+9 + 2
∞∑

k=0

p10k+9 + 2
∞∑

k=0

p10k+2 .

We use
∞∑

k=0

p10k+9 =

∞∑

k=0

p10k+19 + p9 ≤
∞∑

k=0

p10k+10 + p9 ,

(where only one of the four occurrences of the sum
∑∞

k=0 p10k+9 is replaced), and get, 2C5 + 2L2 ≤
W + p9 ≤ 5.5 · λ.

We have

10C4 + 5L1 = 10
∞∑

k=0

p10k+4 + 10
∞∑

k=0

p10k+7 + 10
∞∑

k=0

p10k+10 + 5
∞∑

k=2

p5k + 5 · p1

= 10
∞∑

k=0

p10k+4 + 10
∞∑

k=0

p10k+7 + 10
∞∑

k=0

p10k+10 + 5
∞∑

k=0

p10k+10 + 5
∞∑

k=1

p10k+5 + 5 · p1 .

We use
∞∑

k=1

p10k+5 + p1 ≤
∞∑

k=0

p10k+1 ,

and replace four of the five occurrences, and

∞∑

k=1

p10k+5 =

∞∑

k=0

p10k+15 ≤
∞∑

k=0

p10k+10 ,

The last expression is bounded from above by

10

∞∑

k=0

p10k+4 + 10

∞∑

k=0

p10k+7 + 15

∞∑

k=0

p10k+10 + 4

∞∑

k=0

p10k+1 +

∞∑

k=0

p10k+10 + p1 ,
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and we get, 10C4 + 5L1 ≤ 4W + p1 ≤ 21 · λ.

We have

10C5 + 5L1 = 10

∞∑

k=0

p10k+5 + 10

∞∑

k=0

p10k+6 + 10

∞∑

k=0

p10k+9 + 5

∞∑

k=2

p5k + 5 · p1

An argument similar to the previous case shows that the last expression is bounded from above by

10
∞∑

k=0

p10k+5 + 10
∞∑

k=0

p10k+6 + 10
∞∑

k=0

p10k+9 + 5
∞∑

k=0

p10k+10 + 4
∞∑

k=0

p10k+1 +
∞∑

k=0

p10k+10 + p1 ,

and we get, 10C5 + 5L1 ≤ 4W + p1 ≤ 21 · λ.

3.5 Discussion

As we saw, the cases m = 2, 3, 4, 5 exhibit the advantage of using two-solution algorithms compared to

one solution algorithms. In this section we briefly discuss the limitation of our approach. First, we note

that the results for m = 4, 5 are not tight. We can see that in some cases the analysis can be improved.

In the proof for the case m = 4 and the analysis for L3, we can show that p3 + p6 ≤ 4
3 · λ, and thus

L3 ≤ 4
3 · λ. Consider an optimal offline solution, and the assignment of (only) the first six jobs in it.

If at least one of the first three jobs 1 ≤ i1 ≤ 3 is assigned with another job out of the six 1 ≤ i2 ≤ 6

(where i1 6= i2), we have p3 + p6 ≤ pi1 + pi2 ≤ λ ≤ 4
3 ·λ. Otherwise, the three jobs 4, 5, 6 are assigned

together and 3 · p6 ≤ p4 + p5 + p6 ≤ λ, and p3 ≤ p1 ≤ λ, so p3 + p6 ≤ λ + λ
3 = 4

3 · λ. A similar

argument can be used in some other cases, for example, in the analysis of L4 and m = 5.

However, our upper bounds on the competitive for those algorithms (for m = 4, 5) cannot be im-

proved. This can be seen by the following realization. There are m+1 jobs of size 1
2 , and the remaining

jobs are of a very small fixed size ε > 0, and total size m−1
2 . An optimal offline solution has completion

time 1, but solutions where the jobs of indexes m and m+1 are assigned to machine m, and this machine

receives approximately a fraction of 1
m

or a larger fraction of the remaining jobs, will have completion

times of at least (approximately) 1.5 − 1
2m . Since both solutions have this structure, this shows a lower

bound on the makespan for m = 4, 5, and a lower bound of the competitive ratios which shows that the

analysis is tight.

Since our four algorithms are constructed by similar methods which can be easily extended for any

number of machines m ≥ 6, one could still hope that our approach would give a two-solution algorithm

of competitive ratio at most 1.5 for any m ≥ 2. However, this in not the case. As an example, consider

the case m = 20. Consider an input realization with one job of size 1, thirty jobs of size 7
30 each, and

jobs of size ε of total size 12. An optimal offline solution has one machine with a job of size 1, ten

machines with three jobs of size 7
30 , and a total size of 0.3 with jobs of size ε, and nine machines with

jobs of size ε of total size 1 per machine. A solution of the type of the first solutions (for m = 2, 4)

would assign three jobs of size 7
30 to the mth machine, and approximately 3

40 of the total size of jobs

of size ε, for a load of 1.6. A solution of the type of the second solutions would assign the jobs of

size 1 to the first machine, and approximately 1
20 of the total size of jobs of size ε, for a load of 1.6.

Generalizaing this for different values of m, one can get that the algorithm will not have competitive

ratio below 5
3 − 4

3m for even values of m, and below 5
3 − 16

9m−3 for odd values of m. Thus, at present

time it is unknown whether a two-solution algorithm can have an improved competitive ratio compared

to one-solution algorithms for large values of m.
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4 Lower bounds for two solutions

In this section, we prove lower bounds on the competitive ratio for two-solution ordinal algorithms.

We show a lower bound of 1.25 on the competitive ratio for m = 2, which is tight, since we saw an

algorithm matching this bound. For m ≥ 3, we show a lower bound of 4
3 on the competitive ratio, using

two different constructions. For m = 3, this matches the bound of the algorithm that we saw, and for

m = 4, 5, the bound is close to the upper bounds. We prove the lower bound for m = 2 first, then the

one for m ≥ 4, and finally the one for m = 3, which requires a larger number of input realizations.

Proposition 7 Every two-solution ordinal algorithm for two machines has a competitive ratio of at least

1.25.

Proof. Assume that there is an algorithm with two solutions and competitive ratio r < 1.25. Consider

the job sequence < 4, 1, 1, 1, 1 >. Since the optimal cost is 4, the solution for which the cost is at most

r · 4 < 5 must have the job subsets {1} and {2, 3, 4, 5}.

Consider the following job sequences. For each one of them we first show that the solution that we

already considered is not the one with cost at most r times the optimal cost. We will identify the subsets

of the other solution for the first five jobs, and reach a contradiction.

1. For the job sequence < 3, 2, 2, 1, 0 >, the cost of an optimal offline solution is 4, and the comple-

tion time of the already identified solution is 5.

2. For the job sequence < 2, 2, 2, 1, 1 >, the cost of an optimal offline solution is 4, and the comple-

tion time of the already identified solution is 6.

3. For the job sequence < 2, 1, 1, 1, 1 >, the cost of an optimal offline solution is 3, and the comple-

tion time of the already identified solution is 4.

The second solution has to obtain optimal solutions for all three job sequences, in order to avoid

costs that are larger by 1, since (r− 1) times the cost of an optimal solution is smaller than 1. Given the

first job sequence, the two subsets for the first four jobs are {1, 4} and {2, 3}. There are two possible

structures for this solution, in terms of the subsets with five jobs.

For the solution with subsets {1, 4} and {2, 3, 5}, the total size for the second subset for the second

job sequence is 5, which gives a competitive ratio above r. For the solution with subsets {1, 4, 5} and

{2, 3}, the total size for the first subset for the third job sequence is 4, which gives a competitive ratio

above r.

Proposition 8 Every two-solution ordinal algorithm for m ≥ 4 has a competitive ratio of at least 4
3 .

Proof. We use three input realizations as follows. All of them have 2m jobs of positive sizes.

1. An input with 2m jobs of positive (equal) sizes: < 1, 1, . . . , 1 >.

2. An input with two jobs of size 3 each, m − 4 jobs of size 2 each, and m + 2 jobs of size 1

each: < 3, 3, 2, . . . , 2, 1 . . . , 1 >. If m = 4, there are no jobs of size 2, but the construction is

unchanged.

3. An input with one job of size 3, m − 2 jobs of size 2, and m + 1 of size 1 each, that is, <

3, 2, . . . , 2, 1, . . . , 1 >.
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For the first input, an optimal offline solution has completion time 2, by assigning two jobs to each

machine. An optimal offline solution for the second input assigns the first job to the first machine, the

second job to the second machine, there are m− 4 machines with one job of size 2 and a job of size 1,

and the two remaining machines have three jobs of size 1 each. An optimal offline solution for the third

input assigns the first job to the first machine, there are m− 2 machines with one job of size 2 and a job

of size 1, and remaining machine has three jobs of size 1 each. The completion times for the last two

solutions are equal to 3.

Since all inputs have equal numbers of jobs with positive sizes, we consider the solutions in terms

of the sets of 2m jobs.

In order to avoid a competitive ratio of 1.5 for the first input, there has to be a solution with m pairs

of jobs, which are a partition of the 2m jobs. This solution has a completion time of 4 for the second

input, since each one of the first two jobs is combined with one of the jobs of sizes at least 1. This

solution has a completion time of at least 4 for the third input as well, since the first job is combined

with another job. Thus, to avoid a competitive ratio of 4
3 , the second solution has each one of jobs 1 and

2 assigned to its own set, which holds due to the second input. This results in a schedule for the third

input where jobs of integer sizes and total size 3m − 5 are assigned to m − 2 machines, so there is at

least one machine with completion time at least 4, for a competitive ratio of at least 4
3 .

Proposition 9 Every two-solution ordinal algorithm for three machines has a competitive ratio of at

least 4
3 .

Proof. Assume that there is an algorithm with two solutions with competitive ratio r < 4
3 ≈ 1.33333.

Consider the next four input realizations with seven specified jobs provided as sequences (such that the

remaining jobs have zero sizes).

1. For the job sequence < 3, 3, 1, 1, 1, 0, 0 >, the optimal offline completion time is 3.

2. For the job sequence < 2, 1, 1, 1, 1, 0, 0 >, the optimal offline completion time is 2.

3. For the job sequence < 2, 2, 2, 1, 1, 1, 0 >, the optimal offline completion time is 3.

4. For the job sequence < 3, 1, 1, 1, 1, 1, 1 >, the optimal offline completion time is 3.

For all these sequences, at least one of the two solutions has to be optimal, since otherwise the

makespan is larger by 1 than an optimal solution, and the competitive ratio is at least 4
3 .

Thus, given the first sequence, there is one solution such that the sets for the first five jobs are {1},

{2}, and {3, 4, 5}. For the second and third sequence, the loads of the third machine and this solution

are at least 3 and 4 respectively, and therefore the second solution has to be optimal for them (in order to

avoid a competitive ratio of 4
3 ). For the second sequence, an optimal solution for the first five jobs has the

set {1} and two sets with two jobs each out of {2, 3, 4, 5}. For the third sequence, an optimal solution

for the first six jobs has three sets, each having one job out of {1, 2, 3} and one job out of {4, 5, 6}.

Thus, for the first six jobs, one set is {1, 6}, and the other two sets are either {2, 4} and {3, 5}, or {2, 5}
and {3, 4}. For the fourth sequence, both possible second solutions have load of 4 for the first machine.

Thus, the first solution has to be optimal for it. For that, the set of the second machine and the first seven

jobs has to be {2, 6, 7} and the other two sets are still {1} and {3, 4, 5}.

We consider two additional job sequences, which are input realizations with eight jobs of positive

sizes.

5. For the job sequence < 6, 6, 1, 1, 1, 1, 1, 1 >, the optimal offline completion time is 6.

6. For the job sequence < 3, 3, 3, 3, 3, 1, 1, 1 >, the optimal offline completion time is 6.
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For these sequences (the fifth and sixth sequences), in order to avoid a competitive ratio of at least
4
3 , there has to be a solution that has completion time of at most 7. For the first solution and the fifth

sequence, the load of the second machine is 8. For the first solution and the sixth sequence, the load of

the third machine is 9. Thus, the second solution has to have loads of at most 7 for all machines, and

both jobs sequences. We consider all options for this solution. The sets for the first six jobs are {1, 6},

{2, j1} and {3, j2}, where j1 6= j2, and {j1, j2} = {4, 5}. Given the fifth sequence, in order to avoid

loads of 8, jobs 7 and 8 belong to the same set as job 3, and the sets for the eight first jobs are {1, 6},

{2, j1} and {3, j2, 7, 8}. However, we find the for the sixth sequence, the load of the third machine will

be 8, and the competitive ratio is 4
3 , a contradiction.

5 Lower bounds for a single solution

In this section, we show improved lower bounds on the competitive ratio for one-solution algorithms, for

any number of machines m such that m ∈ {5, 6, . . . , 17}. The method is not very different from that of

[14], and the improved values result from a more careful analysis for a small number of machines, and

from using an additional simple input. The main goal here is to show an improved lower bound on the

competitive ratio for one-solution algorithms for m = 5, thus showing that our two-solution algorithm

has a better performance than any one-solution algorithm. A result of [14] states that in order to obtain

a competitive ratio not exceeding 1.5, the first 2m jobs are assigned such that machine i has the jobs

of indexes i and 2m + 1 − i. We will assume that the algorithm satisfies this property. We consider

inputs with at least 2m jobs, and in the case where our construction yields a lower bound above 1.5 on

the competitive ratio, we truncate it to 1.5 (the only case where we do this is m = 17). A lower bound

of 1.5 on the competitive ratio was proved in [14] for m ≥ 18, see Table 1, where the known results for

m = 2, 3, 4 are given as well (the bounds for m = 2, 3 are tight). The table also contains our improved

lower bounds.

Let N be a large positive integer. Let n ≥ N be such that n is divisible by 20!. All inputs will

consist of n jobs of positive sizes (so we will discuss only these jobs). There are three types of inputs.

The first two types are inspired by those of the construction of [14], and the third one is simple. All

inputs will be such that an optimal solution can have makespan no larger than 1, as we will show.

The first class of inputs (or realizations) is defined as follows, for any i such that 1 ≤ i ≤ m − 1.

The input consists of i jobs of size 1 each, and n− i jobs of size m−i
n

each (where the size m−i
n

is called

the smaller size for this input).

The second class of inputs is defined as follows, for any i such that 2 ≤ i ≤ m. The input consists

of 2m− i+1 jobs of size 1
2 each, and n− 2m+ i− 1 jobs of size i−1

2n each (where the size i−1
2n is called

the smaller size).

The third input consists of n jobs, each of size m
n

.

Lemma 10 Each one of the inputs has an optimal offline solution of cost not exceeding 1.

Proof. For the first class of inputs, there will be i machines with one job of size 1 each. Since m− i ≤
m− 1 < 20, we have that n is divisible by m− i. Every machine out of the remaining m− i machines

will have at most n
m−i

jobs of size m−i
n

each, for loads not larger than 1. The number of such jobs is

n − i, which is smaller than n, so all jobs are assigned. Thus, it is possible to assign all n jobs without

exceeding loads of 1 for the machines.

For the second class of inputs, there will be m−i+1 ≤ m−1 machines with two jobs of size 1
2 each.

The remaining i− 1 ≥ 1 machines get one job of size 1
2 each, and additionally, at most n

i−1 jobs of size
i−1
2n each. In this case i−1 ≤ m−1, and therefore n is divisible by i−1. Every machine has completion

time of at most 1, and there is space for n jobs, while their number is n− 2m+ i− 1 ≤ n−m− 1 < n.
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Since 1 ≤ m − i ≤ m − 1 < 20, we have that n is divisible by m − i. Every machine out of the

remaining m − i machines will have at most n
m−i

jobs of size m−i
n

each. The number of such jobs is

smaller than n, while it is possible to assign n such jobs without exceeding completion time of 1 for the

machines.

For the last input, since m ≤ 17, n is divisible by m. Thus, it is possible to assign n
m

jobs to every

machine. Since the size of every job is m
n

, the completion time of each machines is 1, and thus the

makespan is 1.

Let nk be the number of jobs (out of the first n jobs) assigned by the algorithm to machine k (for

k = 1, 2, . . . ,m), such that
∑m

k=1 nk = n. In each of our inputs, the last n− 2m jobs have equal sizes,

while the first 2m jobs are assigned as described above (two to each machine). Thus, for the first two

classes of inputs, out of nk jobs assigned to machine k, at least nk − 2 jobs are of the corresponding

smaller size (depending on the input). For the last input, all jobs have the same size, so there are

nk > nk − 2 jobs of one size. Let νk = nk − 2. We have
∑m

k=1 νi = n− 2m. Let R be the competitive

ratio of the algorithm. We will use the property that loads cannot exceed R (since the optimal offline

completion time is at most 1 for all cases).

Consider the first input with a fixed i, and consider machine i (since the completion time for the

schedule is at least its completion time). This machine has one job of size 1, and at least ni − 2 = νi
jobs of the smaller size. The completion time of machine i is at least 1 + νi ·

m−i
n

. Since an optimal

solution has completion time not exceeding 1, we get 1 + νi ·
m−i
n

≤ R, which holds for i ≤ m− 1.

Consider the second input with a fixed i, and consider machine i. This machine has two job of size
1
2 each, and at least ni − 2 = νi jobs of the smaller size. The completion time of machine i is at least

1 + νi ·
i−1
2n . Since an optimal solution has completion time not exceeding 1, we get 1 + νi ·

i−1
2n ≤ R,

which holds for i ≥ 2.

For the third input, we have for every machine i, νi ·
m
n

≤ R. Letting ρi =
νi
n

, we have the three

types of constraints 1 + ρi · (m− i) ≤ R, 1 + ρi · (i− 1)/2 ≤ R, and ρi ·m ≤ R. Rearranging again,

we have ρi ≤
R−1
m−i

, ρi ≤
2(R−1)
i−1 , and ρi ≤

R
m

.

This gives us a linear program. In order to show the lower bound, we will use only a part of the

constraints, such that there is only one used constraint per machine, which is defined as a function of the

index. For 1 ≤ i ≤ ⌊2m3 ⌋, we use the constraint of the first class of inputs. For ⌈2m3 ⌉ + 1 ≤ i ≤ m,

we use the constraint of the second class of inputs. If m is divisible by 3, there are no other constraints.

If m = 3t + 1 for a positive integer t, the constraint of the third input is used for machine 2t + 1. If

m = 3t+2 for a positive integer t, the constraint of the third input is used for machine 2t+2. By taking

the sum of constraints, the left hand side is equal to 1− 2m
n

which is close to 1 for large values of N and

n ≥ N (since m ≤ 17).

Since we are mostly interested in the case m = 5, we write the constraints for this case in detail. In

this case, the first constraint is used for machines 1, 2, 3, the second constraint for machine 5, and the

third constraint for machine 4.

ρ1 ≤
R− 1

4
, ρ2 ≤

R− 1

3
, ρ3 ≤

R− 1

2
, ρ4 ≤

R

5
, ρ5 ≤

R− 1

2
.

Taking the sum, and letting N grow to infinity, we have R ·(14+
1
3+

1
2+

1
5+

1
2) ≥ 1+(14+

1
3+

1
2+

1
2 ),

which gives R ≥ 155
107 ≈ 1.448598.

We conclude this section with the following theorem.

Theorem 11 Every single-solution algorithm has a competitive ratio of at least 155
107 ≈ 1.448598 for

m = 5, and as stated in the third column of Table 1 for 6 ≤ m ≤ 17.
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m previous lower bound [14] new lower bound

2 4

3
≈ 1.3333 −

3 1.4 −

4 1.4375 −

5 1.3704 155

107
≈ 1.448598

6 1.4539 191

131
≈ 1.458015

7 1.4542 1127

767
≈ 1.469361

8 1.4485 2278

1543
≈ 1.476344

9 1.4775 2593

1753
≈ 1.479178

10 1.4776 257

173
≈ 1.485549

11 1.4744 341

229
≈ 1.489082

12 1.4891 1873

1257
≈ 1.490055

13 1.4892 7449

4985
≈ 1.494282

14 1.4872 201739

134815
≈ 1.496413

15 1.4961 217183

145111
≈ 1.496668

16 1.4961 2027686

1352011
≈ 1.499755

17 1.4947 1.5

m ≥ 18 1.5 −

Table 1: Lower bounds for single-solution algorithms, as a function of the number of machines m.
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[2] S. Angelopoulos, C. Dürr, S. Kamali, M. P. Renault, and A. Rosén. Online bin packing with advice

of small size. Theory of Computing Systems, 62(8):2006–2034, 2018.

[3] H. Böckenhauer, D. Komm, R. Královic, R. Královic, and T. Mömke. Online algorithms with

advice: The tape model. Information and Computation, 254:59–83, 2017.

[4] J. Boyar, L. M. Favrholdt, C. Kudahl, and J. W. Mikkelsen. Weighted online problems with advice.

Theory of Computing Systems, 62(6):1443–1469, 2018.

[5] J. Boyar, S. Kamali, K. S. Larsen, and A. López-Ortiz. Online bin packing with advice. Algorith-

mica, 74(1):507–527, 2016.

[6] T. C. E. Cheng, H. Kellerer, and V. Kotov. Algorithms better than LPT for semi-online scheduling

with decreasing processing times. Operations Research Letters, 40(5):349–352, 2012.

[7] J. Dohrau. Online makespan scheduling with sublinear advice. In Proc. of the 41st International

Conference on Current Trends in Theory and Practice of Computer Science (SOFSEM’15), pages

177–188, 2015.

[8] L. Epstein, A. Lassota, A. Levin, M. Maack, and L. Rohwedder. Cardinality constrained scheduling

in online models. In Proc. of the 39th International Symposium on Theoretical Aspects of Computer

Science, (STACS’22), pages 28:1–28:15, 2022.

17



[9] S. P. Fekete, J. Grosse-Holz, P. Keldenich, and A. Schmidt. Parallel online algorithms for the bin

packing problem. Algorithmica, 2022. To appear, 28 pages.

[10] R. L. Graham. Bounds on multiprocessing timing anomalies. SIAM Journal of Applied Mathemat-

ics, 17(2):416–429, 1969.

[11] Y. He and Z. Tan. Ordinal on-line scheduling for maximizing the minimum machine completion

time. Journal of Combinatorial Optimization, 6(2):199–206, 2002.

[12] S. Ji, R. Li, and Y. Zhou. Ordinal semi on-line scheduling for jobs with arbitrary release times on

identical parallel machines. Intelligent Information Management, 9(6):245–254, 2017.

[13] H. Kellerer, V. Kotov, M. G. Speranza, and Zs. Tuza. Semi on-line algorithms for the partition

problem. Operations Research Letters, 21(5):235–242, 1997.

[14] W. Liu, J. B. Sidney, and A. van Vliet. Ordinal algorithms for parallel machine scheduling. Oper-

ations Research Letters, 18(5):223–232, 1996.

[15] W.-P. Liu and J. B. Sidney. Bin packing using semi-ordinal data. Operations research letters,

19(3):101–104, 1996.

[16] W.-P. Liu and J. B. Sidney. Ordinal algorithms for packing with target center of gravity. Order,

13(1):17–31, 1996.
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