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Abstract

Round robin tournaments are omnipresent in sport competitions and beyond. We propose
two new integer programming formulations for scheduling a round robin tournament, one of
which we call the matching formulation. We analytically compare their linear relaxations with
the linear relaxation of a well-known traditional formulation. We find that the matching for-
mulation is stronger than the other formulations, while its LP relaxation is still being solvable
in polynomial time. In addition, we provide an exponentially sized class of valid inequalities
for the matching formulation. Complementing our theoretical assessment of the strength of the
different formulations, we also experimentally show that the matching formulation is superior
on a broad set of instances. Finally, we describe a branch-and-price algorithm for finding round
robin tournaments that is based on the matching formulation.
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1 Introduction

Integer programming continues to be a very popular way to obtain a schedule for a round robin
tournament. The ability to straightforwardly model such a tournament, and next solve the resulting
formulation using an integer programming solver, greatly facilitates practitioners. Moreovet, it is
usually possible to add all kinds of specific local constraints to the formulation that help addressing
particular challenges. We substantiate this claim of the widespread use of integer programming
by mentioning some of the works that use integer programming to arrive at a schedule for a
round robin tournament. Indeed, from the literature, it is clear that for national football leagues
(which are predominantly organized according to a so-called double round robin format), integer
programming-based techniques are used extensively to find schedules. Without claiming to be
exhaustive we mention Alarcén et al. [2], Della Croce and Oliveri [9], Duran et al [11, 12, 10],
Goossens and Spieksma [17], Rasmussen [27], Recalde et al. [29], Ribeiro and Urrutia [30]. Other
sport competitions that are organized in a round robin fashion (or a format close to a round robin)
have also received ample attention: we mention Cocchi et al. [8] and Raknes and Pettersen [26]
who use integer programming for scheduling volleyball leagues, Fleurent and Ferland [16] who
use integer programming for scheduling a hockey league, Kim [21] and Bouzarth et al. [4] for
baseball leagues, Kostuk and Willoughby [23] for Canadian football, Nemhauser and Trick [25]
and Westphal [36] for basketball leagues. Further, there has been work on studying properties
of the traditional formulation, among others, by Trick [33] and Briskorn and Drexl [5]. Well-
known surveys are given by Rasmussen and Trick [28], Kendall et al. [20] and Goossens and
Spieksma [18]; we also refer to Knust [22], who maintains an elaborate classification of literature
on sports scheduling. More recently, the international timetabling competition [35] featured a
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round robin sports timetabling problem, and most of the submissions for this competition used
integer programming in some way to obtain a good schedule.

All this shows that integer programming is one of the most preferred ways to find schedules for
competitions organized via a round robin format.

In this paper, we aim to take a fresh look at the problem of finding an optimal schedule for
round robin tournaments using integer programming techniques. Depending upon how often a
pair of teams is required to meet, different variations of a round robin tournament arise: in case
each pair of teams meets once, the resulting format is called a Single Round Robin, in case each
pair of teams is required to meet twice, we refer to the resulting variation as a Double Round
Robin. These formats are the ones that occur most in practice; in general we speak of a k-Round
Robin to describe the situation where each pair of teams is required to meet & times.

We have organized the paper as follows. In Section 2, we precisely define the problem cor-
responding to the Single Round Robin tournament, and we present three integer programming
formulations for it. We call them the traditional formulation (Section 2.1), the matching formu-
lation (Section 2.2), and the permutation formulation (Section 2.3); the latter two formulations
are, to the best of our knowledge, new. We show that their linear relaxations can be solved in
polynomial time. We prove in Section 3 that the matching formulation is stronger than the other
formulations. In Section 4 we provide a class of valid inequalities for the matching formulation.
We show in Section 5 how our results extend to the k-Round Robin tournament. In Section 6,
we generate instances of our problem with two goals in mind: (i) to experimentally assess the
quality of the bounds found by our models (Section 6.2), and (ii) to report on the performance of
a branch-and-price algorithm (Section 6.3). We conclude in Section 7.

2 Problem definition and formulations

In this section, we provide a formal definition of our problem and introduce the necessary termi-
nology and notation. We start by describing the so-called Single Round Robin (SRR) tournament,
where every pair of teams has to meet exactly once, and we return to the general version of the
problem, where every pair of teams has to meet k times (k¥ > 1), in Section 5.

Throughout the entire paper, we assume that n is an even integer that denotes the number of
teams; for reasons of convenience we assume n > 4. We denote the set of all teams by 7'. A match
is a set consisting of two distinct teams and the set of all matches is denoted by M, in formulae,
M={m={i,j}:4,j €T, i+# j}. Wedenote, foreachi € T, by M; = {{i,j}:j € T\ {i}} the
set of matches played by team 7. As we assume in this section that every pair of teams meets once,
and as n is even, the matches can be organized in n — 1 rounds, which we denote by R; hence, we
deal in this section with a compact single round robin tournament.

Prepared with this terminology and notation, we are able to provide a formal definition of the
SRR problem.

Problem 1. (SRR) Given an even number n > 4 of teams with corresponding matches M, a set
of n — 1 rounds R, as well as an integral cost c,, , for every match m € M and round r € R, the
single round robin (SRR) problem is to find an assignment A C M x R of matches to rounds that
minimizes the cost Z(mﬂ,)e 4 Cm,r such that every team plays a single match per round and each
match is played in some round.

Since the SRR problem is NP-hard (see Easton [13], Briskorn et al. [6], and Van Bulck and
Goossens [34]), there does not exist a polynomial time algorithm to find an optimal assignment
unless P = NP. For this reason, several researchers have investigated integer programming (IP)
techniques for finding an optimal assignment of matches to rounds. We follow this line of research
and discuss three different IP formulations for the SRR problem: a traditional formulation with
polynomially many variables and constraints (Section 2.1) as well as two formulations that involve
exponentially many variables (Sections 2.2 and 2.3). To the best of our knowledge, the latter
models have not been discussed in the literature before.



2.1 The traditional formulation

The traditional formulation of the SRR problem has been discussed, among others, by Trick [33]
and Briskorn and Drexl [5]. To model an assignment of matches to rounds, this formulation
introduces, for every match m € M and round r € R, a binary decision variable z,, , to model
whether match m is played at round r (z, » = 1) or not (z,, , = 0). With these variables, problem
SRR can be modeled as:

min Z Zcmmxm,r (T

meEMreR
> me =1, me M, (T2)
r€ER
> T =1, i€T,reR, (T3)
meM,;

Tm.,r € {0,1}, me M,r €R. (T4)

Constraints (T2) ensure that each pair of teams meets once, and Constraints (T3) imply that each
team plays in each round. This model has O(n?) constraints and O(n?®) variables. Note that
Constraints (T4) can be replaced by z,, , € Z, as the upper bound z,,, < 1 is implicitly imposed
via Constraints (T2) and non-negativity of variables. The linear programming relaxation of (T)
arises when we replace (T4) by z,,, > 0; given an instance I of SRR, we denote the resulting
value by v2P (I).

tra

2.2 The matching formulation

Consider the complete graph that results when associating a node to each team, say K,, = (T, M).
Clearly, a single round of a feasible schedule can be seen as a perfect matching in this graph. This
observation allows us to build a matching based formulation by introducing a binary variable for
every perfect matching in K,,; we denote the set of all perfect matchings in K,, by 9.

We employ a binary variable y,,, for each perfect matching M € 9t and round r € R.
If yar - = 1, the model prescribes that matching M is used for the schedule of round r, whereas
ym,» = 0 encodes that a different schedule is used. To be able to represent the cost of round r € R,
the total cost of all matches in M is denoted by dys,, := Zme 1 Cm,r» Which leads to the model

min Z ZdM,ryM,r M1)

MeMrer
> yme =1, reR, (M2)
Mem
Z ZyM,r:L me M, (M3)
MeM: reR
meM

ym,r € {0,1}, M e M, reR. (M4)

Constraints (M2) ensure that a matching is selected in each round, while Constraints (M3) enforce
that each pair of teams meets in some round. Similarly to the traditional formulation, we can
replace (M4) by yar» € Z+. In this way, the linear programming relaxation of (M) arises when
replacing (M4) by yas,» > 0; given an instance I of SRR, the resulting value is denoted by vEP (1),
Notice that this formulation uses an exponential number of variables, as the number of matchings
grows exponentially in n. Thus, a relevant question is whether we can find v2 in polynomial

mat
time. The following observation shows that it can be answered affirmatively.
Lemma 2.1. The LP relaxation of the matching formulation (M) can be solved in polynomial time.

Proof. Due to the celebrated result by Grotschel et al. [19], it is sufficient to show that the sepa-
ration problem for the constraints of the dual of the linear relaxation of Model (M) can be solved
in polynomial time. To avoid an exponential number of variables in the dual, we replace Con-
straint (M4) by yar» € Z, as explained above. Then, by introducing dual variables «,, r € R,



corresponding to Constraints (M2) and 3,,, m € M, corresponding to Constraints (M3), the con-
straints of the dual of the LP relaxation of Model (M) are:

art Y B < durr, MeM,r€R.
meM

Given values for the dual variables, say (&, (), the separation problem is to decide whether it sat-
isfies all dual constraints. For fixed r € R, we show that this problem can be solved in polynomial
time. Thus, the assertion follows as there are only O(n) rounds.

Indeed, if r € R is fixed, the problem reduces to check whether there exists a matching M € 9t

such that
o, + Z Bm > dM,r = Z Cm,r - Z (Bm - Cm,r) > —Qp.

meM meM meM

The latter inequality asks whether there exists a perfect matching of teams with weight greater
than —a,, where an edge m between two teams is assigned weight (3,, — ¢;,»). This problem
can be solved in polynomial time by Edmonds’ blossom algorithm [14, 15], which concludes the
proof. O

2.3 The permutation formulation

Instead of fixing the schedule of a round, the permutation formulation fixes, for a given team,
the order of the teams against which the given team plays its successive matches. That is, it
introduces a variable for each team ¢ and each permutation of 7'\ {i}. We denote the set of all
such permutations by I1=¢. Moreover, for a team j € T and round » € R, denote the set of all
permutations where j occurs at position r in the permutation by IT; ;.. Permutations from IT; ;. thus
encode that team 7 plays against team j on round r. For a permutation = € II™* and round r € R,
we refer to the opponent of team ¢ at round r as . € T\ {i}. The cost of a schedule encoded
via permutations II-* for a team ¢ € 7 is then given by ¢;» = >, _p i} Using binary
variables z; ., where ¢ € T and m € II™*, that encode whether ¢ plays against its opponents in
order 7 (z; » = 1) or not (z; » = 0), the permutation formulation is

minéz Z €i, w2, (Pl)

i€T well—1
> zia=1, ieT, (P2)
Tell—?
> Zia= Y zjm {i,j} € M,r € R, (P3)
ﬂ'GH;} ﬂ'GH;{

zin €{0,1}, ieT,mell™" (P4)

Constraints (P2) ensure that a permutation is selected for each team, while Constraints (P3) en-
force that, given a round and a pair of teams, these teams meet in that round, or they do not meet
in that round. Due to rescaling the objective by %, we find the cost of an optimal SRR schedule.
Moreover, we can again replace Constraint (P4) by z; » € Z.. The linear programming relaxation
of (P) then arises when replacing Constraints (P4) by z; » > 0; given an instance I of SRR, we
denote the resulting value by v/ (I).

Since this model has n! variables, we again investigate whether its LP relaxation can be solved
efficiently.

Lemma 2.2. The LP relaxation of the permutation formulation (P) can be solved in polynomial time.

Proof. As in the proof of Lemma 2.1, it is sufficient to show that the separation problem cor-
responding to the constraints of the dual of the relaxation of the permutation formulation can
be solved in polynomial time. Again, to avoid exponentially many variables in the dual, we
replace (P4) by z;» € Z,. We introduce dual variables «; for each constraint of type (P2)



and fy; jy,- for each constraint of type (P3). To normalize Constraint (P3), we assume it to be
givenby > i Zix — Y e %ix = 0 with i < j. Then, the dual constraints are given by
g, i

1 _ By

o+ Z ﬂ{i,ﬂ'r},’!' - Z ﬂ{i,fw},r < iei,ﬂ" teT,mell “
reR: reR:
1<y 1>y

If i € T is fixed, the separation problem for dual values (@, 3) is to decide whether there exists a
permutation 7 € I1~* such that

_ = 1
Z ﬁ{i,ﬂ'r},r - Z ﬁ{i,ﬂ"r}.ﬁ“ - 5 Z Cli,m },r > =0y

reER: reER: reR

1<y 1>y
due to the definition of ¢; .. To answer this question, it is sufficient to find a permutation maxi-
mizing the left-hand side expression. Such a permutation can be found by computing a maximum
weight perfect matching in the complete bipartite graph with node bipartition (7" \ {i}) U R and
edge weights defined for each j € T\ {i} and r € R by

) _ o
we = 473 T Bragye 1<,
e —3¢tijtr — Bijes otherwise.

Since this problem can be solved in polynomial time, the assertion follows by solving this problem
for each of the n teams. O

3 Comparing the strength of the different formulations

In the previous section, we have introduced three different models for finding an optimal schedule
for problem SRR. While the traditional formulation contains both polynomially many variables
and constraints, the matching and permutation formulation make use of an exponential number of
variables. The aim of this section is to investigate whether the increase in the number of variables
in comparison with the traditional formulation leads to a stronger formulation. We measure the
strength of a formulation based on the value of its LP relaxation, where a higher value of the LP
relaxation indicates a stronger formulation as the LP relaxation’s value is closer to the optimum
value of the integer program, as encapsulated by the following definitions.

Definition 3.1. Let f and g be mixed-integer programming formulations of the SRR problem and
denote by v}*(I) and v;*(I) the value of the respective LP relaxations for an instance I of SRR.

* We say that f and g are relaxation-equivalent if, for each instance I of problem SRR, the value

of the linear programming relaxations are equal, i.e., v}"(I) = v;" ().

* We say that f is stronger than (or dominates) g if (i) for each instance I of problem SRR,
v (I) > vP(I), and (ii) there exists an instance I of problem SRR for which v}*(I) > v (I).

We now proceed by formally comparing the strength of the formulations from Section 2 using
the terminology of these definitions. We state our results using three lemmata, and summarize all
our results in Theorem 3.5.

First, we show that the traditional and permutation formulation have equivalent LP relaxations.

Lemma 3.2. The permutation formulation (P) is relaxation-equivalent to the traditional formula-
tion (T).

Proof. To prove this lemma, we show that there is a one-to-one correspondence of feasible solutions
of the traditional formulation’s and the permutation formulation’s LP relaxations that preserves the
objective value. First, we construct a solution of the LP relaxation of the traditional formulation
from a solution z of the LP relaxation of the permutation formulation. To this end, define for
each {i,j} € M and r € R a solution z € RM*# via zy; jy,, = Zwengi 2 ». Note that z is
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non-negative as all z-variables are non-negative. Moreover, it is well-defined as > i zix =
e
Zﬂenﬂ zj = due to (P3). Finally, all constraints of type (T2) and (T3) are satisfied since

for each m € M : Zl’{i,j},r = Z Z Zig = Z Zigw = Z Zix @y

ré€R reRmEl; L 7€U,er I L Tell—?
. P2
foreachieT, re R: Z TGy = Z Z Ziw = Z Zim ® .
jeT\{i} JET\{i} wellz mell~?

We conclude the proof by constructing a feasible solution for the LP relaxation of the permutation
formulation from a feasible solution x of the traditional formulation’s LP relaxation.

Let = be such a solution and let i € T. Consider the matrix X’ € R(T\ZH*% with en-
tries X}, = x(; .-~ Due to all constraints of the traditional formulation’s LP relaxation, X" is
a doubly stochastic matrix and is thus contained in the Birkhoff polytope, see [37]. Consequently,
X% can be written as a convex combination of all permutation matrices. That is, if P*™ is the
permutation matrix associated with = € II~¢, there exist multipliers \i > 0, 7 € II7%, such
that X' =3 ;s ALP""and ) ;. AL = 1. Based on these multipliers, we define a solution »
of the permutation formulation via z; . = A.. To conclude the proof, we need to show that this
solution z is feasible for the permutation formulation’s LP relaxation and has the same objective
value as z. Observe that z is non-negative since all \’s are non-negative. Constraints (P2) and (P3)
are satisfied as

foreachi e T : Z Ziw = Z AL=1,

mell—? Tell—*
for each {i,j} e M, re R: E Zig = E Ay =Ty = E A= E Zjx
mell; L mell L mell; ] mell—J

since > .- A. = 1 and zy; ;. is a convex combination of permutation matrices that assign
team j (or ¢) to round r, respectively. Consequently, z is feasible for the permutation formulation’s
LP relaxation. Finally, both x and z have the same objective value because

1 1 i 1 [
5 Z Z Ci, i = 5 Z Z ei,ﬂ')\ﬂ— = 5 Z Z Z C{i,TrT},T)‘ﬂ—

€T rell—* €T well—? €T well-*reR
1 o 1
_ i pi,T
=50 D D DL AP =50 D D ClighaTlighe
i€T jeT\{i} rER rell—: i€T jeT\{i} r€ER
Tr=]
= Z Z CligyrL{ig}or
{ijtemMreRr
which proves that both formulations are relaxation-equivalent. O

Next, we turn our focus to the matching formulation and compare it with the traditional for-
mulation (and thus, by the previous lemma, also with the permutation formulation).

Lemma 3.3. For each n > 6, the matching formulation (M) is stronger than the traditional formula-
tion (T).

Proof. First, we show that we can transform any feasible solution of the matching formulation’s
LP relaxation to a feasible solution of the traditional formulation’s LP relaxations. Afterwards, to
show that the matching formulation is stronger than the traditional formulation, we show that,
for any even n > 6, there exists an instance of SRR for which the LP relaxation of the matching
formulation has a strictly larger value than the traditional formulation’s LP relaxation.

Let y be a feasible solution of the matching formulation’s LP relaxation. We construct a solu-
tion x for the traditional formulation by setting 2,,.» = >y /con. mear Ym,r- Since y is non-negative,



also x is non-negative. Moreover, Conditions (T2) and (T3) are satisfied as

for each m € M : Z Tynyr = Z Z YM,r L]

reR reR MeMt:
meM
foreachi €T, re R: Z TGy = Z Z Y{i,jyor = Z YM,r ELaN
JET\{i} JET\{i} MeMm: Mem
{i.jteM

Finally, both x and y have the same objective value as

Z Zcm,rirm,r = Z Zcm,r Z Ym,r = Z Z Z CmrYM,r = Z Zdlb[.,ryM,ra

meMreR meMreR IL[GDJIE[: MeMmreRmeM MeMrer
me M

that is, the traditional formulation cannot be stronger than the matching formulation.
To prove that the matching formulation dominates the traditional formulation for n > 6 even,
we distinguish three cases. In the first case, assume n > 10. Consider the pairs of teams given by

P={{1,2},{2,3},{1,3}} U {{4,5},{5,6},{4,6} } U {{7,8}.{8,9},....{n — 1,n},{7,n}}.

Interpreting P as the edges of an undirected graph, P defines three connected components consist-
ing of two 3-cycles and an even cycle. We construct an instance of the SRR problem by specifying
the cost function ¢ € RM* % via

1, ifm¢ Pandr e {1,2},
Cm,r = .
’ 0, otherwise.

It is easy to verify that z € RM*® given by

i, ifmePandre{1,2},
T, =3 0, ifm ¢ Pandr € {1,2},
—L., otherwise,

is feasible for the LP relaxation of the traditional formulation and has objective value 0. Hence, x
is optimal.

Solving the LP relaxation of the matching formulation for this instance, however, results in an
objective value that is at least 2. Indeed, each perfect matching M € 9t contains at least one
match m € M with m € {{i,5} : (4,7) € {1,2,3} x {4,5,...,n}}. Since ¢;,1 = ¢m,2 = 1 for such
a match, it follows that in both rounds 1 and 2, matchings are selected with total weight at least 1
due to (M3),leading to a solution with total cost at least 2.

In the second case, we consider n = 6. To prove the statement, we use the same construction
as before, however, we do not require the even cycle anymore. That is, P defines two 3-cycles and
the argumentation remains the same as before.

In the last case n = 8, we consider the set of pairs

P ={{1,2},{1,3},{2,3}} U {{4,5},{5,6},{6,7},{7.8},{4,8} }.

If we interpret P as edges of an undirected graph, the corresponding graph has two connected
components being a 3-cycle and a 5-cycle, respectively. We choose the cost-coefficients ¢ € RM*E
to be
1, ifm¢ Pandr e {1,2},
Cm,r = .
’ 0, otherwise.
Simple calculations show that an optimal solution of the traditional formulation’s LP relaxation
is x € RM*! with
1, ifmePandre {1,2},
Tmyr =10, ifm¢ Eandr e {1,2},
L, otherwise,

which has objective value 0, whereas the matching formulation’s LP relaxation has value 2. O



The previous two lemmata completely characterize the relative strength of the three different
formulations except for n = 4. The status of this missing case is settled next.

Lemma 3.4. For n = 4, the traditional formulation and the matching formulation are relaxation-
equivalent.

Proof. Observe that exactly the same arguments as in the proof of Lemma 3.3 can be used to show
that the matching formulation is at least as strong as the traditional formulation if n = 4. Hence, it
remains to show that every solution z of the traditional formulation’s LP relaxation can be turned
into a solution of the LP relaxation of the matching formulation if n = 4. Let = be such a solution.
Let M = {{i,j},{k,1}} € M. Since z satisfies Equations (T3), summing the equations for 1, j
and subtracting the equations for %, yields 2xy; ;1 , — 224y, = 0. That is, the z-variables for
the two matches of a matching within the same round have the same value. Consequently, the
solution y € R™*~ given by yys, = x; j;.» is well-defined and it is immediate to check that y is
feasible for the matching formulation’s LP relaxation and has the same objective value as z. O

Summarizing the previous results of this section, we can provide a complete comparison of the
strength of the traditional, matching, and permutation formulation.

Theorem 3.5. For each n > 6, the traditional and permutation formulation are relaxation-equivalent,
whereas the matching formulation is stronger than either of them. For n = 4, the traditional, match-
ing, and permutation formulation for problem SRR are relaxation-equivalent.

Besides verifying that all three models are equivalent for n = 4, we can also show that the
matching formulation’s integer hull is already completely characterized by (M2), (M3), as well as
non-negativity inequalities for all variables.

Proposition 3.6. For n = 4, Equations (M2) and (M3) as well as non-negativity inequalities define
an integral polyhedron. That is, the matching formulation’s LP relaxation coincides with its integer
hull.

Proof. To prove the proposition’s statement, we show that the constraint matrix of (M) is totally
unimodular. The result follows then by the Hoffman-Kruskal theorem [32] as all right-hand side
values in (M) are integral.

For n = 4, the set of all matchings 9t consists of exactly the three matchings

My = {{1,2},{3,4}}, My = {{1,3},{2,4}}, My = {{1,4},{2,3}}.

The non-trivial constraints from Formulation (M) are Equations (M2) and (M3), which yield system

1 1 1 Ymy 1 1 ((MZ),T = 1)
1 1 1 Ymy 2 1 ((MZ),T = 2)
1 1 T | yms 1 ((M2),r =3)
11 YMs,1 1 ((M3),m = {1,2})
11 Ump2 | = |1 ((M3),m ={1,3})
1 1 1 YM,,3 1 ((MB),m = {1,4})
11 1 | ymsn 1 ((M3),m = {2,3})
111 YMs,2 1 ((M3),m = {2,4})
11 YMs,3 1 ((M3),m = {3,4})

Note that the last three equations are redundant and can be removed. The constraint matrix of
the remaining equations is the node-edge incidence matrix of a bipartite graph and hence totally
unimodular, which concludes the proof. O

Thus, for n = 4, simply solving the LP-relaxation of the matching formulation by the simplex
method, suffices to find an optimum integral solution.



4 Strengthening the formulations

In this section, we continue our investigations of the structure of the formulations. In Section 4.1,
we derive an exponentially sized class of valid inequalities for the matching formulation. Also, we
show in Section 4.2 that adding the so-called odd-cut inequalities to the traditional formulation
yields a formulation that is relaxation-equivalent to the matching formulation.

4.1 Strengthening the matching formulation

Observe that Theorem 3.5 does not rule out the possibility that, for n > 6, every vertex of the
matching formulation is integral. That, however, is not the case already for n = 6 as we will show
next. To this end, we first provide a fractional point y* that is contained in the LP relaxation of the
matching formulation for n = 6. Afterwards, we derive a class of valid inequalities for the integer
hull matching formulation, and finally, we provide one such inequality that is violated by y*.

Example 4.1. Let n = 6. Then, the set of teams and rounds is given by T = {1,...,6} and
rounds R = {1,...,5}, respectively. In Figure 1, we depict a fractional solution of the matching
formulation’s LP relaxation. For each round r € R, we provide two perfect matchings between
the teams T, the blue and green (dashed) matching M, whose corresponding variables y,;,, have
value 1 in the corresponding solution; all remaining variables have value 0. It is easy to verify that
this fractional solution is indeed feasible for the LP relaxation of (M).

1 1 1 1
A VRO NN
6 ==m===) 6 2 6 2 6 ' 2

' ~ 4 L] L] ' L]
- L/ PN
57==4===3 5 /73 5 3 5.+ 3
- ‘ K¢ N
4 4 4 4
(a) round 1 (b) round 2 (c) round 3 (d) round 4 (e) round 5

Figure 1: A feasible point for the LP relaxation of Formulation (M).

To describe our class of valid inequalities, consider the following lemma.

Lemma 4.2. Let my, mo € M be disjoint and let ' € R. Then,

Z Z Ym,r + Z YM,r + Z 2ym, 2 2 4

reR\{r'} MeMt: Mem: MeMm:
mi1EM or mo€M mi1¢M or mog M mi,maoEM

is a valid inequality for (M). In particular, it is a Chvdtal-Gomory cut derived from the LP relaxation

of (M).

Proof. It is sufficient to prove that (4) is indeed a Chvatal-Gomory cut. To this end, we multiply
Equation (M2) for round ' and Equations (M3) for matches m; and ms by % and sum the resulting
equations to obtain

Z Z C];I’T YM,r + Z 1+TCM’TZ/M.,W + Z %yM,r’ = ;

reR\{r'}  Mem: Meom: Meom:
mi1EM or mo€M my &M or maog M miy,ma€M

where Cys» = |M N {m1,mo}|. Since all y-variables are non-negative, we can turn this equation
into a >-inequality by rounding up the left-hand side coefficients. Moreover, since in a feasible
solution for (M) all variables attain integer values, we can increase the right-hand side from 2

2
to 2, which yields the desired inequality. O

Using this class of inequalities, we can show that the point y* presented in the previous example
is indeed not contained in the matching formulation’s integer hull. Select ' = 1, m; = {1,6},
and my = {3,5}, and let M be the blue and M’ be the green matching of the first round as well



as M" the blue matching of round 4. Then, the corresponding inequality’s left-hand side evaluates
in y* to yim 4+ Yira + Y31 = 3. Hence, y* violates the corresponding inequality as § # 2.

Note that Inequality (4) is a so-called {0, %}-cut [71 as all multipliers used in the derivation
are 1 (and O for inequalities/equations that have not been used). By taking more equations in the
generation of a valid inequality into account, we can generalize (4) to an exponentially large class
of inequalities.

Proposition 4.3. Let A C M be a set of pairwise disjoint matches and let B C R. If |A| + | B| is odd,

then
1+ |M N A |M N Al 1+ |A|+ |B]
> 5 [P s X 3 [BR A, 2 R )

MeMmreB MedMm re R\B

is a valid inequality for (M). In particular, it is a Chvdtal-Gomory cut derived from the LP relaxation

of (M.

Proof. We follow the line of the proof of Lemma 4.2 and multiply each constraint of type (M2) with
index in A and each constraint of type (M3) with index in B by % and sum all resulting equations.
This leads to

n/2 . n/2 .
1+ i, _ |Al+|B]
E E E 5 YMr Z Z Z QUM = S
j=1 Mem: reB j=1 MEM: reR\B
|MNA|=j IMNA|=j

Since all y-variables are non-negative, we derive the inequality

1+MNnA MnNA Al+|B
Z Z [%W Ym,r + Z Z [%-‘ YM,r = %,

MeMreB MeM re R\B

and by integrality of the y-variables, we can round up the right-hand side, which leads to the
desired inequality. O

While Inequalities (4) can trivially be separated in polynomial time, an efficient separation
algorithm for (5) is not immediate. We leave the complexity status of separating (5) open for
future research.

4.2 Strengthening the traditional formulation

Revisiting the proof of Lemma 3.3, it becomes clear that it is possible to assign, for a fixed round,
each edge (match) of an odd cycle in K, a weight of 1. That is, the traditional formulation can
assign an odd cycle of length k a weight of £. Such a solution, however, cannot be written as
a convex combination of integer feasible solutions, because each such solution defines a perfect
matching on the matches of a fixed round, i.e., the total weight of an odd cycle can be at most k—gl
To strengthen the traditional formulation, one can thus add facet defining inequalities for the

perfect matching polytope Py, to Model (T), which results in the additional inequalities

Z Z The > 1 U C T with |U| odd,r € R, (6)
i€U jeT\U

which correspond to the odd-cut inequalities for the matching polytope and can be separated in
polynomial time.

Lemma 4.4. Let n > 6. The traditional formulation (T) extended by (6) is relaxation-equivalent to
the matching formulation.

Proof. We use the same proof strategy as for Lemma 3.3. Therefore, consider again the solu-
tion z € RM*" given by @, = 3 pscon. mens Yn,r for a solution y of the matching formula-
tion’s LP relaxation. Due to the proof of Lemma 3.3, it is sufficient to show that z satisfies (6) to
prove that the matching formulation is at least as strong as the enhanced traditional formulation.
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Let U C T have odd cardinality. Since every M € 9 is a perfect matching, there is at least one
team ¢ € U that does not play against another team in U since U is odd. Hence, for each M € 9,
there is a match {¢,j} € M withi € U and j ¢ U. Then,

Z Z w{i,j},r=2 Z Z Ym,r

€U jeT\U €U jeT\U MeM:

{igteM
M3)
=2 D 2 vme= ) yme = L
MeMicU jeT\U : Mem
{i,jteM

Consequently, the matching formulation is at least as strong as the enhanced traditional formula-
tion.

To prove that the enhanced traditional formulation is not weaker than the matching formula-
tion, we use a strategy similar to the one pursued in the proof of Lemma 3.2. Since the enhanced
traditional formulation contains, per round r, all facet defining inequalities as well as equations
for the perfect matching polytope P,;, each vector X" € RM given by X (1.5} = T{i,j),r is con-
tained in Py;. Hence, there exist non-negative multipliers A\” € R with _,, on A7, = 1 such
that X" = >, con A3y Vs, where V) is the vertex of Py, corresponding to the perfect match-
ing M. We claim that y € R™ % given by yy,. = A}, is feasible for the LP relaxation of the
matching formulation. Because X" = 3, /.oy Ay, Vs implies X = >,/ con. mens Ais> DOth (M2)

and (M3) are satisfied as
Z y]\/f,'r' - Z )\3\4 = 1)

MeM MemMm
(T2)
g g YM,r = § § ANy = E Tm,r = 1.
MeM: reR MeM: reR reR
meM meM

Moreover, y is non-negative as the \’s form a convex combination and both z and y have the same
objective value since

Z Zdlw,ryk[m: Z Z Z Cm.,r)\}lw: Z Z Z Cm,rAR[: Z Zcm,rxm,rv

MeMreRr MeMmreRmeM meMreR MeMNt: meMreRr
me

which concludes the proof. O

Remark 4.5. Since the traditional and permutation formulation are equivalent, one might wonder
whether also the permutation formulation can be enhanced by odd-cut inequalities. Indeed, using
the transformation xy; j3,, = > ey zi» as in the proof of Lemma 3.2, one can show that the
corresponding version of odd-cut ine]éIualities is given by

SN D a1, U C T with |U| odd, r € R,

i€U jeT\U mell; i

and that the enhanced traditional and permutation formulation are equivalent.

5 An extension: k-round robin tournaments

In this section, we generalize the models for single round robin tournaments to k-round robin
tournaments, where each pair of teams is required to meet exactly k times, for £ > 1. As a
consequence, the total number of matches that need to be scheduled becomes 1kn(n — 1), and we
set R:=={1,2,...,k(n—1)}.

Problem 2 (kRR). Let n > 4 be an even integer and let £ > 1 be integral. Given n teams
with corresponding matches M, a set of 1kn(n — 1) rounds R (k > 1), as well as an integral
cost ¢, for every m € M and round r € R, the k-round robin (kRR) problem is to find an

11



assignment A C M x R of matches to rounds such that (i) every team plays a single match per
round, (ii) each match is played in k, pairwise distinct, rounds, while total cost Z(m e Cmur is
minimized.

Problem 1 (SRR) is a special case of kRR as it arises when k& = 1. Another very prominent special
case arises when k = 2, the so-called Double Round Robin tournament, denoted hereafter by DRR.

In principle, it is easy to generalize the models from Section 2 to account for meeting k times
instead of once. Indeed, by replacing the right-hand side of constraints (T2), or the right-hand side
of constraints (M3) by k, or by redefining IT~* and IT; to ordered lists for team i that features
every opponent j exactly k times, the resulting formulations for kKRR directly arise. In fact, we
claim that it is not difficult to verify that the results concerning the polynomial solvability of the
linear relaxations (Lemmata 2.1 and 2.2), as well as the strength of the relaxations (Theorem 3.5)
hold for the kRR for each k£ > 1.

However, in practice, a number of additional properties become relevant when considering
k-round robin tournaments: phased tournaments and tournaments where playing home or away
matters. We now discuss these properties, and their consequences for the formulations, in more
detail.

Phased (PH) The tournament is split into & parts such that each pair of teams meets once in
each part. Here a part of the tournament refers to n — 1 consecutive rounds, starting at round
ln—1)+1,forf € {0,...,k —1}. Moreover, we use Ry .= {{(n—1)+1,...,( +1)(n—1)} to
denote the rounds in part £ € {0,...,k — 1}, and R := U’Z:_g Ry.

Without the presence of any additional constraints, a phased tournament can be trivially de-
composed in multiple single-round robin tournaments: one for each set of rounds Rj.

Home-away (HA) Each team has a home venue, implying that to specify a schedule it is no
longer sufficient to specify the matches in each round; instead, one also has to specify, for each
match, which teams plays home, and which team plays away. We denote this by redefining a
match between teams i,j € T (i # j) where 7 is the home-playing team, by an ordered pair (3, j)
(in contrast to an unordered pair {i, j}).

Let k be a positive integer. For n teams and a k-round robin setting, denote 7' := {1,...,n}
and R = {1,...,k(n — 1)}. Let M = {(3,4) : 4,5 € T,i # j} be the set of ordered matches.
The assignment of match (i, j) € M to round r € R comes at a cost c(; j),,, and in contrast to the
SRR case, c(; j),» and c(; ;) can be different. We proceed by describing the phased k-round robin
problem with home-away patterns (kRR-PH-HA):

Problem 3 (kRR-PH-HA). Given an even number n > 4 of teams with corresponding matches M,
a set of %lm(n — 1) rounds R (k > 1), as well as an integral cost ¢, , for every m € M and
round r € R, the kRR-PH-HA problem is to find an assignment A C M x R of matches to rounds
such that (i) every team plays a single match per round, (ii) each pair of teams meets once in
part R, ¢ € {1,...,k}, and (iii) each ordered match is played |£ | or [4] times so that each pair of
teams meets in total k times, while total cost Z(m,r)e 4 Cm,r is minimized.

We will show how the three formulations of Sections 2.1-2.3 can be adapted to deal with these
properties.

Extending the traditional formulation for k-RR tournaments For reasons of convenience,
we assume k is even; this implies that for each pair of distinct teams 4, € T match (¢,5) and
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match (j,4) each need to occur £ times in any feasible schedule.

mine YN )i (kT1)

(i,j)EM reR
k .
Zx(i,j),r = 55 (Zv.]) € M7 (sz)
reR
> @igyr + TGaa) = 1, i,jeT, i#j £ef{0,....k—1}, (kT3)
reRy
Z (x(i,j),r + w(j,i),r) = 1, xS T, re R, (I{?T4)
JET\{i}
T4, €10,1}, (i,j) e M, r € R. (kT5)

Constraints (kT2) ensure that each match is played g times, Constraints (kT3) express that
each pair of teams has to meet once in each part (the “phased” property), and Constraints (kT4)
prescribe that each team plays a single match in each round.

Extending the matching formulation for KRR tournaments We now assume that K,, = (T, A)
is a directed multi-graph, where each arc (i, j) with ¢, j € T, i # j is present % times; a (directed)
matching M is now defined as a set of % arcs incident to each node once, and 9t now stands for
the set of all (directed) matchings.

min Z ZdM,ryIW,r (EM1)
MeMreR
> yme =1, r€R, (kM2)
MeMm
k .
Z Z y]\/f,’r' = 5) (273) S m7 (kMS)
reR MeM:
(i,5)eM
> > yae =1, i,jeT, i#j, £€{0,....k—1}, (kM4)
reRy MeMNt:
(i,7)EM or (§,i)eM
yum,r € {0, 1}, MedMm, rekR. (kM5)

Constraints (kM2) ensure that a (directed) perfect matching is selected in each round, Con-
straints (kM3) say that each match occurs % times, and Constraints (kM4) model the fact that
each pair of teams has to meet once in each part.

Extending the permutation formulation for kRR tournaments We have to redefine II~*: each
entry needs to specify home or away, and of course, the fact that each team meets all other teams
inrounds ({ —1)(n — 1)+ 1,...,4(n — 1), for each ¢ € {1,...,k} needs to be taken into account.
Other than that Formulation (P) remains unchanged.

Without giving formal proofs, we claim that the linear relaxations of the extension of the match-
ing formulation, as well as the linear relaxation of the extension of the permutation formulation
can be solved in polynomial time. We also claim that the extension of the matching formulation is
stronger than the other two formulations—the adaptations to the proofs of Lemmata 2.1 and 2.2
and Theorem 3.5 are straightforward.

6 Computational results
In this section, we report the outcomes of our computational experiments. Section 6.1 describes

the test set that we have used in our experiments. Afterwards, we investigate the quality of the
LP relaxations of the different models and compare their corresponding values in Section 6.2.
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Finally, we discuss our experience with solving instances of the SRR problem using the matching
formulation, i.e., not only solving the LP relaxation but also the corresponding integer program.
To this end, we have implemented a branch-and-price algorithm whose details are described in
Section 6.3.

6.1 Test set

We have generated 1000 instances' of the SRR problem to evaluate the quality of the LP relax-
ations of the different models. Our test set comprises of instances of different sizes and thus
different levels of difficulty, which are parameterized by a tuple (n, p) and have cost coefficients at-
taining values 0 or 1. Parameter n encodes the number of teams and has range n € {6, 12, 18,24};
parameter p controls the number of 1-entries in the objective. More precisely, we pick a set of
match-round pairs M x R of size |p - |M x R]|] uniformly at random, denoted by S C M x R,
where p € {0.5,0.6,0.7,0.8,0.9}. The generated instance consists of n teams and has cost coeffi-
cients ¢, = 1 if (m,r) € S and ¢,,, = 0 otherwise. For each combination of n € {6,12,18,24}
and p € {0.5,0.6,0.7,0.8,0.9} we have generated 50 instances.

6.2 A computational comparison of the linear relaxations

In this section, we provide a computational comparison between the LP relaxation values of the
traditional formulation (T) (and thus by Lemma 3.2 also of the permutation formulation) and LP
relaxation values of the matching formulation (M), and compare these to the actual optimal (or
best found) integral solutions. Before we discuss our numerical results, we provide details about
our implementation as well as on how we find optimal integral solutions first.

Implementation details To find the LP relaxation values, we implemented both formulations in
Python 3 using the PySCIPOpt 4.1.0 package [24] for SCIP 8.0.0 [3], with CPLEX 20.1.0.0 as LP
solver. The traditional formulation is implemented as a compact model. For the matching formu-
lation, we use a column generation procedure that receives a subset of all variables, solves the
corresponding LP relaxation restricted to these variables, and adds further variables until it can
prove that an optimal LP solution has been found. To identify whether new variables need to
be added, we solve the so-called pricing problem, which corresponds to separating a correspond-
ing solution of the dual problem. The separation problem can be solved by finding a maximum
weight perfect matching as detailed in the proof of Lemma 2.1. We start with the empty set of
variables, which means that the primal problem is initially infeasible. Analogously to the proof of
Lemma 2.1, we resolve infeasibility by adding variables to the problem that are associated with
a dual constraint that violate a dual unbounded ray of this infeasible problem. The column gen-
eration procedure has been embedded in a so-called pricer plug-in of SCIP, which adds newly
generated variables to the matching formulation. The maximal weight perfect matchings are com-
puted using NetworkX 2.5.1, which provides an implementation of Edmonds’ blossom algorithm.

Finding optimal integer solutions To obtain the optimal integer solution value of as many in-
stances as possible, we have used two different solvers to solve the integer program of Model (T).
On the one hand, we have used SCIP as described in the above setup. On the other hand, we
have modeled (T) using Gurobi 9.1.2 via its Python 3 interface. For each instance and solver, we
have imposed a time limit of 48 h to find an optimal integer solution. Using SCIP, we managed
to solve 852 of the 1000 instances to optimality. With Gurobi, we were able to solve 866 of the
1000 instances to optimality. There were 45 instances where SCIP found a better primal objec-
tive value, and 79 instances where Gurobi found a better primal objective value. All experiments
have been run on a compute cluster with identical machines, using one (resp. two) thread(s) on
Xeon Platinum 8260 processors, with 10.7 GB (resp. 21.4 GB) memory, respectively for SCIP and
Gurobi.

IThe instances as well as the implementation of our algorithms are publicly available at
https://github.com/JasperNL/round-robin; all experiments have been conducted using the code with githash
1657b4d7.
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Table 1: Comparison of the LP relaxation values of the traditional and matching formulation.

all instances restricted to instances with vfh < v
average value solved average value solved gap closed
LP LP P LP LP 1P ;
p Vga  Umat v OT # Vga  Umat v O T  average maximal

0.5 2.227 2297 2.380 50
0.6 3.802 3.865 3.920 50
. 5.430 5.510 5.540 50
0.8 7.620 7.635 7.660 50
0.9 10.003 10.040 10.060 50

12 0.5 0.080 0.080 0.080 50
12 0.6 2.018 2.213 3.480 50
12 0.7 8.022 8.342 9.500 50
12 0.8 17.18417.47418.340 50
12 0.9 31.459 31.654 31.840 50

18 0.5 0.000 0.000 0.000 50
18 0.6 0.060 0.060 0.060 50
18 0.7 2.045 2.292 5.600 50
18 0.8 19.831 20.330 23.900 50
18 0.9 52.700 53.066 54.500 50

14 2.452 2702 3.000 14
12 3.924 4.188 4.417 12
9 5.611 6.056 6.222 9
4 7.250 7.438 7.750 4
6 10.361 10.667 10.833 6

0 - - - 0
49 2.019 2.217 3.510 49
50 8.022 8.342 9.500 50
17.18417.47418.340 50
31 31.096 31.410 31.710 31

0 - - -0
- - -0
50 2.045 2.292 5.600 50
50 19.831 20.330 23.900 50
49 52.673 53.047 54.510 49

43.45% 100.00%
52.08% 100.00%
66.67% 100.00%
37.50% 100.00%
66.67% 100.00%

oo |3
o
~N

15.29% 100.00%
22.27% 70.77%
29.89% 100.00%
56.87% 100.00%

6.68% 15.66%
12.37% 28.19%
21.55% 100.00%

el NoloNoNoNol NoloNoNo ol i=E=ReoloNo)
9]
o

N U D
NP |oocococo|foocococo|(foocooo

24 0.5 0.000 0.000 0.000 50 0 - - - 0 - -

24 0.6 0.000 0.000 0.000 50 0 - - - 0 - -

24 0.7 0.200 0.200 4.340 0 50 49 0.163 0.163 4.408 O 0.00%  0.00%

24 0.8 12.35212.89324.180 0 50 50 12.35212.89324.180 O 4.57%  7.91%
29

24 09 69.327 69.922 74.860 29 21 50 69.327 69.922 74.860 10.69% 21.68%

Numerical results Table 1 shows the aggregated computational results of our experiments. For
each number of teams n and ratio p, we provide the average of the objective values of the relaxation
of the traditional formulation (column “v%°”), the average of the objective values of the relaxation
of the matching formulation (column “vL? ), and the average optimum value (column “v™®”).
Notice that for n = 24 we have not been able to solve all instances to optimality; in this case, we
use the value of the best known solution instead of the (unknown) optimum for that instance in
the v'® column. Recall that each value is an average over 50 instances. The number of optimally
solved instances (resp. instances not terminating within the time limit) are shown in column “O”
(resp. “T7).

To be able to assess the strength of the matching formulation compared to the traditional
formulation, we focus, in the right side of the table, on those instances for which v> < +™; their
number (out of 50) is given in the column labeled “#”. From this column, we see that the fraction p
that leads to instances with a gap between v and v™* slowly increases with n. Indeed, for n = 6,
most instances do not have a gap, for n = 12, almost all instances with p € {0.6,0.7,0.8} have a
gap, and for n = 18, almost all instances with p € {0.7,0.8,0.9} have a gap.

We use the notion of the relative gap that is closed by the matching formulation relative to the

traditional formulation, given by

vLPt I)— vter I
) = S

for an instance I of SRR with v™*(I) — 2 (I) > 0.
— Utra

A value of zero for rgap(I) implies that the relaxation values of the traditional formulation and the
matching formulation are equal, while a value of one (i.e., 100%) implies that the relaxation of the
matching formulation is equal to the true objective of the optimal integral solution. The column
“average” gives the average rgap, whereas column “maximal” shows the maximum relative closed
gap for an instance of this sub test set.

For n = 6, there are few instances with a gap. However, for those instances for which there
is a gap, it is clear that a sizable part of that gap is closed by the relaxation of the matching
formulation. For larger values of n, many instances have a gap. We observe that a significant
percentage of the gap is closed by the relaxation of the matching formulation. If n is getting larger,
however, both the value of the average gap closed as well as the value of the maximal gap closed
decrease. We conclude that for small values of n, and thus for many realistic applications, the
matching formulation provides a much better relaxation value than the traditional formulation.
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6.3 A branch-and-price algorithm

Since the matching formulation can dominate the traditional formulation, a natural question is
whether the stronger formulation also allows to solve the SRR problem faster than the traditional
formulation. For this reason, we have implemented a branch-and-price algorithm (in the computa-
tional setup as described above) to compute optimal integral solutions of the matching formulation.
That is, we use a branch-and-bound algorithm to solve the matching formulation, where each LP
relaxation is solved using a column generation procedure.

Implementation details In classical branch-and-bound algorithms, the most common way to
implement the branching scheme is to select a variable z; whose value z} in the current LP solu-
tion is non-integral and to generate two subproblems by additionally enforcing either z; < |z}]
or z; > [z*]. In principle, this strategy is also feasible for the matching formulation, where the
subproblems correspond to forbidding a schedule M € 9t for a round r € R or fixing the schedule
in round r to be M. This branching scheme, however, leads to a very unbalanced branch-and-
bound tree as the former subproblem only rules out a very specific schedule, while the latter one
fixes the matches of an entire round. Another difficulty of the classical scheme is that it might
affect the structure of the pricing problem in the newly generated subproblems. Ideally, the pricing
problem should not change such that the same algorithm can be used for adding new variables to
the problem. We will address both issues next.

To obtain a more balanced branch-and-bound tree, we have implemented a custom branching
rule following the Ryan-Foster branching scheme [31]: Our scheme selects a match {i,j} € M
at a round r € R and creates two children. In the left child, we forbid that {7, j} is played in
round r, and in the right child, we enforce that {i,;} is played in round r. Note that for all
matchings M € 9 this branching decision fixes all variables y, , to zero if {7, j} € M for the left
child, and {i,j} ¢ M for the right child.

Using this branching strategy, the structure of the pricing problem at each subproblem remains
a matching problem. At the root node of the branch-and-bound tree, we need to solve a maximum
weight perfect matching problem in a weighted version of K,, as described above. At other nodes
of the branch-and-bound tree, we have added branching decisions that enforce that two teams
and j either do meet or do not meet in a round r € R. These decisions can easily be incorporated
by deleting edges from K,,. When generating variables for round r, we remove edge {i, j} from K,
if i and j shall not meet in this round; if the match {4, j} shall take place, then we remove all edges
incident with ¢ and j except for {7, j}. Consequently, our branching strategy allows to solve the LP
relaxations of all subproblems in polynomial time.

Since our Python implementation of the traditional and matching formulation took too much
time to be used in a branching scheme, we decided to implement our branch-and-price algorithm
as a plug-in using the C-API of SCIP. The pricer plug-in is analogous, and maximal weight perfect
matchings are now computed using the LEMON 1.3.1 graph library. To ensure that the branching
decisions are taken into account, we also implemented a constraint that fixes yas , to zero if the
matching M violates the branching decisions for round r, and added a plug-in that implements the
branching decisions.

The branching rule sketched above admits some degrees of freedom in selecting the match {:, j}
and round r. In our implementation, we decided to mimic two well-known branching rules: most
infeasible branching and strong branching on a selection of variables, see Achterberg et al. [1]
for an overview on branching rules. Most infeasible branching branches on a binary variable
with fractional value in an LP solution that is closest to 0.5, and strong branching branches on
the variable that yields the largest dual bound improvement based on some metric. Since strong
branching requires significant computational effort, it is common to make a limited branching
candidate selection and apply strong branching on those.

The pseudocode for our branching rule is given in Algorithm 1. We start by computing the frac-
tional match-on-round assignment values induced by the y-variables. Then, we make a selection
of potentially good branching candidates (m,r) € M x R, that is based on the score,, , metric
shown in Line 8: this score prioritizes match-on-round assignments for which (i) the assignment
value is close to 0.5, (ii) the cost coefficients are large, and (iii) the assignment values are relatively
high. Using this score, we hope to resolve fractionality soon (by (i)). By (ii), we want to enforce
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Algorithm 1: Determining the branching candidate for an LP node.

input : An LP solution yy, , in a branch-and-bound tree node at depth d with objective obj.
output: The branching decision (match m € M on round r € R), or detected integrality.

1 // fractional assignment of match m to round r

compute assign,, ,. < > yrcon. menr Yas, form € Mand r € R;

3 if assign,, . is 0 or 1 for allm € M and r € R then

L return integral solution found;

// fractional part of assign,, .
compute frac,, , - min{assign,, ,., 1.0 — assign,, .} form € M and r € R;

m,r?

7 // score for every match-round pair
8 compute Score,, , < frac,, , - (1.0 + |c,.|) - (assign,, ,.)? form € M andr € R ;

10
11
12

13
14
15

16

17

18

19

20
21
22

// strong branching candidate selection

number of candidates < max{1, [0.1-|M x R|-0.65%]};

if number of candidates > 1 then

pick number_of candidates candidates (m,r) € M x R with highest score,, , as strong

branching candidates;

foreach strong branching candidate (m,r) do

if score,, , = 0.0 then
// then assign,, .

L continue (i.e., skip this candidate);

is 0 or 1, skip this candidate

apply strong branching on (m, r), with objectives obj;,iq> ODjenforce i the two
children;
| compute score;, . < (0bjgypig — Obj + 1.0) - (ODjepgorce — Obj + 1.0);

return branch on strong branching candidate (m,r) with maximal score}, ,.;
else
// do not apply strong branching deep in the branch-and-bound tree

return branch on (m,r) € M x R with maximal score,, ,;
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Table 2: Computational results for the branch-and-price algorithm for Model (M).

Solved Solving time (s)
n p # (6] T min mean max
6 05 50 50 O 0.00 0.00 0.01
6 06 50 50 O 0.00 0.00 0.01
6 07 50 50 O 0.00 0.00 0.01
6 08 50 50 O 0.00 0.00 0.01
6 09 50 50 O 0.00 0.00 0.01
12 05 50 50 O 1.25 2.38 5.73
12 06 50 50 O 0.12 4.09 8.28
12 07 50 50 O 0.21 3.33 7.38
12 08 50 50 O 0.14 2.05 7.63
12 09 50 50 O 0.11 0.54 2.21
18 05 50 50 O 54.61 106.09 210.77
18 06 50 48 2 103.41 866.21  7200.00
18 0.7 50 3 47 930.53 6854.47 7200.09
18 0.8 50 22 28 312.65 4084.21 7200.06
18 09 50 50 O 6.74 332.98 3990.61

a significant change of the objective value in the child that forbids match m, whereas the child
enforcing that m is played selects a match that is most likely played due to (iii). Experiments show
that full strong branching leads to a smaller number of nodes to solve the problem, but this turns
out to be very costly computationally. Therefore, we only apply strong branching for branch-and-
bound tree nodes close to the root, and only evaluate a subset of branching candidates that have
the highest score,, ,-metric. This is our candidate pre-selection. The higher the depth of the con-
sidered branch-and-bound tree node, the smaller the number of candidates considered. Of those
branching candidates, we pick the candidate that maximizes scorey, , as defined in Line 18. The
goal of this score is to choose the candidate where the objective values of the hypothetical chil-
dren are different from the current node’s objective. By considering the product of this difference,
we prioritize if the objective of both hypothetical children have some difference with the current
node objective. If the number of candidates is only one, no strong branching is applied and that
candidate match-on-round assignment is chosen for branching.

All experiments have been run on a Linux cluster with Intel Xeon E5 3.5 GHz quad core pro-
cessors and 32 GB memory. The code was executed using a single thread and the time limit for all
computations was 2 h per instance.

Numerical results Table 2 summarizes our results for our instances for n € {6,12,18}. We dis-
tinguish the instances by their parameters n and p, and we report on the number of instances that
could be solved (resp. could not be solved) within the time limit in column “O” (resp. “T”). More-
over, we report on the the minimum, mean, and maximum running time per parameterization.
The mean of all running times ¢; is reported in shifted geometric mean ]2, (t; + 5)50 — s using a
shift of 10's to reduce the impact of instances with very small running times.

We observe that instances with 6 and 12 teams can be solved very efficiently within fractions
of seconds in the former and within seconds in the latter case. Instances with 18 teams are more
challenging, in particulay, if the ratio p € {0.7,0.8}. In this case, only 3 and 22 instances could be
solved, respectively, but note that not all instances are equally difficult. For instance, for n = 18
and p = 0.8, there exists an instance that can be solved within roughly five minutes, whereas the
mean running time is more than an hour. To fully benefit from the strong LP relaxation of the
matching formulation, it might be the case that additional algorithmic enhancements can further
improve the performance of the branch-and-price algorithm.

7 Conclusion
The use of integer programming for finding schedules of round robin tournaments is widespread.

We have introduced and analyzed two new formulations for this problem, one of which (the
matching formulation) is stronger than the other formulations. We have proposed a class of valid
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inequalities for the matching formulation, which may be of use when developing cutting-plane
based techniques for this problem. By randomly generating instances, we studied the strength of
the formulations, and we implemented a branch-and-price algorithm based on the matching for-
mulation to see its efficiency. Although this algorithm is able to solve small-scale instances rather
efficiently, solving large instances of the SRR efficiently remains a challenge.

Possible directions of future research are thus to further strengthen our integer programming
formulations/techniques. On the one hand, once can investigate additional cutting planes to
strengthen both the traditional and matching formulation. For the matching formulation, cutting
planes will in particular affect the pricing problem and thus might change its structure. Thus, the
trade-off between the strength of cutting planes and the difficulty of solving the pricing problem
that needs to be investigated. On the other hand, one can enhance our branch-and-price algorithm
in several directions, e.g., the development of more sophisticated branching rules or heuristics for
producing good schedules.
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