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Abstract

In this paper, based on the controllable canonical form and the Hurwitz
matrix of the Hurwitz stability criterion, an analytical volume computing
method for the smooth controllability zonotope for the linear continuous-
time(LCT) systems, without of help of the eigenvalue computing of the sys-
tems, is presented. And then, the computing method is generlized to the
volume computing of the controllability ellipsoid of the LCT systems. Be-
cause the controllability zonotope and ellipsoid are directly related to control
capability and their volumes are the main index describing the control capa-
bility, the new volume computing methods proposed in this paper can help
greatly the computing, analysis and optimization of the control capability of
LCT systems.

Keywords: control capability, controllability region, smooth geometry,
volume computation, shape factor, continuous-time systems, state
controllability, state reachability

1. Introduction

In recent years, based on the concepts and criteria about the state con-
trollability of linear systems, Zhao has done a series of new works on control
ability and efficiency of the input variables to the state variables and the
state space, and then many novel concepts, analysis and computing methods
about that are putforth. In fact, the so-called control ability and efficiency,
named as the control capability, is a very key concept in the control theory
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and engineering and can help us to understand, analyze, optimize and design
the open-loop contrlled plants, controller and the closed-loop control systems
in many aspects. The control capability, so to speak, is a solid foundation of
the future delvelopment of the control theory and engineering.

In Zhao’s series of works, main contributions are:

1. The controllability zonotope of the linear discrete-time(LDT) systems,
that is, the controllability region under unit input variables (‖ut‖∞ ≤ 1),
is defined firstly for decribing the control capability with the time-
optimality, and then the relations among the control capability of the
open-loop controlled plants, control Strategy Space of the controller,
and the performance of the closed-loop control systems in paper [7];

2. The concept on the control capability is generlized to the linear continuous-
time(LCT) systems and then smooth controllability zonotope for the
LCT systems is defined [8].

3. In papers [6], [8], and [9], many effective volume computing methods
for the controllability zonotopes are proven, such as,

• two recrusive computing equations for the finite-time controlla-
bility zonotope (FTCZ) for LDT systems which all eigenvelues
satisfy that λi ∈ [0, 1) [6].

• the analytical computing equation for the infinite-time controlla-
bility zonotope (IFTCZ) for LDT systems which all eigenvelues
satisfy that λi ∈ [0, 1) [6].

• the analytical computing equation for the IFTCZ for LCT systems
which all eigenvelues satisfy that λi ∈ (−∞, 0) [8].

• the analytical computing equation for the FTCZ for LDT systems
and LCT systems which all eigenvelues satisfy that λi ∈ [0, 1) [8].

4. The analytical factors descrbing the control capability of the LDT sys-
tems are desconstructed from the analytical volume-computing equa-
tion of the controllability zonotope and can be very helpful for the
analyzing and opyimizing the control capability [5].

5. The controllability ellipsoids the LDT systems, that is, the controlla-

bility region under unit-total-energy input variables
(

∫ T

0
‖ut‖22 ≤ 1

)

, is

defined for decribing the control capability with the energy-optimality,
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and then above works for the controllability capability with the time-
optimality are generlized to the control capability with the energy-
optimality in paper [4].

In this paer, based on the controllability canonical form (CCF) and the Hur-
witz matrix of the Hurwitz stability criterion, a directly analytical volume-
computing method for the IFTCZ for the LCT systems and it will greatly
improve computing efficiency and will be helpful the computing, anlyzing
and opyomizing of the control capability.

2. Definition on the Control Capability with Time Attribute

In general, the LCT Systems can be modelled as follows:

ẋt = Axt +But, xt ∈ Rn, ut ∈ Rr, (1)

where xt and ut are the state variable and input variable, respectively, and
matrices A ∈ Rn×n and B ∈ Rn×r are the state matrix and input matrix,
respectively [3] [1]. To investigate the controllability of the LCT systems (1),
the controllability matrix and the controllability Grammian matrix can be
defined as follows

Pn =
[

B,AB, . . . , An−1B
]

(2)

GT =

∫ T

0

eAtB
(

eAtB
)T

st (3)

That the rank of the matrix Pn/GT is n, that is, the dimension of of the state
space the systems (1), is the well-known criterion on the state controllability.

In papers [6], [4] and [8], two smooth geometry generated by the ma-
trix pair (A,B), named as the controllability zonotope and controllability
eiilipsoid, can be defined as follows

Ra(T ) =

{

x : x =

∫ T

0

eAtBztdt, ∀zt : ‖zt‖∞ ≤ 1

}

(4)

Rb(T ) =

{

x : x =

∫ T

0

eAtBztdt, ∀zt : ‖zt‖2 ≤ 1

}

(5)

where the smooth geometry Ra(T ) and Rb(T ) are a convex n-dimensional
geometry with the origin symmetry.
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In fact, the controllability regions defined as Eqs. (4) and (5) are the
reachability regions and can be regarded as a general term of the reachabil-
ity regions and the narrow-sense controllability regions. The narrow-sense
controllability regions are also named as the recover regions [2] It can be
proven that the two kinds of region can be transformed each other by the
linear transformation. Therefore, without losing generality, the analysis and
volume computing for the broad-sense controllability regions as Eqs. (4) and
(5) are studied, and then the obtained results can be easily generlized to the
narrow controllability regions.

It is pointed that the above controllability regions, include their volumes,
shapes and radii, are directly related to the control capability of the systems
Σ(A,B), such as the time-related control capability and the eanergy-related
control capability [4], [7]. Therefore, the volume and shape factors can be
used to defined these control capabilities, and then the effective analysis
and computing on that are the basis of the analysis and optimizing the
these control capabilities for promoting the performance of the open-loop
plants or the closed-loop control system. The analytical computing of these
volume and the shape factors are studied in papers [5] and some effective
computing methods based on the Jordan and diagonal canonical forms, where
all eigenvalues, eigenvectors and the generalized eigenvectors are need to be
solved with a little computing complexity.

Next, the volume computings of the IFTCZ based on the CCF and Hur-
witz matrix are studied respectively. The new computing methods will no
longer depend on the solving of eigenvalues and eigenvectors and are with
the lower computational complexity. Later, the ideas deduced the new com-
puting methods will also be generalized to the volume computing of the
infite-time controllability ellipsoid (IFTE).

2.1. the analytical computing of the volume of the IFTCZ

In papers [6] and [8], an analytic volume-computing methods for the
samooth zonotope Ra(T ) generated by the matrix pair (A,B) with n real
eigenvalues of matrix A are proven and then quantifying and maximizing of
the controllability region Ra(T ) for the LCT systems Σ(A,B) can be carried
out based on the results in paper [8]. Because that the computing methods
are proven based on the 3 kinds of the Jordan or diagonal canonical forms,
there computing equations are with 3 kinds of expressions.

As we know, any LCT models can be transformed as the Jordan canonical
form (the diagonal canonical form can be regarded as a special case of the
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Jordans). Therefore, for the single-input linear systems Σ(A,B), the Jordan
canonical forms Σ (AJ , BJ) = Σ

(

P−1
J AP, P−1

J B
)

with the Jordan transfor-
mation matrix PJ are as follows

1. The diagonal canonical form: Σ
(

diag {λ1, · · · , λn} , [β1, · · · , βn]
T
)

; where

’diag’ means the diagonal matrix.

2. The Jordan canonical form with one Jordan block: Σ
(

Aλ, [β1, · · · , βn]
T
)

,

where Aλ is a n× n Jordan block with the eigenvalue λ;

3. The Jordan canonical form with multiple Jordan blocks:

Σ
(

block-diag {A1, · · · , Aq} ,
[

BT
1 , · · · , BT

q

]T
)

where ’block-diag’ means the block diagonal matrix, Ai is a mi × mi

Jordan block with the eigenvalue λi , Bi = [βi,1, · · · , βi,mi
]T ,
∑q

i=1 = n.

In fact, the 3-th case of the Jordan canonical forms is a general case, and
the 1-st and 2-nd cases are the some special forms of the 3-th case.

Theorem 1. If matrix A ∈ Rn×n is with n different eigenvalues in the in-

terval (−∞, 0) and b ∈ Rn, the volume of the IFTCZ Ra(∞) generated by

matrix pair (A,B) can be computed analytically by the following equation:

V1 = 2n

∣

∣

∣

∣

∣

det (PJ)

(

∏

1≤i<j≤n

λj − λi

λi + λj

)(

n
∏

i=1

βi

λi

)∣

∣

∣

∣

∣

= 2n

∣

∣

∣

∣

∣

det (PJ)

Ln (Λn)

[

∏

1≤i<j≤n

(λj − λi)

](

n
∏

i=1

βi

)∣

∣

∣

∣

∣

(6)

V2 = 2n

∣

∣

∣

∣

∣

det (PJ) (βn/λ)
n

(2λ)n(n−1)/2

∣

∣

∣

∣

∣

= 2n
∣

∣

∣

∣

det (PJ) β
n
n

Ln (Λn)

∣

∣

∣

∣

(7)

V3 = 2n

∣

∣

∣

∣

∣

det (PJ)
∏

1≤i<j≤q

(

λj − λi

λi + λj

)mi×mj

∣

∣

∣

∣

∣

×
∣

∣

∣

∣

∣

q
∏

i=1

(βi,mi
/λi)

mi

(2λi)
mi(mi−1)/2

∣

∣

∣

∣

∣

= 2n

∣

∣

∣

∣

∣

det (PJ)

Ln (Λn)

∏

1≤i<j≤q

(λj − λi)
mi×mj

∣

∣

∣

∣

∣

×
∣

∣

∣

∣

∣

q
∏

i=1

βmi

i,mi

∣

∣

∣

∣

∣

(8)
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where Ln (Λn) is a [n(n+1)/2]-order homogeneous polynomials on all n eigen-

values Λn = [λ1, λ2, · · · , λn] defined as follows

Ln (Λn) =

[

∏

1≤i<j≤n

(λi + λj)

](

n
∏

i=1

λi

)

(9)

where Λn includes all eigenvalues and their multiplicities.

Based on the above theorems, the volume of the controllability region
Ra(N) when N → ∞ can be computed analytically. Furthermore, some ana-
lytical factors describing the shape of the Ra(N) can be got by deconstructing
the analytical volume computing equation (6). These analytical expressions
for these volume and shape factors can be describe quantitatively the control
capability of the dynamical systems, and then optimizing these volume and
shape factors is indeed maximizing the control capability.

3. the direct computing of the IFTCZ based on Hurwitz matrix

3.1. The analytical volume expression of of the IFTCZ of the systems Σ (Ac, Bc)

Considering the following controllable canonical form (CCF) of the single-
input LCT systems

ẋc = Acxc +Bcu

=











0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

−an −an−1 · · · −a1











xc +











0
...
0
1











u (10)

In fact, by the linear system theory, any state controllable LCT systems

Σ(A,B) : x = Ax+Bu,

can be transformaed as the above CCF Σ (Ac, Bc) by the state transformation
x = Wcxc, where the transformation matrix Wc [3] [1]
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Wc =











w1

w1A
...

w1A
n−1











−1

(11)

w1 = [0, 0, . . . , 1]P−1
n

= [0, 0, . . . , 1]
[

B,AB, . . . , An−1B
]−1

(12)

By the Theorem 1 for volume computing of the IFTCZ, we have the
following corollary for volume computing of CCF

Corollary 1. If the matrix Ac of the CCF (10) is with n eigenvalues in the

interval (−∞, 0) and Bc ∈ Rn, the volume of the IFTCZ Ra(∞) generated by

matrix pair Σ (Ac, Bc) can be computed analytically by the following equation:

vol(R∞) =

∣

∣

∣

∣

2n

Ln (Λn)

∣

∣

∣

∣

(13)

And then, for any controllable LCT systems Σ(A,B), the volume of the cor-

reponding IFTCZ can be computed analytically as follows

vol(R∞) =

∣

∣

∣

∣

2n det (Wc)

Ln (Λn)

∣

∣

∣

∣

(14)

Proof The corollary will be prven in 3 cases of the Jordan canonical
forms as follows.

1) Firstly, the case that all n eigenvalues of the matrix A are differential
is considered.

For the matrix Ac of the CCF (10), the eigenvector vi corresponding to
the eigenvalue λi can be taken as

vi =
[

1 λi λ
2
i · · · λn−1

i

]T
(15)

And then, the diagonalization transformation of the systems Σ (Ac, Bc) can
be choosen as

PJ = [v1 v2 · · · vn] (16)
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and the corresponding diagonal canonical form is

˙̃x = P−1
J AcPJ x̃+ P−1

J Bcu

=











λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...
0 0 · · · λn











x+











β1

β2
...
βn











u (17)

where

det (PJ) =
∏

1≤i<j≤n

(λj − λi) (18)

P−1
J =

adj (PJ)

|PJ |
=











∗ · · · ∗ β1

∗ · · · ∗ β2
...

. . .
...

...
∗ · · · ∗ βn











(19)

βi = (−1)n−1
∏

j∈{1,n}\i

1

λj − λi

i = 1, 2, · · · , n (20)

where ’{1, n} \ j’ means the set {1, 2, · · · , n} but doesn’t include number j.
By Theorem 1, the volume of the IFTCZ zonotope Ra(∞) generated by

matrix pair Σ (Ac, Bc) is

Vol (En) =

∣

∣

∣

∣

∣

det (PJ)

(

∏

1≤i<j≤n

λj − λi

λj + λi

)(

n
∏

i=1

βi

λi

)∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∏

1≤i<j≤n

(λj − λi)

(

∏

1≤i<j≤n

λj − λi

λj + λi

)





n
∏

i=1

(−1)n−1

λi

∏

j∈{1,n}\i

1

λj − λi





∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

(

∏

1≤i<j≤n

(λj − λi)
2

λj + λi

)(

n
∏

i=1

1

λi

)(

∏

1≤j≤n

1

(λj − λi)
2

)∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

(

∏

1≤i<j≤n

1

λj + λi

)(

n
∏

i=1

1

λi

)∣

∣

∣

∣

∣

(21)

2) Secondly, the case that all n eigenvalues of the matrix A are same as
λ, that is, the Jordan matrix correponding to the matrix A is with on Jordan
block.
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For the matrix Ac of the CCF (17), the eigenvector and generalized eigen-
vector corresponding to the eigenvalue λ can be taken as

v1 =
[

1 λ λ2 · · · λn−1
]T

v2 =
[

0 1 2λ · · · (n− 1)λn−2
]T

v3 =

[

0 0 1 · · · (n− 1)!

2!(n− 3)!
λn−3

]T

· · · · · ·
vn = [0 0 0 · · · 1]T (22)

And then, the diagonalization transformation of the systems Σ (Ac, Bc) can
be choosen as

PJ = [v1 v2 · · · vn]

=















1 0 0 · · · 0
λ 1 0 · · · 0
λ2 2λ 1 · · · 0
...

...
...

. . .
...

λn−1 (n− 1)λn−2 (n−1)!
2!(n−3)!

λn−3 · · · 1















(23)

and the corresponding Jordan canonical form is

˙̃x =











λ 1 · · · 0
0 λ · · · 0
...

...
. . .

...
0 0 · · · λ











x+











β1

β2
...
βn











u (24)

where

det (PJ) = 1

P−1
J =

adj (PJ)

|PJ |
=











∗ · · · ∗ β1

∗ · · · ∗ β2
...

. . .
...

...
∗ · · · ∗ βn











βi =

{

0 i < n
1 i = n

9



By Theorem 1, the volume of the IFTCZ Ra(∞) generated by matrix
pair Σ (Ac, Bc) is

Vol (En) = 2n
∣

∣

∣

∣

det (PJ)β
n
n

Ln (Λn)

∣

∣

∣

∣

=

∣

∣

∣

∣

2n

Ln (Λn)

∣

∣

∣

∣

(25)

3) Combining above proving processes for the two kind of Jordan canon-
ical forms, it can be proven that, Eq. (13) for the CCF (24) which the
corresponding Jordan matrix is with the multiply Jordan blocks is also true.

To sum up, when all eigenvalues the CCF (24) are negative numbers,
whether they are single or repeated eigenvalues, Eq. (13) for the volume
computing of the IFTCZ generated by the matrix pair Σ (Ac, Bc) holds.

3.2. The determinant of the Hurwitz matrix

Consider the following n-order real polynomial f (n)(s) with the zeros
{λ1, λ2, · · · , λn}

f (n)(s) = sn + a
(n)
1 s+ · · ·+ a

(n)
n−1s + a(n)n

=
n
∏

i=1

(s− λi) (26)

where

a
(n)
k = (−1)k

∑

1≤i1<···<ik≤n

k
∏

j=1

λij (27)

�

For the n-order real polynomial f (n)(s), the correponding Hurwitz matrx
can be defined as follows

H(n) =































a
(n)
1 a

(n)
3 a

(n)
5 a

(n)
7 · · · 0 0 0

1 a
(n)
2 a

(n)
4 a

(n)
6 · · · 0 0 0

0 a
(n)
1 a

(n)
3 a

(n)
5 · · · 0 0 0

0 1 a
(n)
2 a

(n)
4 · · · 0 0 0

...
...

...
...

. . .
...

...
...

0 0 0 0 · · · a
(n)
n−2 a

(n)
n 0

0 0 0 0 · · · a
(n)
n−3 a

(n)
n−1 0

0 0 0 0 · · · a
(n)
n−4 a

(n)
n−2 a

(n)
n































(28)
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By Eq. (27) for computing coefficients a
(n)
k , we see, the deteminant value

of the Hurwitz matrix H(n) is a [n(n+ 1)/2]-order homogeneous polynomial
about the variabl vector Λn.

By the Hurwitz criterion, we know, the conditions that the all zeros of the
polynomial f (n)(s) are with the negative real parts, that is, all poles of the
LCT systems are with the negative real parts, and then systems are stable is
the following order principal minor determinants of the Hurwitz matrix H(n)

are greater than 0, that is,

H
(n)
i > 0, i = 1, 2, · · · , n

where the order principal minor determinantH
(n)
i is the i×imatrix composed

by the first i rows and first i columns of the matrix H(n).
For the deteminant of the Hurwitz matrix H(n), we have thw following

lemma.

Lemma 1. For the n-order real polynomial f (n)(s), the determinat of the

correponding Hurwitz matrix H(n) can be computed as

det
(

H(n)
)

= Ln (Λn) =

(

∏

1≤i<j≤n

λj + λi

)(

n
∏

i=1

λi

)

(29)

Proof. By Eq. (28), we have

det
(

H(n)
)

= det
(

H
(n)
n−1

)

a(n)n = det
(

H
(n)
n−1

)

(

n
∏

i=1

λi

)

Next, it is proved fistly that for any different i and j, λj + λi is a factor

of detH
(n)
n−1. For that, we have the following computing result

a
(n)
k

∣

∣

∣

λn−1=−λn

= (−1)k
∑

1≤i1<···<ik≤n

k
∏

j=1

λij

∣

∣

∣

∣

∣

λn−1=−λn

=



















a
(n−2)
1 k = 1

a
(n−2)
2 − λ2

n k = 2

a
(n−2)
k − λ2

na
(n−2)
k−2 k ∈ {3, n− 2}

−λ2
na

(n−2)
k−2 k = n, n− 1

(30)
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where
{

a
(n−2)
k , k = 1, 2, . . . , n− 2

}

are the coefficients of the (n − 2)-order

real polynomial f (n−2)(s) with the zeros {λ1, λ2, · · · , λn−2}. Based on that,
we have

H
(n)
n−1

∣

∣

∣

λn−1=−λn

=

























a
(n−2)
1 a

(n−2)
3 − λ2

na
(n−2)
1 a

(n−2)
5 − λ2

na
(n−2)
3 · · ·

1 a
(n−2)
2 − λ2

n a
(n−2)
4 − λ2

na
(n−2)
2 · · ·

0 a
(n−2)
1 a

(n−2)
3 − λ2

na
(n−2)
1 · · ·

0 1 a
(n−2)
2 − λ2

n · · ·
...

...
...

. . .

0 0 0 · · ·
0 0 0 · · ·

0 0
0 0
0 0
0 0
...

...

a
(n−2)
n−2 − λ2

na
(n−2)
n−4 −λ2

na
(n−2)
n−2

a
(n−2)
n−3 − λ2

na
(n−2)
n−5 −λ2

na
(n−2)
n−3























=

























a
(n−2)
1 a

(n−2)
3 a

(n−2)
5 · · · 0 0

1 a
(n−2)
2 a

(n−2)
4 · · · 0 0

0 a
(n−2)
1 a

(n−2)
3 · · · 0 0

0 1 a
(n−2)
2 · · · 0 0

...
...

...
. . .

...
...

0 0 0 · · · a
(n−2)
n−2 0

0 0 0 · · · a
(n−2)
n−3 0

























(31)

Therefore, we have

det

(

H
(n)
n−1

∣

∣

∣

λn−1=−λn

)

= 0 (32)

that is, λn−1+λn is a factor of detH
(n)
n−1. Without losing generality, it can be

summarized as that for any i and j, λi + λj is a factor of detH
(n)
n−1. Hence,
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we have

detH
(n)
n−1 = h (Λn)

(

∏

1≤i<j≤n

λj + λi

)

detH(n) = h (Λn)

(

∏

1≤i<j≤n

λj + λi

)(

n
∏

i=1

λi

)

= h (Λn)Ln (Λn) (33)

where h (Λn) is an undetermined function on vector Λn. By Eqs. (28) and
(9), we know, detH(n) and Ln (Λn) are the [n(n + 1)/2]-order homogeneous
polynomials on the vector Λn. After anylysing these two homogeneous poly-
nomials, we can conclude that λn

1λ
n−1
2 . . . λn is a common term of these two

polynomials and correspondingly two coefficients of these terms are samed
as one. Therefore, we have

h (Λn) = 1,

and then the lemma is proven true. �

Combining the above Corollary 1 and Lemma 1, we have the following
result about the volume of the IFTCZ based on the Hurwita matrix.

Theorem 2. For the single-input LCT systems with the state controllability,

if all eigenvalues of the systems are the negative real numbers, the volume of

the IFTCZ can be computed analytically as follows

vol(R∞) = 2n
∣

∣

∣

∣

detWc

detH(n)

∣

∣

∣

∣

(34)

where the matrix Wc is the transformation matrix which can transformate

the system models Σ(A,B) as the CCF Σ (Ac, Bc).

To sum up, by now we have 3 kinds of the analytical volume computing
methods of the IFTCZ for the LCT systems σ(A,B), presented in Theo-
rem 1, Corollary 1 and Theorem 2. The difference among the 3 kind
computing methods are summaried as follows:

• The all eigenvalues, eignevectors and generalized eigenvectors of the
matrix A are needed to be solved out in the methods presented in
Theorem 1 and is with slightly larger computational complexity. In
addition, some combination calculation for the matrix A with the cor-
responding multiply Jordan blocks is with a little trouble;

13



• The all eigenvalues of the matrix A are needed to be solved out in the
method in Corollary 1;

• The method in Theorem 2 is only based on the determinant calcula-
tion of Hurwitz matrix and is with less computational complexity.

4. the analytical computing of the volume of the IFTCE

The above volume computing methods about the IFTCZ based on the
CCF and the Hurwita matrix will be generlized to the volume computing of
the IFTCE.

For the volume computing problem of the IFTCE of the LCT systems,
we have the following theorem about the analytical computing [8].

Theorem 3. If the n complex eigenvalues of the matrix A ∈ Rn×n is with

negative real parts and b ∈ Rn, the volume of the IFTCE Rb(∞) generated

by matrix pair (A,B) can be computed analytically by the following equation:

V1 = Πn

∣

∣

∣

∣

∣

det (PJ)

(

∏

1≤i<j≤n

λj − λi

λi + λj

)(

n
∏

i=1

βi

(2λi)
1/2

)∣

∣

∣

∣

∣

(35)

V2 = Πn

∣

∣

∣

∣

∣

det (PJ) β
n
n

(2λ)n
2/2

∣

∣

∣

∣

∣

(36)

V3 = Πn

∣

∣

∣

∣

∣

det (PJ)
∏

1≤i<j≤q

(

λj − λi

λi + λj

)mi×mj

∣

∣

∣

∣

∣

×
∣

∣

∣

∣

∣

q
∏

i=1

βmi

i,mi

(2λi)
m2

i /2

∣

∣

∣

∣

∣

(37)

where the hypersphere volume-coefficient Πn and the Gamma function Γ (s)
can be defined respectively as

Πn =
πn/2

Γ
(

n
2
+ 1
) (38)

Γ (s) =

{

(s− 1)Γ (s− 1) s > 1√
π s = 1/2

(39)

Based on the above theorems, the volume of the IFTCE Rb(∞) can be
computed analytically. Furthermore, some analytical factors describing the
shape of the Rb(∞) can be got by deconstructing the analytical volume
computing equations (35), (36) and (37). These analytical expressions for

14



these volume and shape factors can be describe quantitatively the control
capability of the dynamical systems, and then optimizing these volume and
shape factors is indeed maximizing the control capability.

Similar toCorollery 1 andTheorem 2, we have the following analytical
computing corollary and theorem based on the CCF and the Hurwita matrix.

Corollary 2. For any controllable single-input LCT systems Σ(A,B), if all
eigenvalues of the matrix A are the negative real numbers, the volume of the

correponding IFTCE can be computed analytically as follows

vol(R∞) = Πn

(an
2n

)1/2
∣

∣

∣

∣

det (Wc)

Ln (Λn)

∣

∣

∣

∣

(40)

where the matrix Wc is the transformation matrix which can transformate the

system models Σ(A,B) as the CCF Σ (Ac, Bc); an is a constant term of the

characteristic polynomial of the matrix A and can be represented as follows

an = (−1)n
n
∏

i=1

λi

Theorem 4. For the single-input LCT systems with the state controllability,

if all eigenvalues of the systems are the negative real numbers, the volume of

the IFTCZ can be computed analytically as follows

vol(R∞) = Πn

(an
2n

)1/2
∣

∣

∣

∣

detWc

detH(n)

∣

∣

∣

∣

(41)

To sum up, by now we have also 3 kinds of the analytical volume com-
puting methods of the IFTCE for the LCT systems Σ(A,B), presented in
Theorem 3, Corollary 2 and Theorem 4. The difference among the 3
kind computing methods are summaried as follows:

• The all eigenvalues, eignevectors and generalized eigenvectors of the
matrix A are needed to be solved out in the methods presented in
Theorem 3 and is with slightly larger computational complexity. In
addition, some combination calculation for the matrix A with the cor-
responding multiply Jordan blocks is with a little trouble;

• The all eigenvalues of the matrix A are needed to be solved out in the
method in Corollary 2;

• The method in Theorem 2 is only based on the determinant calcula-
tion of Hurwitz matrix and is with less computational complexity.
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5. Numerical Experiments (Not available here)

6. Conclusions (Not available here)
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