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FINE MULTIBUBBLE ANALYSIS IN THE HIGHER-DIMENSIONAL
BREZIS-NIRENBERG PROBLEM

TOBIAS KONIG AND PAUL LAURAIN

ABSTRACT. For a bounded set 2 C RY and a perturbation V € C*(Q), we analyze
the concentration behavior of a blow-up sequence of positive solutions to

N+2

—Au. +eV =N(N —2)ul 2

for dimensions N > 4, which are non-critical in the sense of the Brezis—Nirenberg
problem.

For the general case of multiple concentration points, we prove that concentration
points are isolated and characterize the vector of these points as a critical point of a
suitable function derived from the Green’s function of —A on 2. Moreover, we give
the leading order expression of the concentration speed. This paper, with a recent
one by the authors [20] in dimension N = 3, gives a complete picture of blow-up
phenomena in the Brezis-Nirenberg framework.

1. INTRODUCTION AND MAIN RESULTS

For N > 4, let 2 C RY be a bounded open set, and let u. be a sequence of solutions
to

N+2

—Au, +eVu. = N(N — 2)ul? on ,
ue >0 on 2, (1.1)
u: =0 on 0f2.

For the perturbation profile V', the canonical choice is V' = —1, but we will only
assume V € C1(Q) and V < 0 on Q throughout this paper. The understanding of
the behavior of solutions of this equation is pivotal in the Yamabe problem, see for
instance [10] and reference therein.

Existence and non-existence of solutions to (L) is a delicate matter and has been
investigated in a famous paper by Brezis and Nirenberg [4]. This is largely due to the
Sobolev-critical value of the exponent % = 2* — 1, which allows concentration of a
sequence of solutions around one or even several points of €. Starting with [I], 6] and
particularly an influential paper by Brezis and Peletier [5], in the latter, after studying
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the behaviour of radial solution, the authors conjecture an asymptotic expression for
||tuc]|oo in the case where (u.) has precisely one blow-up point. The present paper,
with [20], completely settles this long-standing open question by giving the precise
behavior of arbitrary sequences of solutions, notably ones with multiple concentration
points.

For one-peak solutions and N > 4 the location and speed of concentration have been
characterized in [28] 19] for V = —1 and in [23] for non-constant V. For the related

N+2

subcritical problem, with V = 0 and w22 ~ on the right side of (I1]), the properties
of multi-peak solutions have been analyzed in [27] [3 29]. In the latter, the authors
always assume that the number of concentration points is a priori finite, which is not
the case in the present paper and [20)].

Conversely, besides the one-peak solutions arising as energy-minimizers from [4], we
mention that multi-peak solutions with various properties have been constructed e.g.
in [24] 9] 25].

When N = 3, even in the presence of only one concentration point, the leading order
of the speed at which blow-up solutions to (IIl) concentrate is harder to obtain
This is due to a certain cancellation in the energy expansion which forces one to
push the asymptotic analysis to a higher degree of precision. The results analogous to
[28] 19] for one-peak solutions have been obtained only recently, by the first author and
collaborators in a series of papers [16] [14] [I5]. The full analysis for N = 3 comprising
multi-peak solutions has been carried out by the authors of the present paper in the
recent preprint [20].

Finally, the blow-up of solutions to (I.1]) in the case N > 4 has not been studied in the
literature yet, notably because the fine analysis of the concentration points was not
available, which is done in Appendix [Bl The goal of the present paper is to close this
gap, using and adapting the new methods of [20]. Remarkably, differently from one-
peak solutions in dimension N > 4, the multi-peak case can also feature a cancellation
phenomenon which makes it harder to derive the concentration speed. We will explain
this in more detail in the following subsection, where we state our main result.

1.1. Main result. Let us introduce the object that largely governs the asymptotic
behavior of (u.), namely the Green’s function G : Q x @ — R. This is the unique
function satisfying, for each fixed y € €2,

{ —A, G(z,y) =46, in Q,

G(,y)=0 on 0N. (1.2)

ITo be completely precise, for N = 3 the relevant equation fulfilled by a blowing-up sequence of

solutions is —Au. + (a + €V)u. = 3u?, with a non-zero a € C(Q) as a consequence of the Brezis—

Nirenberg dimensional effect observed in [4].
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Note that G(z,y) > 0 for every x,y € ). The regular part H of G is defined by

1

H = —
(@ 8) = N = Dan e =y

G(z,vy), (1.3)

where wy_; is the volume of the sphere S¥=! ¢ R¥. It is well-known that for each
y € Q2 the function H(-,y) is a smooth function in €2. Thus we may define the Robin
function

¢(y) = H(y,y) -
It is known that single-blow-up sequences of solutions to (L. I]) must concentrate at crit-

ical points xy of ¢ when V' is constant [5], 28] [19] and of a suitable function depending
on ¢ and V when V is non-constant [23].

For any number n € N of concentration points, let
Q) i={x=(21,....,2,) € Q" : x; # x; for all i # j}.

For x € Q) we denote M(x) € R™" = (my;)7,_; the matrix with entries

{cb(:ri) for i = j,

mij(x) = (1.4)

—G(z,x;) fori#j.

Its lowest eigenvalue p(x) is simple and the corresponding eigenvector can be chosen
to have strictly positive components. We denote by A(x) € R" the unique vector such
that

M(z) - A(x) = p(x)A(z),  (Az)) =1

Next, let us define, for k € (0,00)" and & € Q7

F(k,x) = %(n, M(x)k) + dNN4_ 2 Z 1/(3:,~)/~€Z-J"4’2 (1.5)

where the dimensional constant dy > 0 is given by

LS

F(N - 1)wN_1(N - 2)2

dy = (1.6)

Moreover, we define the Aubin—Talenti type bubble function
_N=2
B(z) = (1+[z) 2
and, for every u > 0 and zy € RY its rescaled and translated versions

N-2

_N-2 T — Xo M2
Bz () = 1 ZB< ): —.
o ) (R )

N+2
We notice that B, , satisfies —AB, ., = N(N —2)B.,; on RY, for every p > 0 and
To € RN.
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Finally, let W be the unique radial solution to
— AW = N(N+2)WB~= = —B,  W(0) = VIV(0) = 0. (1.7)

Here is our main result.

Theorem 1.1. Let (u.) be a sequence of solutions to (L)), with V. € CY(Q) and
V < 0, such that ||ucl|coc — 00. Then there exists n € N and n sequences of points
Tigy ey Tne € Q such that ;o — ;0 € Q, i = uc(2;.)"2 = 0 ase = 0, Vue(x;c) =

0 for every ¢ > 0 and u. — 0 uniformly away from x1,...,x,. The ratio A\, =
N-—2

(%) 7 hasa finite, non-zero limit \; o € (0, 00).
Moreover, the following holds.

(i) Refined local asymptotics: For anyi=1,...,n, denote B;. := B,,, _,, . and

-J+3 1
Wi,E = 8:“’2',52 V(xiﬁ)w(:ui,e (I - xiﬁ))'
Then for § > 0 small enough, and every v € (2,3),
+4—v N-2
(e = Bie = Wi @) (22> g™ ) fo = el
for all v € B(z;.,9).

(i) Blow-up rate: The matriz M(xy) is semi-positive definite with simple lowest
eigenvalue p(xg) > 0.

e Suppose p(xg) > 0. If N > 5, then

lim a0 = g > 1.8
51_I>T(1)5/~L25 = Rio (1.8)
exists and lies in (0,00). Moreover, (Ko, Xg) is a critical point of F (K, x)
defined in ([LE). If N > 6, then Ko is the unique critical point of F(-, o).

If N =4, then for every i,

lim e In(y; ) = ko, (1.9)

e—0

where ko > 0 is the unique number such that M — ko diag(g=|V (zi0)|) has
its lowest eigenvalue equal to zero. Moreover, (Ao, To) is a critical point of

- 1 1
PO\ @) = S\ M(@)X) + %@ Zv i) A2, (1.10)

o [f p(xy) =0, then also Vp(xy) = 0. Moreover,
1ir%gu;;v+4 =0(u?) if N>5 and (1.11)
e—> ’
1ir%51n(u;1) =0(u?) if N=4, (1.12)
E—
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N-2

. 2
and Ai,O = )\i70 = lim <H7,,a) .

e—0 JU

Furthermore, we have the quantitative bounds

)= {0<eu;N+4 L) ANz5,

p(@- -1 9 .
oleln(u") +p2) if N =4,

and, for every é >0,

Vp(a:)| < p2™.

Remarks 1.2. (a) In order to keep the statement of theorem reasonable, in the refined
local asymptotics, we just give the expansion up to the first term after the bubble.
But, in fact we can go further, as shown by Proposition 2.6l More precisely,
our technique, which consists in subtracting recursively a suitable solution of the
inhomogeneous linearized equation, will give, if pushed far enough, the following
estimate

N N—-2
— 5 +3+Hl—v =
N <5ME : + e 2 ) |z — ;|

l
(ua - Bi,a - Z M/;I?a)(z)
k=1

for all x € B(z;.,0) and v € (I + 1,1+ 2), where

— S +2+k _
Wi]?e = 5#:'752 Wk(/”Llal(x — Tic)).

and W¥ is the solution to
—AWY = N(N 4+ 2)B¥2W* = fi(z, W, ., WF ), W*k0) = VIWk(0) = 0.

The inhomogeneities fi,, which may depend on V and W', ..., W*~! and their
derivatives, are obtained recursively during the expansion.

(b) A remarkable fact in Theorem [I[I] is to improve the asymptotic bounds on the
blow-up speed in (L.II]) and (L.I2]) in the degenerate case when p(x,) = 0. Indeed,
in this case (and only then) the first term on the right side of the expansions (3.2))
resp. (B.3]) cancels, as shown in Section [l Our analysis of the error terms is fine
enough to push the estimates further by a factor of ;2 in the expansions (3:2)) and

@3).

This should in particular be compared with the analysis of the related equation
Nt2
—Au. = u2 2 " in [3], where in the case p(x) = 0 no improved asymptotics are

derived.

(c) We also point out that in the case n = 1 of only one concentration point zq € €,
one simply has p(zg) = ¢(x¢) > 0 by the maximum principle. Thus the possibility
that p(xo) = 0 is indeed particular to the multi-peak case.
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In the case where Q) is convex, it is known [I7, Theorem 2.7] that no multiple
blow-up can happen. Under the weaker assumption that (2 is star-shaped with
respect to some yo € €2, the same is not known. However, a simple argument
shows that if multiple blow-up does happen for Q2 star-shaped, we must always be
in the non-degenerate case p(x¢) > 0. Indeed, by Pohozaev’s identity we have

ou, 2
e [ V() + V(@) - (@ = de = i [ \ZEN (o= g0) .

G,
on
0. On the other hand, by standard calculations as in the proof of Proposition [3.1],

the left side is equal to

—ep Moy 30, Vi) +o(p?) if N >5,
—epyzesy; Vi) pd In(u; ) if N = 4.

Since V' < 0 by assumption and all the y; . are comparable by Proposition 2.1, the
N+4

2
By Proposition 2.1l (v) below, the right side converges to fm ’ ‘ (x—yo)ndx >

left hand side is equal to a positive constant times ep_ if N > 5, respectively

eln(put) if N = 4. Since we have seen that the right side is strictly positive,
the quantities eu- V" resp. eln(u-!), must have a strictly positive limit. In

particular, p(xg) > 0 by Theorem [[.T]

(d) Surprisingly, the concentration speed is uniquely determined in terms of Q, V', n
and z in dimensions N = 4 and N > 6, but not N = 5. Indeed, in that case we
cannot exclude that the function F' may fail to be convex.

The structure of the rest of this paper is as follows. In Section 2 starting from some
qualitative information about the blow-up of wu., we derive very precise pointwise
bounds on u. near the concentration points, which form the technical core of our
method. These are used in turn to derive the main energy expansions in Section [l
Once these are established, the proof of Theorem [I.I] can be concluded in Section [
by rather soft argument. We have added several appendices in an attempt to make
the analysis self-contained.

2. ASYMPTOTIC ANALYSIS

We start with some by now classical estimates, which says that a blowing-up sequence
can only develop finitely many bubbles and the solutions are controlled by the bubble.
Here the hypothesis V' < 0 plays a crucial role. This kind of analysis has been initiated
by Druet, Hebey and Robert [12] on a manifold. In the domain case an extra difficulty
occurs since we have to avoid concentration near the boundary. This has alredy been
done in dimension N = 3 by Druet and the second author [I3] in a similar context.
In higher dimension N > 4 the proof is largely analogous. We give it in Appendix B,
for the sake of completeness and in the hope of providing a useful future reference for
the case of a domain (2.
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Proposition 2.1. Let (u.) be a sequence of solutions to (L)) such that ||uc||cc — +00.
Then, up to extracting a subsequence, there exists n € N and points v, ..., Tp. such
that the following holds.

(i) xi. — x; € Q for some x; € Q with x; # x; fori # j.

(1) pie:= ue(xm)_ﬁ — 0 ase— 0 and Vuc(z;.) =0 for every i.

1/2
(111) Nip = ll_)I% i ll_r}% —,u}/Q exists and lies in (0, 00) for every i.
,E

N-2
(iv) ,Uz',g Ue (e + piex) — B in Clloc(RN)'

_N-2 -
(v) There are v; > 0 such that p, . ° u. — Z ViG(xiz, ) = Gg, uniformly in C*
i=1
away from {xy,...,x,}.

(vi) There is C' > 0 such that c ;BL€ <u, < C’;BL€ on .

Up to reordering the z; ., we assume that p; . = max; p1; . and we set p. = ..

We also define the small ball

bie := B(xi,a 50)
around z;., with some number J; > 0 independent of € and chosen so small that
0o < %mini# |Tie — x|

The main result of this section consists in quantitative bounds on the remainder

Tie = Uje — Bi,e (21>

as well as the improved remainders

—Ni3 T — X,
Gie = Tie —ep; V(v )W <7E> (2.2)
Hie
and
—S+4 T — X T — X
Pie = Gie — €. “w, ( ’6) VV(z.)  — = (2.3)
Hie ‘SL’ - xi,€|

on b; .. Here, the functions W and W, are solutions to the inhomogeneous ODEs

" N -1
W) - =

o N-1., N-1
—Wy(r) — TW2(7") +

W'(r) — N(N +2)B(r)¥2W(r) = —B,

Wa(r) — N(N +2)B(r)~=2Wy(r) = —B(r)r,

2
,
respectively. These bounds are stated in the subsections below as Propositions 2.4]
and 2.0
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An important ingredient in the proof of Theorem [L.Twill be a non-degeneracy property
of the bubble B. Namely, consider the linearized equation

— Au=N(N+2)B¥2y  onR". (2.4)
Then the behavior of non-trivial solutions to (2.4)) is restricted by the following propo-
sition |21, Corollary 2.4].

Proposition 2.2. Let u be a solution to 24) and suppose that |u(z)| < x| on RY
for some T € (1,00) \ N. Then u = 0.

Before we go on, let us note a simple a priori estimate which will simplify the following
estimates on r; . and g; ..

Lemma 2.3. Suppose that V. < 0. If N > 5, then ¢ < pN=% If N = 4, then

£

< 1
S W
Proof. By Pohozaev’s identity (see Appendix [E]), we have, for any ¢,

— 25/ Vau? — 5/ u?VV(x) - (z —x;.)dz
bi,s bi,s

) QP t1
= 2/ <50 (Oyus)” — 0o <|Vu5|2 +—=— f—:Vug) + (N — 2)u€0Vu€> )
b, p+1

Since V' < 0, by using Proposition 2.1 (iv)), the left side is proportional to eu? if N > 5
and to ep In(pst) if N =4,

On the other hand, by Proposition 2Il(w) the modulus of the right side is bounded
by a constant times p~2. This concludes the proof. O
2.1. The bound on ;..
Proposition 2.4. Leti=1,...,n and let r; . be defined by [2.1)). Ase — 0, for every
6 e (0,1)U(1,2) and,
N3 N-2
ric@) S epe = b e e — i’ onb

Moreover, for 8 = 0, we have

Nyg o N2
ri (@) < € e + fie if N > 5,
T lepen(u) + e if N =4

Proof. We first assume that 6§ € (0,1) U (1,2). The case § = 0 will be treated below
be a separate argument.
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Recall ;. = u. — B; .. We denote

Tie(x)
R (1) = — ) 25
)= ey 25)
Fix some z;. € b, . such that
1
Ric(2ie) = §||Ri,s’|L°°(bi,g)- (2.6)
Moreover, we denote d;. = |z, — 2;.|. Let us define the rescaled and normalized
version
i,e\Lie dis
7ioz) = (@ie +dier) o B(0,d;16). (2.7)
7 Ti,e(zi,s)
By the choice of B; ., and observing (2.6), we have
7i(0) = Vi (0) =0,  Ficle) Slel’,  xe B(0,d; 1), (2.8)
in particular 7. is uniformly bounded on compacts of R \ {0}.
On B(0,d;d), we have
- Afia _fz' Ed?aQ(ﬂiaaBia) = _Edfg‘za&a (29)
© 7 TieieQllhie B )

N+2 N+2

where Q(u,v) := N(N—2)“"—="""2_ Moreover we wrote 1, .(z) := ue(xz +d;.x) and
2

likewise @; . (x) 1= ac(ic + dicx) and Bi () := Bi(wic + dicx) = p, . * Blpild;.x).

We treat three cases separately, depending on the ratio between pi. and d; .. It will be
useful to observe the bounds

N=2 — N2 T >4

= 7 2 i ) 1 i,e ~ Yiey
Biola) = (12— ) Mg, " e & i (2.10)
Hie T dmm 1l di76N+2, if pie Sdie,

m

uniformly for x in compacts of RV \ {0}.

Case 1. j. >>d;. ase — 0. Since 4;. < B;. on b;. and |Q(u,v)| < |u|ﬁ + \v|ﬁ,
the second summand on the left side of (2.9) tends to zero uniformly on compacts by

[210), because d; _p; >
N—-2

Using ;. S Bie S g, 2 and m Sd;? ”Rm”w by (28], the right side of ([2.9) is
bounded by

i —2 —N.i3 9
ed? v, e edy 6'“18 < _CHe "
i,e Y 1,E Ti,s(zi,e) ||Rz,5||L°°(bi,s ||Ri,€||L°0(bi,5)7

. —S+3-0 .
Now suppose for contradiction that || R; .|| g, ) >> cpte 2 7% as & — 0. Then this
term goes to zero uniformly. Thus, by elliptic estimates, we have convergence on any
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compact of RV \ {0}, and the limit 7; o := liII(l] Ti . satisfies
E—r

—AFLQ =0 on RN \ {0}

By Bocher’s and Liouville’s theorems, the growth bound (2.8) implies that 7,0 = 0.

But by the choice of d, ., there is §; . = Z“d_& € SV such that 7;.(&.) = 1. Up

to a subsequence, & = lim. & € SV exists and satisfies 7; (& 0) = 1. This
contradicts ;o = 0.

N13-6

N3 _x
Thus we must have ||R;||Loc(b,.) S Efte +3 9, Le. mio(v) Sepe ? |z — 2;.]°.

Case 2.a) p. << d;. <<1 ase— 0. In this case, we have
2 5 2 BND 2 -2
Tz’,edi@F(ui,aa Bi,e) S di7gBi7g 5 :uadi,a — 0

and v N
gd;gV+4—€ ;E* - 6M;"§+3—0
) T Ricll o or

ai,e
Tie(zie)
_N_.g_
uniformly on compacts of RN \ {0}. If || R clloe >> epte 2 +3 0, then, using that still
di,e - 07 Fz’,O = 1im€_>o 73-75 satisfies

—Af“} =0 on RN \ {0}

I

ed? V;
1,€ " E ~ HRi75||L°°(bi,s

Using again the Bocher and Liouville theorems, 7,0 = 0. As in Case 1, we can now
derive a contradiction.

N3
cde r(2) S epe 20 6|x — x;.]°, also

~Y

e
Thus we must have || Ric|[zeowm,.) S epte ?

Y
in this case.

Case 2.b) d;. ~ 1 as ¢ — 0. In this case there is no need for a blow-up argument.
Instead, we can simply bound, by the definition of z; .,

e g S g Sl Sl
, i€

where the last inequality simply comes from the bound |u.| < B;. on b;. and the
N-2

observation that d; . ~ 1 implies B; .(z;c) < pte 2 . Thus

N_2 0
rie(x)] S pe® o — e,
which completes the discussion of this case.

Case 3. p. ~ d;. as e — 0. This is the most delicate case because the second
summand on the left side of (2.9) now tends to a non-trivial limit. Indeed, f;o :=

. e .
lim 3; . 1= lim == exists and S;¢ € (0,00). Then
e—=0 e—0 di@ ’
N—2 N—2
2 2
N2 oo ie Bio _B
i€ e — - — 20,8i0°

N—2 N-2
(B + |[*) = (870 + [[?) 2
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N-2
By the convergence of u. from Proposition 2.1}, we also have d, > ;. — Byg,, uni-
formly on compacts of RY. Thus d?.Q(u;., B;.) — N(N + 2)Bog,, uniformly on

compacts of RV,
On the other hand,
—S+3-0
€ e
TRl

_ U,
ed; Vie—=
ve 67‘1-75(22-’5)

)

_Nyg_
If || R; .|| Loo(bi) >> Efte - 3 9, we therefore recover the limit equation
4
_Afi,() = N(N + 2)?2'70301757:0 on RN,

which is precisely the linearized equation (Z4). By [Z3), we have |r;o(z)| < |z|?
for all x € RY. Thus by the classification, see [20, Theorem 2.3], and the fact that
7:.0(0) = V7;0(0) = 0, we conclude 7; o = 0. This contradicts 7;(&;0) = 1, as desired.

~J+3-0 . —J+43-0 0
Thus we have shown || R; .|| zoc(b, ) S €fte Jles ric(z) Sepe ? |z —z;.]", also
in the third and final case. This finishes the proof for § € (0,1) U (1,2).

Let us finally prove the assertion in case 6 = 0, i.e.

N N—-2
{e,ug e N =25, for x € b; .. (2.11)

Tie\T <
®) epeIn(pst)y + e N =4

~Y

To prove (2I1]), we consider the Green’s formula

roa(z) = / (—Ar) ()G, ) dy — /a ) riel) 28D )

N2 N+2 0G(z,
- [0 - 5w - Ve - [ )it
Q Gi9) v
N-2
Since 7. S D05 Bje S pe® on 09, the second term is bounded by

0G(z,y) <
/an Tz,a(y)T dU(y)' ~ Me -

A similar bound, which we do not detail, gives

~Y

N-—2 N+2 g g —'— EN22 fN>5
— +
Sg,ua‘z _'_,LLEZ < 'LL 1,LL 1 ’

€M€1II(ME )—i—,u€ if N =4.

[ Can)wonay
U bje

To evaluate the remaining integral over b; ., we use
N+2 N+2 4
N—-2 N—-2 N—-2
| — Ar | = |ud™ — B — eVl S B ?ri. +eB;. on b; ..

)

The term containing ¢ is bounded by

‘|

i€

_N
1 {&;ug 2 +3 if N> 5,

1
B .= dy < 5/ B .——dy S
|z —y|V2 b e =yl epeIn(pt) if N =4.

€T
i€ ‘ 1,
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Here, the first inequality follows by the Hardy-Littlewood rearrangement inequal-
ity (see e.g. [22, Theorem 3.4]), because both B and z + |z|7V*2 are symmetric-
decreasing functions.

To control the last remaining term, we choose some 6 € (0,1) U (1,2) and reinsert the
bound already proved for this 6. This yields

A 1
/b BY (4 ()| ————dy

|z — y|N-2
R =2 N3 9 1
~ ( e "‘,ua ) N Bi,a (y>|x2,€ y‘ |LL’ y‘N—2 dy
_N N=2,9 _4 1
O A +>/ e[ r———
B(O,éoﬂgg) ‘ B Ni,; -
_N N-2 1
< (5Ma 29 + pe +€)/ (1 T |Z‘2)_2+g T=Tie | N—2 dz
RN |Z o Mi,; -
_N N-2 1
< (ep TP 4yt +6>/ (1+ |22 = de
RN ‘Z|
Nis | M2y

The second to last inequality follows again from the Hardy-Littlewood rearrangement
inequality, because z — (1 + |2]2)72%% and z — |z|~V*2 are symmetric-decreasing
functions. Combining all the above estimates, the proof in case § = 0 is complete. [

2.2. The bound on g¢_..

Proposition 2.5. Let i = 1,...,n and let ¢;. be defined by (22)). As e — 0, for all
ve(2,3),

Ny, N-2
4(@) S (20277 e Yo —wil” Jorallw € b

Proof. Let Q;.(x) = 9@ fivoa point z; . with Q;.(z;.) > %HQi’aHLoo(biys) and let

T lz—245,6|V

die = |xic — 2. When d;. 2 1, we have

7;,5 ~

1,e\Zi N3 Zie — T; N=2 _Nys N-2

Quelo) € B9 1B, o) e T W (BT €l g 5
i€ i,&

(2.12)

where we used Lemma [2.3] and the fact that 7 is bounded by Lemma [A.1l So it
remains to treat the case d; . = o(1) in the following.

In the following, let us assume N > 6. Then % < 2 and the equation satisfied by

i can be written as

4 N+2

~Agie — N(N +2)B . =eBic(V(xic) = V(z)) —eVric + O(r?), onb,..

)
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(When N = 4,5, and hence 22

6=N
N5 > 2, the last term need to be replaced by O <ri2,z-:BiI’\;2) )
Then g; () := i (@i tdicx)

satisfies
Qi,s(zi,s)

_4
— Aqiﬁ — N(N + Q)BZIZ;Q qi’e ==

p B
W (632-,5(‘/(%,5) — V)) — €Vfi75 + O(fi7€7 ))

(2.13)
and

Gie(0) = VG (0) =0,  |@ie(2)] < |z[”  on B(d;.9,0),
By Proposition 2.4 with § = v — 1,

= —FH-v 52 v
ITie ()] < (epe +pe® )l ]

Then by Lemma 2.3 and using N > 6 and d;. < 1, we see that |7.| < 1 for € small,
which gives

4 1 _

~AGie — N(N +2)B G = 70 (B &} 7 + &7V |Fi])
’ | Qiell oo (bs..) ’ ’

1

D, 3 - N-2
=0 <5Bivadig” +epe ? + e’ ) :
Qi cll o= oi.c) ’

(2.14)
Nt2 o
For completeness, we show how to bound the term O ( r?_B,° ) that occurs for

N = 4,5. We have, by Proposition 2.4 with 20 € [v —2,v —2 4+ 6 — N]|,

N—-2 6—N
2, —N+6—20 2 2—v+20 T2 .

d2—l/ 2 B%J—rg -2 < (E He + He )di,a He if di,& ,S i e
ie Tieie N npee2n R povrosrn-e, ST >

(E He + He )di,a He if di,a ~ Mie

N N—2
9 — & +5—v
5 & He ? + e S

Let us now estimate the remaining first term on the right side of (2.14)). By (2.10)
and the fact that 2 < v < 3, we have

-85 5y < 5 Ha-v : <
e dZ7" S epte if die S i,
EBi 5d2~ PR N— Ny
Th 2 d—N+5—u < 2t
Ele i ~ EMe

if Wi e 5 diﬁ << 1.
In both cases d. < . and o(1) = d. 2 p., the blow-up argument detailed in the proof

N
of Proposition [2.4] now yields that @); . is bounded by a constant times e >
N-2

e 2 . Taking into account (ZI2]), we get the conclusion.

+4—v

+
0J
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2.3. The bound on p; ..

Proposition 2.6. Let i = 1,...,n and let p;. be defined by (2.3). As e — 0, for all
€ (3,4),

_N_5_ N=2 v
Ipic(x)] S (epe 2 b "4+ pe® )|x — x| for all x € b; ..

Proof. The proof works exactly the same than the one of Propositions 2.4] and 2.5

There is only one subtility we point out, the rest is exactly the same. Let P, (z) :=
;Z; nd fix a point z; . with P, .(2;.) > %HB,EHLw(bi,s) and let d; . := |z, —2;c|. When

d, . > 1, we have

1,€ ~v

2

Poo(a) S pat | (2.15)
So it remains to treat the case d;. = o(1) in the following. We also assume N > 6.
Then the equation satisfied by p; . can be written as

_4
—Apm - N(N + Q)BZ-I,\QQPi,a = EBi,a(V(xi,a) + VV(l'i.a-l' - V(ﬂf))

N2 (2.16)
- EV(VVi,a + Qi,a) + O(T;’\QQ )> on bi,a-
N+2
(When N = 4,5, and hence ££2 > 2, the last term need to be replaced by O | 7; ;.B? -

This term can be estimated 1dentlcally to the proof of Proposition 2.5 Notice that

the range 20 € [v —2,v —2+6 — N] is still Compatlble with 6 € (0,2) and v € (3,4),

and that the resulting bound 2y * L

case.)

+ ,ug is strong enough also for the present

Then p;.(z) := W satisfies
i,e(Zi,e

_4
— Apie = N(N +2)B; " pi
;"
| Piell oo (bs..)

and

=z

(2Bic(V(0) + VY (0) -2 = V) = eV Wiz = eV + O(Wie +Gic) ¥ )

Die(0) = Vp; .(0) =0, Dic(z)| <|z|” on B(di_,slé, 0).

By Proposition applied with exponent v — 1 € (2, 3)

_ N5
Gie(@)] < (epa * 77 e )a! (2.17)

hence, since N > 6, as W; ., |Gi-(z)| <1 for £ small enough. Then
1

4
—Apie = N(N +2)B T *pie = 75—
1 Piell oo bi.c)

N-2
<€d?,;VBza + 5#6 EAR + pe ) ’
Moreover we easily check, since W (0) = VIW(0) = 0, that

B2 Wiel = O(ep™757)
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which gives with (2.17)
. 1 _ _Ni5., N2
2 (sdi? Bic+epc ™™ 4+ ™)

—Apie = N(N +2)B " Die = 757
1Piell oo o c)
Let us now estimate the remaining first term on the right side of (2ZI4]). By (2I0)

and the fact that 3 < v < 4, we have
_N-2 N5
epe T di Sepe " if die S pie,
if Wie 5 diﬁ << 1.

D 4—v
eB;d; " S N2 oy o N5
Epe ® d;; S Epte

In both cases d. < p. and o(1) = d. 2 p., the blow-up argument detailed in the proof
N5,
of Proposition 2.4l now yields that P;. is bounded by a constant times . * LAt
N-2

e . |
3. THE MAIN EXPANSIONS
We will also need the matrix M!(x) € R™" = (mi;(x));;—, with entries
Np(xi)

for i — i
il (@) = e (3.1)
—207G(x;,x;)  for i # j.
Recall that the matrix M (x) has been defined in (L.4)).

The main results of this section are collected in the following two propositions

Proposition 3.1. If N > 5, ase — 0,
N—2 _ N3
Y omij(@)p;F = —dn(V(wie) +o(1)en, 2 + O(ue
J

where dy is given by (0.

If N=4,ase—0,
1 -
S i@ e = — 5 (V(eie) +o(1))epse (i) + ()
J

Proposition 3.2. If N > 5, ase — 0, for everyl =1,..., N and every 6 > 0,

_ N-2 N—2 _Nig N2

D i@ T = —dn—gepe (0 V(@) +o(1) + Oue T ),
J

where dy is given by (0.

If N =4 ase— 0, foreveryl =1,..., N and every 6 > 0,
1
500,V (i) + 0(1))epe In(uz ) + O(uZ™).

. N2
Z (@2 = ]2
J

T (3.
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Proof of Proposition[3.1. We multiply equation (LI by G(x,;.) and integrate over
x. Then the left side becomes

/ (—Aue + eVu)G(x, x; ) dx
0

3.5)
_N 1 N (
= ue(wie) + e eV (i) / B —dz+o(eps ).

The right side is

N42 N+2
N(N —2) / WGz de = NN =2) Y / BY G, 1;0) de
Q

j o VPie
-84 N 3 — Xie
+ep, > V(zie)N(N +2) B W =) G(-, ;) dx
’ bis /’LZE
‘I‘O(/(BZIZ: 2an‘|’|’f’ze|N 2) T, Tie d$+Z/BN2|T’]€|G Z’i75)d£l§' (36)
bi,s ];ﬁ’l
N+2
+ / uév’zG(-,a:i,a)dx)
Q\U] bj,s

N+2

When N = 4,5, similarly to the remark in the proof of Proposition 2.5 the term r;

Nt2 o
in the above error term needs to be replaced by B/X > “r?_. The ensuing estimates

are very similar to the case N > 6 presented below and we leave the details to the
reader.

Let us first evaluate the two main terms in (3.6). We have

N+2
Z/ B Gz, xj.) dx

N /b v <WN—1(N— 2)|r — ap N2 (7, @i ) $+Z/ (%, 2i¢) da.

J#i

We compute the terms on the right side separately. First, by direct computation,

B N dr=p. % +O(u?
/bi,s be Wy-_1|x — x| VN2 TSt (")

Next, by radial symmetry of B and the mean value property of the harmonic function
x> H(x,x;.) , it is easy to see that
N+2

N+2
— N(N — 2)/ B H(z,2;.)dv = —N(N — 2)¢(93¢,e)/ B dx
b

bi,s

1,€

—2 N+2

:ﬂw4mzmmswma+@MT)
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Finally, by a similar argument, using that G(z, z; ) is harmonic for « € b; ., for every
J # i we have

Ni2 N+2
N(N —2) / B 7?G (v, w5 )de = N(N — 2)G(2c, i) / By dw
b',s b',s
J Nio J

N2 N2
= Wy 1 (N = 2,2 Glaje,2,.) + Ope? ).
This completes the computation of the first main term of (B.6]).

The second main term of (B.6]), using that N(N + 2)BﬁW = —AW + B by the
equation satisfied by W, can be rewritten as

_ﬂ+3 N 5 — Tie
ep; > Viwi)N(N + 2)/ B W ( ’ ) G(z,z;.)dx
7 bj.e Hie
Ni3 _4 1 _N.yg
—5/%52 V(zie) N(N + 2 / B W dz + o(epe
( ) ( ) B(O,égugg) WN—l(N _ 2)|Z|N_2 ( )
_N.3 1
eV [ aw) L dz
’ (0,80, 1) wn—1(N — 2)[z|N~2

N3 1 _N.y3
+epy V(Ii,a)/ B dzdz +o(epe * ).
) B(0 50#;;) WN—I(N - 2)|Z‘N—2

The second term cancels precisely with the corresponding term in (3.5). The term
containing AW can be evaluated as follows. By the Green’s formula and W (0) = 0,

for every R > 0,
—N+2
/ (—AW(Z))|Z|_N+2dZ: Wa‘z| . aVV|Z|—N+2
Br 9BRr 81/ 81/

= —wy 1 (W/(R)R+W(R)(N — 2)).

By Lemma [A1] we have W/(R) = o(R™") and W(R) — %5 as R — oo, with ¢y =
FNTUNAZ) 3t N > 5, and W/(R) = o(R™'In R) and W(R) = 1In(R) + o(In R) if

T(N—1)
N = 4. Thus
_N
epy V()

1 _ CN ) +3 ) >
’ / (_AW) N3 dz = E:uze (V(xLE) + 0(1))’ N = 57
N1 (N =2) JB0d0u]) 2] Loy I (V(wis) +0(1)), N =4,

Putting everything together and observing that the divergent terms u(x;.) = p, . >
cancel precisely, we obtain the assertion, provided that we can prove that the error

M

terms from above are negligible, i.e.
4 N2
/ (BZ-IXQ%,»:—I-TZL’ )G (2, 240 dx+2/ BN “ri Gz, v ) da
bie i#i
Ntz Y N+2
+ / u 2 Gz, x:) de = o(epe 2t ) +O(u:? ). (3.7)
U, bjie
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To bound the first error term, we apply Proposition with 2 < v < 3. Then

N 2 . < —%-‘1-4—11 NT v % —N424v
Bt 741G, wie) da| S (epe + pe ) BN=2 |z dz
B(0,60pz ")

N N+2 N N+2

Sepe T b et =o(epe )+ O(ue?)
because v < 3. For the next term, we observe
_N
el ¥ S (e PV ERW (i @ - )V 4 103 S+ B g

where we used Lemma 23] |¢; .| < B;. and the fact that W is bounded by Lemma
[A1l Thus

= g ! e
/ Tie G(I’ Zlfm) dz S fhe * / |£E — |N—2 dz + / Bi,a qi7EG(x> Ii,a) dz
bi,s i 7,E

“o(rF) o).

by the bound we already proved.

Next, for any j # i, by Proposition 2.4], for fixed 6 € (0,2) we estimate

‘/ BNZTJE (x, ;) dx

_N_a_ N-2
S <€:u5 > 13 6"’#52 >M5_2+N+6/ Bﬁ|x|0dx
B(0,00ps )

2+5 0 Nt2 N N+2

—Ni3

+ et =oleps 2 ) +0(n?)

because 6 < 2. Finally to estimate the last remaining term in (3.1), we simply recall
2

ue S5 Bje S ,uE as well as G(z,z;¢) $1on Q\J;bje, so that

< cp

N2 N+2
/ ul 2G(r,w ) de S e ?
Q\U; by
This completes the proof of ([37), and hence of the proposition. O

Proof of Proposition[3.2. The overall strategy and the nature of the multiple estimates
needed is very similar to the preceding proof of Proposition B.1l which is why in the
following we will be shorter in places.

We multiply equation (LI against d,,G(z,z;.) and integrate over dz. Since by defi-
nition of G and z; .,

/ uV,G(z,z; ) der = Vu(z;.) =0,
Q

the resulting identity is (for any fixed [ = 1,..., N)

N+2

5/ Vu.0,G(z,z;.)de = N(N —2) / ul?0,,G(x, x;.) dx. (3.8)
0

Q
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In the following, we will repeatedly decompose

1 T — Tie

V,G(z, ;) = V,H(z,z;.)

wy1 |z — N
and use that VH (-, z;.) is bounded on 2.

We first evaluate the left side. Since u. <> ;i Bje, clearly

N
N—2 -3 +3 . >

/ eVudy, Gz, ;) dz = Oepe 2 ) = o(epe * ) it N >5,
Q\U bj,s O(g,ue ln(ﬂe—l)) lf N _ 4

On b, ., we have

-8+3
N-2 2 if N >

5/ Vu.V,H(z,z;.)de = Oepe 2 ) = olen ) A =5,

by, o(epe In(puzt))  if N =4,

To evaluate the integrals involving the singular term of VG, we also decompose u. =

Bic+ricand V(z) = V(xi.) + VV(252) - (x — 2i2) + o(|Jz — xic]), as well as

Then by antisymmetry the main term vanishes, namely

EV(:L’LE)/ B;, @ = o) dr = 0.
b

Z€|x—l’i7€|N

The gradient term, for every [ =1, ..., N, yields, if N > 5,
2

- - die 1 _N
- 8@‘/’(3:@-76)/ Bic |(l' - )jif dr = 5/~Li,52 +38mlv(xi,e)/ L dz.
bi,s

WN-1 T — Tl WN-1 B(0,60p; ) |2V

If N =4, this gives

— 1. )?
——0,,V (1) / BB gy L (i) 0,V (@00) + 0(1).
bi,s

WN-1 Yo — i N 4

If N > 5, this term will exactly cancel with another contribution coming from the
error term in ¢; . on the right side.

Finally, by the bound for # = 0 from Proposition 2.4l and Lemma [2.3]

T = 2 T . ¥:0(5 _%H) if N >5
5/ Viri | ———dz < He He He =7
bi.c T =Y 2u-In(pt) +epe Sepe = o(epeIn(pt))  if N =4.

Let us now turn to evaluating the right side of (3.8). Since
Nz N+2
/ u *V,G(x,x; ) de = O(pe * ),
2\Ubj.e

we only need to consider integrals over the balls b; .. On b, ., we split
1 T — Tye
CUN_l(N — 2) |Zl§' — l’i7a|N

V,G(x,x;.) = -V, H(x,x;.).
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To treat the singular term, write uE = Bi.+r. = B;.+W;.+¢q.. By antisymmetry,

N+2
the terms involving B, =2 and B; N2 _ ?W, . vanish. Thus

N+2 _ .
/ uNE T Tie o
£
_ . |N
bi,s |x IZ€|
N+42

_N Nt2 _N Nt2
/ B T T Tie o O(@mzwﬁ%+%%2):0@m2%5+OW¥)
= ie Qe 1§
o = i O(+e¥(In(u="))* + i) = ofepe (=) + O(1)
by Proposition 2.4 with 6 = 0.

- N+2 _
- / (B2 gia] + e ¥ — | V5

bi,s

Let us extract the contribution from the term in ¢;.. When N = 4, Proposition
yields
1 J—
/ BN 2|qza|wdx§laazo(€ualn(ua 1))
b. i€

1,€

So for N = 4 the term is negligible. Let us now look at N > 5. By Proposition
with any v € (3,4), we have

o 1 N7, Ng2o N3 Nt2
/ B il dv Sepe +pe? =olepe ? ) +O(ue )
bi75 |x x275|
Finally, using N (N + Q)BﬁWg =AW,y + B|:L'| we get
N(N+2) _x —a
Qgﬂmz "’4/ BN 21, ( ) VV (z.) - :L’iiCﬁN
WN-1 ’ bi.c i e |LL’ - xiﬁ‘
L X/ N(N + 2) B2 Wy—2
= EW 1V X4, 2T A2
wy-1 : B(0,601; ) |Z|NJrl
1 N3 2’2
= epe 2OV () )/ (=AW, + Blz|) —v— dz.
WN-1 : ) B(0,60;}) || N+

The term in Blz| cancels precisely with the term from the left side pointed out above.
The term in —AWj, arguing as in the proof of Proposition B.1], gives

1 5/15_%—'—381‘/(:1:@',5)/ (=AW, + Blz|) 27 dz
WN -1 B(0,R) ‘ |N+1
_ anﬁmk@g”«N—DW%mRA+W@R»
= —81V(£L'i7a)a_N5Me_%+ + o(epe * +3)>

N
with R = 5()#;51 and ay as in Lemma [A.2]

This finishes the discussion of the term in ¢, ..

Now we evaluate the integral over b, . against V,H(x,x;.), for which we decompose
again u. = B, . + ;.. Taylor expanding

aylH(ZL’, xi’g) = 8ylH(LUZ"€, .fl/’i75) —+ VmﬁyZH(xi,g, .fl,’iﬁ) . (LU — .fl/’i75) + O(‘SL’ — Ii,€|2),

if N> 5,
if N =4,
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and using that the gradient term cancels by antisymmetry, we find

N+2 WN_1 N=2 N+2 .
- / BP0y H(x, wic) do = ———p; 2 0y H(wie, wic) + Ope * (7))
bi,s

N
wN—l N-—-2 M_(S
= 5N Hie Ond(zic) + O )

which is (the diagonal part of ) the main term we desired to extract. On the other hand,
since V, H (z, x;.) is bounded, the principal remainder term in 7; ., by Proposition 2.4]
with 6 € [0,1), is bounded by

4 . vie o P 40wt ) N5
/ B rio|da Sep 2T oz = QO e B =
’ o(epeIn(puz')) + O(ud™) i N =4.

bi,s
Finally, on b, . with j # 4, analogous computations permit us to extract the remaining
(off-diagonal) part of the main term as

-5+3 N+2
/ N+2 _ WN-1 N—2 {0(5/1«5 2 )"‘O(Me 2 ) it N > 5’

ul20,G (v, z;.) dr = 0y, G(xj ey xic)p; 2 +
bj.c nGl ) N (7 s o(epe In(pz1)) + O(u2=%)  if N =4.

Combining everything, and observing that WM‘% =d N%, with dy given by
(LG), the proof is complete. O
4. PROOF OF THEOREM [

We now show how the expansions ([B.2]) and (3.4) can be used to conclude the proof
of Theorem [L.1]

We introduce the vector A, € (0, 00)™ with components

N-2

()\a)z = )\z’,a = (:U’i,e) s
Hi.e

and note that \; . is bounded away from 0 and oo by Proposition 211

Let us rewrite (B.2) and ([B.3)) as
—dnep; NNV (@) +o(1)Nie i N > 5,
(M(@) - A + O() - { wepe "V iEie) + oll)

i€

_ . (4.1)
—(8r?) telnp; (V(wi) +0(1))  if N =4

By Perron-Frobenius theory (see [3]), the lowest eigenvalue p(x.) of M(x.) is simple
and the associated eigenvector A(x.), normalized so that (A(x.)); = 1, has strictly
positive entries.

Taking the scalar product of (A.I]) with A(«x.) shows
p($€)<A(w€), >‘€> = <A(.’B€), M(we) : Ae) (42)

_ {—dNe S 1 NV (32) + o(1) A< (A(2))i + o(1) if N> 5,
—(8r%) e > In g H(V(wie) + 0o(1)Aie(A(we))i +0(1)  if N =4,
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Since A(x.) and A; both have strictly positive entries, and since V' < 0 by assumption,
this shows that 0 < p(x.) for all e > 0. For the limit p(x,), two cases are possible.

Case 1: p(xg) > 0.

Assume N > 5 first. In this case, (4.2) shows that lirr(l] ep; N > 0. (Note that
e— ’

this limit always exists up to a subsequence and is finite as a consequence of Lemma

23)

Introducing the variable

we can write (3.2)) as

(M(x:) - ke)i = —dNV(xi,E)ﬁ;Eq, (4.3)
with
_ N-—6
T=N_o
Moreover, ([3.4]) can be written in terms of k. as
- N -2
(M (@2) - ic)i = —dy =500,V (i) 2. (4.4)

Since Oy, (k, M (x)k) = (M(x) - k) and Oz,), (K, M (x)K) = Lip(MY(x) - k),
Thus kg is a critical point of F' : (0,00)" — R defined by

1 _
F(K’,) = 5 Z mij(wo)ﬁmj — 1— Z ‘V(ZI}'Z’(])‘Hz q.
,J

Since p(xg) > 0 in this case, M (xy) is strictly positive definite. If additionally ¢ > 0

(i.e. N >6), then D2F(k,x) is strictly positive definite for every «. We obtain that

F(k,x) is convex in the variable k on (0, 00), hence it has a unique critical point.
_oN-4

This is the desired characterization of g, and hence of lir% ey Nt =g, g V2.
e—> ’ ’

If N =4, we find in a similar way that lin(l)aln(,ue_l) > 0. To characterize the limit,
e—

we argue slightly differently. Since e In ,uz_al =elnpyl + o(1) = kg + o(1), passing to
the limit in (£1]) gives

1
(M(wo) . )\0)2 = W|V(l’i,0)|/€0)\i,0- (45)
Similarly, the identity from Proposition 3.2 reads
- 1
(Ml(mo) . Ao)l = W‘V(QE@Q”FLQ)\@Q. (46)

This shows that (Ao, &) is a critical for F(X, ) as given in (LI0).
Let us finally discuss the property of ko. If we define M (k) := M (xy)—2sdiag(|V (z:0)]),

82
this can be written as M;(ko) - Ag = 0, i.e. Ag is a zero eigenvalue of M;(kg). Since

M (k) differs from M (x() only on the diagonal, the Perron-Frobenius arguments used



MULTIBUBBLE ANALYSIS IN THE HIGHER DIMENSIONAL BN PROBLEM 23

above can still be applied to M (k). Thus Ao must be the lowest eigenvector of M;(ky),
because it has strictly positive entries. Since V' < 0, the lowest eigenvalue of M (k)
is clearly a strictly monotone function of x, so kg is indeed unique with the property
that the lowest eigenvalue of M (kg) equals zero.

This completes the proof of Theorem [[.1lin case p(xg) > 0.
Case 2. p(xy) = 0.

In this case, (£2) shows that liII(l) eu;N* = 0 and that A is an eigenvector with
E—

eigenvalue 0. Since (Ag);1 = 1 = (A(xo)); and p(xp) is simple, we have in fact
Ao = A(xg), i.e. Ag is precisely the lowest eigenvector of M(x(), with eigenvalue
p(xo) = 0.

For the following analysis, we decompose A. = a.A(x.) + §(z.), where a. € R,
A(zx.) is the lowest eigenvalue of M(x.) and §(x.) LA(x.). Notice that a. — 1 as a
consequence of A, — A(x).

Here is the central piece of information which we need to conclude in this case.

Proposition 4.1. Ase — 0,

O™ + w2 () + Ipfaa)l)  if N 25,
O(eln(p; ") + pzIn(p ) + [p(z)])  if N =4
Suppose moreover that p(xy) = 0. Then, as e — 0,
~N+4 2 -
o(ep; + pz if N > 5,
plan) = AHT ) (4.9
oleln(pz?) +pi) if N =4

Before we prove Proposition L], let us use it to conclude the proof of Theorem [Tl in
the present case p(xq) = 0.

Taking the scalar product of identity (4.1) with ;. and using the properties of A(z.)
and d., we obtain

p(@)| Azl + (8(x.), M(=:) - 8(2)) + O(ui2)

—dne > u TV (@ie) +o(1)A2. i N > 5,
—(872) e X np  (V(2i) +o(1))  if N =4.

The crucial information given by Proposition [1.1] is now that the terms in p(x.) and
in d(x.) on the left side are negligible. Since V' < 0 and A;. ~ 1, the above identity
then implies ey, N = O(u2) if N > 5 resp. eln(p;}) = O(42) if N = 4, as claimed.

This completes the proof of Theorem [Tl
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Proof of Proposition[{.1. Arguing as in |21, Lemma 5.5], we get

0" p(ae) = I (Ao, Mo(T) - Ac)a=a + O(|p(z2)| + [d(-)[)
= Ai,e(lez(we) ‘o) ++0(|p(xe)| + [6(:)])-

Inserting the bound from Proposition [3.2, we thus get, for every § > 0,

O (eps M4+ 20 4 |p(@o)| + [8(2)]) i N 25,
O (en(p") + p2° + |p(x.)| + |6(2.)])  if N =4,

On the other hand, writing M (x.) - Ac = acp(x)A(x:) + M (2. ) - 6(x:), (A1) implies

V()| = { (4.9)

M(x.) - 8(z.) = O(epz Nt 4+ 12 In(pst) + |p(z.)])  if N > 5,
e e O(e 111(,%—1) + ,ug 1n(u€_1) +lp(e)) i N =4,

Since p(x.) is simple, M(x.) is uniformly coercive on the subspace orthogonal to
A(zx.), which contains §(x.). Hence (@7 follows.

Moreover, with (A1) we can simplify ([4.9) to

O (ep N+ 270 + |p(z)]) i N >5,
V()| = ( s ) , (4.10)
O (eln(pzt) + p20 + |p(x.)|) i N =4
Now we claim that there is o > 1 such that
plx:) S [Vplz:)|”. (4.11)
If we choose § > 0 so small that (2 —d)o > 2, together with (AI0) this yields
o(w.) = o(euz M+ ) + O(p(x.)?)  if N >5,
P ol + 2) + O(p(.)) N =4
Here we used that the assumption p(xg) = 0 implies that eusV™ = o(1), resp.

eln(uz!) = o(1), as observed above. Hence (epuz V)7 = o(epuzN 1) and (e In(p'))7 =
o(eIn(pz")).

In the same way, since p(x.) = o(1), we can absorb O(p(x.)?) = o(p(x.)) into the left
side and (Z.8) follows, as desired. With these informations, we can return to (£I0) to
deduce the bound on |Vp(z.)| claimed in Theorem [I.11

So it remains only to justify (4IT]). This follows by arguing as in [21, proof of Theorem
2.1] once we note that p(x) is an analytic function of . Indeed, p(x) is a simple
eigenvalue of the matrix M (x). Hence it depends analytically on @ if the entries of
M (x) do so. But this is clearly the case: Gy(-,y) is harmonic, hence analytic on Q\{y},
and Hy(+,y) is harmonic, hence analytic on all of €2, hence so is ¢(x) = H(z,z). The
proof is therefore complete. O
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APPENDIX A. SOME COMPUTATIONS

Lemma A.1. Let W be the unique radial solution to
—AW = N(N +2)Bv=W = —B,  W(0) = VW(0) = 0.

Then as R — oo,

P57

W(R) = { W-2ar@-n o(1) if N >5,
TInR+ o(In R) if N =4,
and
o(R™") if N > 5,

W'(R) = { |
olR"'InR) if N =4

Proof. By the variation of constants ansatz, we write W = vy with

1P
V@) = TRy

which solves —Av = vB¥-2. Then ¥ = ¢’ solves

Y+ (P gy =

Again by the variation of constants, we may write ¢» = ni, with

"N—-1 2 1
@DO(T)i:eXp(—/l( . +Tv)ds):m.

Since ¢ (r) + (2= 4 2Z)gy = 0, it remains to solve
B
n/ - = BU’T’N_I,

B
v

r

which gives

T r JN—1 1— 82)
— [ B¢N-! :/ st ‘
n(r) /0 s"vds o (L+s2)N-1 ds

25

If N > 5, this integral remains finite as r — oo and we find, using the integral

representation of the Beta function,
L)
1' — 2 2
Jim n(r) T'(N—1)
On the other hand, if N = 4, the integral diverges and we have
n(r)=(=1+o(1))lnr as r — oo.

N+2 we moreover find

o(r) ~r?

Using v(r) ~ —r~
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and hence N
A | B\
¢r :nr¢r~ N(N-1) -7
) (7)¥olr) —rlnr it N =4,
respectively

r 1 r(dHra=e) N_o )
o(r) =/ P(s)ds ~ CE RS if N > 5,
0 —1r?lnr if N =4.

By recalling W = vy the claimed asymptotic behavior of W follows.
Similarly, using v'(r) ~ (N —2)2r~V*! and the above asymptotics for ¢ and v, we get

W/(r) =v'(r)e(r) +v(r)i(r) = o(r™),

because the terms of size =1 cancel precisely, and similarly for N = 4. This completes

the proof. O

A very similar argument, whose details we omit, yields the asymptotics of W5 arising
as the main term of ¢, ..

Lemma A.2. Let W5 solve

N -1
r2

—Wé’(r)—?Wz'(r)jL Wg(r)—N(N+2)B(r)ﬁW2(r) = —B(r)r on (0,00)

with W5(0) = W3(0) = 0. Then

with

APPENDIX B. CLASSICAL ASYMPTOTIC ANALYSIS

In this section we generalize the result of [13] to N > 3 under appropriate assumptions.
The proof is globally the same except at the level of Claim [B.4] where some refined
analysis is needed when N > 4. As already mentioned in [13|, the proof follows
[11].

Proposition B.1. Consider a sequence (u.) of C* solutions to

N+2

( —Au. + hou. = N(N —2)ul?  inQ

U, =0 on 02 (B.1)

ue > 0 mn

\
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where Q0 is some smooth domain of RN and
he — ho in C*"(Q) as e — 0 (B.2)
if N =3, or
h. =V
where V€ CY(Q) with V < 0 if N > 4.

Then either ||ue||s is bounded or, up to extracting a subsequence, there exists n € N
and points X1, ..., Tne such that the following holds.

(1) ;e = x; € Q for some x; € Q with x; # x; fori# j.

(1) e = ua(:)sm)_% — 0 ase—0 and Vu.(z,.) =0 for every i.
1/2

(iii) Nip = lim._0 ;o == lim._,0 5 exists and lies in (0,00) for every i.
lu‘l,s

N-2

(“}) :uz,EQ uE(Ii,a + /"Liyax) — B in Clloc(Rn)'

N—-2

(v) There are v; > 0 such that p; > ue — Y, viG(ie, -) =: G uniformly in C' away
from {xy,....,x,}, where G is the Green function of —A + hg.

(vi) There is C > 0 such that u. < C) . B;. on Q.

The proof is divided into many steps. The first one consists in transforming a weak
estimate such as (B.5) into a strong one such as (B.6) around a concentration point,
that is to say that at a certain scale u. behaves like a bubble. So we consider a
sequence u, which satisfies the hypotheses of Proposition [B.1land we also assume that
we have a sequence (z.) of points in 2 and a sequence (p.) of positive real numbers
with 0 < 3p. < d(x.,0f2) such that

and
2

N—-2
pe | sup wuc(x) — +ooase — 0. (B.4)
B(we,pe)

First, we prove that, under this extra assumption, the following holds :

Proposition B.2. [f there exists Cy > 0 such that
|xe — x|¥ua < Cy in B(z.,3p:) , (B.5)
then there exists Cy > 0 such that
ue(x)us(r) < Chlze — 2N in B(z.,2p:) \ {z.} and
ue ()| Vue ()| < Chlwe — 27N in B(x.,2p.) \ {z.}.
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Moreover, if p. — 0, then

PN 2u(w)u(we + poz) — 1 +bin CL.(B(0,2)\ {0}) ase — 0

|LE‘N_2

where b is some harmonic function in B(0,2) with b(0) < 0 and Vb(0) = 0.

B.1. Proof of Proposition [B.2l We divide the proof of the proposition into several
claims. The first one gives the asymptotic behaviour of u. around z. at an appropriate

small scale.

Claim B.1. After passing to a subsequence, we have that
N—-2

pe > uo(ze + pew) = B in CL (R?), ase — 0,

where 1. = u,. (xs)ﬁ

Proof of Claim [B.1l. Let z. € B(z., p.) and ji. > 0 be such that
2-N
u(Z) = sup ue = fic .
B(ze,pe)

Thanks to (B.4)), we have that

ﬁE%Oand&%%—ooase—)O.

€

Thanks to (B.E]), we also have that

ze — Ze| = O(jic).
We set for x € €, = {:c eRY st. & + iz € Q},
Ue(w) = fie ® ue(Te + flez)

which verifies

— A, + fi2hoii. = N(N — 2)aX2 in Q. ,
u:(0)= sup w.=1,
B(rte )

where h. = h (Z. + fiex). Thanks to (B:9) and (B10), we get that

B(%j%j&) —RNase—0.
e e

(B.11)

(B.12)

Now, thanks to (B.I1I)), (B.I12)), and by standard elliptic theory, we get that, after

passing to a subsequence, . — B in C}_(RY) as ¢ — 0, where B satisfies
~AB=N(N-2B"2 inR" and 0< B < 1=U(0).
Thanks to the work of Caffarelli, Gidas and Spruck [7], we know that

_N=2
2

B(z) = (1 + |x\2)
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Moreover, thanks to (B.10), we know that, after passing to a new subsequence, % —
x9 as € — 0 for some zo € RY. Hence, since z. is a critical point of u., zy must be
a critical point of U, namely xqg = 0. We deduce that % — 1 where pu. is as in the
statement of the claim. Claim [B.1] follows. L]

For 0 <r < 3p., we set

N—2
r2

__r: d
we(r) wy_1rV-1 /ij(xg,r) e

where do denotes the Lebesgue measure on the sphere 0B(z.,r) and wy_; is the
volume of the unit (N — 1)-sphere. We easily check, thanks to Claim [B.I], that

N-2
r

veier) = (1) o), wtten) = 25 +)_ (1) +ot.
(B.13)

We define r. by
r. = max {r € [2u., p:] s.t. YL(s) <0 for s € 2u., 7]} .

Thanks to (B.13), the set on which the maximum is taken is not empty for & small
enough, and moreover

-
— — +ooase — 0. (B.14)
He

We now prove the following:

Claim B.2. There exists C' > 0, independent of €, such that
N_2
u(z) < Cue? |oe — o> in B(x.,2r.) \ {z.} and

V() < Cpe® |z — 2™ in Bla.,2r)\ {z.} .

Proof of Claim [B.2l We first prove that for any given 0 < v < %, there exists
C, > 0 such that

N-2(1-20) Te (N=2)v
us(x) < Cy | e 2 |z — 2 |GV L [ (B.15)
|z — x|
for all x € B (z.,2r.) and e small enough, where
Q. = Ssup u. (B.16)

OB(ze,re)

First of all, we can use (B.5) and apply the Harnack inequality, see Lemma [D.1] to
get the existence of some C' > 0 such that

1 1
— \% < do < (C mi B.17
G, eIV S pmr [ o SO pin e (817
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for all 0 < r < 2p. and all € > 0. Hence, thanks to (BI3) and (BI4), we have
that

N—-2

|z — x€|¥u€(x) < C(r) < CY(Ru.) =C (1 fRz) 2 +o(1)

for all R > 2, all r € [Ru., ], all € small enough and all x € 0B (z.,r). Thus we get
that

sup |z — za|¥ua(z) =e(R)+0(1), (B.18)
B(w€7r€)\B(xszﬂs)
where e(R) — 0 as R — +00. Let Let G(z,y) = (N-zin,l |m_y1|N,2, in particular

~AG(,y) =6, on RY.
Weﬁx0<l/<%andweset

D, ue St 2'/)9(:178,:17)1_”+aa(rév_2g(xa,x))y.

Then (B.15) reduces to proving that
u€
sup =0(1).
B(ze,2re) (I)e,u ( )
We let y. € B(x.,2r.) \ {z.} be such that
sup e = U (Ye)
B(ze,2re) (I)e,u (I)s,u(ys)

We are going to consider the various possible behaviors of the sequence (y.).

First of all, assume that there is R < oo such that
|xa - ya|

e
Thanks to Claim [B.I], we have in this case that

—Rase—0.

N—-2 —

pe 2 us(y:) — (14 RQ)_¥ as € — 0.

On the other hand, we can write that

s uN=2 1-v N—2 . (N=2)
= _ + 0O p) e

v— N-—2 N=21_9,) l(gy,—
— (N 2 RN 2WN 1) 1_'_(,)((7,82 055),“/82 (1-2 )TEQ(2 1))

- (N 2RV 2wy 1)" !+ o(1),

> 9 = 71/(y ) < 2 (Z(J )))
1 li (' a“(l H/g Ig g ) &0 Is,uyg

Assume now that there exists 6 > 0 such that y. € B(z.,7.) \ B(z.,0r.). Thanks
to Harnack’s inequality (B.I7), we get that u.(y.) = O(c.) which easily gives that
ue(ye) _ O(1).

<I)€J’(?Js)
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Hence, we are left with the following situation:

‘xe_ys‘%oand |x€_ye|
Te e

Thanks to the definition of y., we can then write that

—Au.(ye) S —Ad,,(y.)
ue(y:) = Poulye)

Thanks to the definition of ®., and multiplying by |z. — y.|?, this gives
4
|z — y€|2(—h€(y€) + N(N = 2)uc(ye)¥-2) >

— 400 as € =+ 0. (B.19)

|xa - ya|2 < (N-2) |vg(1'aa ya)|2
vl —v)—F—— (aery Y ——————G (2., y:)"
( ) ®. o (ye) G(we, ye)? (7. be)
No2(1-9,) | VG (2, ye) 2

"—,ua

Gz, y.)? g(%ye)l_y) ’

Thanks to (B.IJ), the left-hand side goes to 0 as € — 0. Then, thanks to (B:I9), we
get that

o(1) > (N — 2)*v(1 —v) +o(1)
which is a contradiction, and shows that this last case can not occur. This ends the

proof of (B.13]).

We now claim that there exists C' > 0, independent of ¢, such that
N-2
us(z) < C (ua o —a PN+ a5> in B(z.,re) . (B.20)

Thanks to Claim [Bland (B.17), this holds for all sequences y. € B(z.,r.)\ {z.} such
that |y. — z.| = O(u.) or ==l 4 0. Thus we may assume from now that

Te

M%jLooandM%Oasg%O.

He Te

Let us consider G, the Green function of the operator —A + h.. This function ex-
ists since, by Appendix [C] the operator is coercive, moreover it follows the following
classical estimate, see [2] or the nice notes [30],

sup |z — y|"?|Ge(z, y)| + |z — y|" VG (z,y)| = O(1). (B.21)

TFY

Thanks to the Green representation formula, we have

ua(ya) = L( )ga(ya> -)(_Aua + haua) dx

+ O <7’€_(N_2) / 10, ue| do + 77N / Ue da) :
OB(ze,re) OB(ze,re)
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This gives with (B.I6), (B.17) and (B.2I)) that
N2
Ue(ye) = O (/ |z — |~ Pl dx) +O (o) . (B.22)
B(ze,re)

Using (B.15) with v = NLH, and 1 < p < %5 we can write that

/ lz —y.[* N N dx
B(ze,re)

N+2 N+2

N-—-2 N—-2
= / g / e
B(xe,pe) |LE - y€| B(xe,re)\B(e,pte) ‘l’ - yE‘
N-2 N2 1 1
=0 (:ue 2 ‘ys - x€‘2_N> + OKENZT€/ N_9 dx
B(ze,re \B(we,jue) |z — ye| |z — x|
N 1 1
+ pé / - dz
: B(me,re)\B(ze,pie) |z — Y| V2 | — 2 [N
-2
=0 (7 lye — 2. )
1 1
N2 1 » 1 o
+ aeNfz Te </ —(N—2) dil?) (/ I dl’)
Bloere)\B(wee) 1T — Yel? Blae o \Blaeie) 1T — Tel?
N
e / 1
+0O0| —————— ———dx
<|ya = TN (Blaero)\Bleewe))nBlye, 251y [ — Y[ N2 )
%
e 1
o T
(m Yel" 2 J (Blaer\Blae pe)\Blye, 250 |4 — [N )
N_2 N2
—O( ly. — 2| N)+O<a5 rf)
Thanks to (B.14) and to (B.18), this leads to
N2
[l uP N - A de = 0 g~ P ),
B(ze,re)
which, thanks to (B.22)), proves (B.20).
In order to end the proof of the first part of Claim [B.2] we just have to prove that
a.= sup u.=0 <,u5 J r2- N) . (B.23)

OB(ze,re)

For that purpose, we use the definition of r. to write that

%(5%) > we(rs)
for all 0 < 8 < 1. Using (B.17), this leads to

N-2 N2
re sup u. | < C(Pre) = sup  ue | .
OB(ze,re) OB (zc,pre)
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Thanks to (B.20), we obtain that
N-2 2 2-N
sup u. <Cp= |p? (Bre) + sup wu. | .
OB(ze,re) OB(ze,re)
Choosing 3 small enough clearly gives (B.23) and thus the pointwise estimate on .
of Claim [B.2l The estimate on Vu, then follows from standard elliptic theory.[]

We now prove the following:

Claim B.3. Ifr. — 0 as € — 0, then, up to passing to a subsequence,

1
N2 (z)u(ze + row) — v +bin CL.(B(0,2)\ {0}) ase —0

where b is some harmonic function in B(0,2). Moreover, if r. < p., then b(0) = 1.

Proof of Claim [B.3l We set, for = € B(0,2),

2-N
e (w) = pe 2 YV 2u(z, + rom)
which verifies
T e P s
— At + Tghaﬂg = N(N —2) (—) s "% in B(0,2) (B.24)
TE

where h. = h(z. + r.x). Thanks to Claim [B.2] there exists C' > 0 such that

i.(z) < m% in B(0,2)\ {0}). (B.25)

Then, thanks to standard elliptic theory, we get that, after passing to a subsequence,
. — U in CL_(B(0,2)\ {0}) as ¢ = 0 where U is a non-negative solution of
—AU =01n B(0,2) \ {0} .

Then, thanks to the Bocher theorem on singularities of harmonic functions, we get
that

Ulx) = A + b(x)

|LL"N_2

where b is some harmonic function in B(0,2) and A > 0. Now, integrating (B.24]) on
B(0,1), we get that

~ 1l 2 Nt2
/ O, u.do = / r2heti. — N(N — 2) (—5) us " ? | dx
dB(0,1) B(0,1) Te

Thanks to (B.25), and since . — 0 by hypothesis,

/ rfﬁaﬂadx —0 ase—0
B(0,1)



34 TOBIAS KONIG AND PAUL LAURAIN

and, thanks to (B.25) and Claim [B.1]
2 N+2
He \ -x= N+2
N(N—2)/ (—) us d:c—>N(N—2)/ Bnv-2dr = (N —2)wy_1 as € = 0.
B(0,1) \Te RN

On the other hand, we have that
/ Oyt.do — (2— N)wy_1Aase = 0.
aB(0,1)
We deduce that A = 1, which proves the first part of Claim [B.3

Now, if r. < p., we have thanks to the definition of r. that

Yl(re) =0.
5 N2
Setting . (r) = <%> * 4o(ror) for 0 < r < 2, we see that
T
~ N-—-2 -2
() —» —— Udo = =5 1+ 5(0) .

o) = e )

We deduce that b(0) = 1, which ends the proof of Claim [B.3 O

We prove at last the following:

Claim B.4. Using the notations of Claim[B.3, we have that b(0) < 0 and Vb(0) = 0.

Proof of Claim [B.4. We use the notation of the proof of Claim [B.3l Let us apply
the Pohozaev identity (E.I)) from Appendix [Elto %. in B(0,1). We obtain that

1 . . . .
- / r? ((N — )heii? + helz, va?)) dv = BS + Bs
2 /B,

where

N -2 |Va.|?

U0y U — do and

B = / (8,1.)° +
8B(0,1)

~ N_ 2 2 15 2 *
B 2!/ <”—) @ do .
2 aB(0,1) \ Te

Thanks to Claim [B.3] we can pass to the limit to obtain that the right hand side is
equal to

N -2 VU |?

/ 0,U) + ——=Ud,U — do
2B(0,1) 2

Since b is harmonic, it is easily checked that it is just —(N_2)2“’+1b(0). Moreover, when

N = 3, thanks to (B.28) and the dominated convergence theorem, the left side goes to
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zero, which proves that 6(0) = 0. If N > 4, we have to make a more precise expansion
of the left hand side. First integrating by parts we get

1 - -
—/ r? ((N — 2)h. 42 + h{z, Vf@) dx
2 /o)
- 1 -
= —/ r? (hu2 + ~02(w, Vh€>) dz + o(1)
B(0,1) 2

. . . 1 .
= —hE(O)TS/ ﬂ?dz — rf/ (he — ha(O))ﬂg + —ﬁg(:z, Vh.)dzx + o(1)
B(0,1) B(0,1)

= er? <—V(m€)/ atdr + O <7’5/ \x|ﬂ§dm)) +o(1)
B(0,1) B(0,1)

Then, thanks to Claim [B.1] and Claim [B.2] we have easily for N > 5 that

N—-4
/ @ dv = (T—) (/ B dx+0(1)) (B.26)
B(0,1) He RN
r N—-4-1
/ |z dr = O ((—) ) : (B.27)
B(0,1) He

and

In particular

N —2)2wn_1b(0
lim —ET?V(:L’E)/ widr = ! ) on-1b( ) (B.28)
e—=0 B(0,1) 2
Hence, using the fact that V' < 0, we obtain that b(0) < 0 for N > 5. Similarly, for
N =4,
/ @%dz = (1+ o(1)) log (T—) (B.29)
B(0,1) He
and
/ |z|a? do = O(1), (B.30)
B(0,1)

which also proves that b(0) < 0. In order to prove the second part of Claim [B.4]
we apply the Pohozaev identity (E.4) of Appendix [E] to 4. in B(0,1). We obtain

that
~ |12
/ <‘V“€| v — auaevm) do
9B(0,1) 2

- Vi N —2)? 2
:—/ r2h. uadx+/ !<&) ¥ vdo .
B(0,1) 2 8B(0,1) 2 Te

It is clear that

~ 2 2
/ ('V“E' , a,,aavaa) do = / ('VU' - aVUVU) do ase—0.
9B(0,1) 2 8B(0,1) 2

(B.31)
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Moreover, thanks to the fact that b is harmonic, we easily get that

2
/ (|VU| v— VU&,U) do = (N — 2)wn_1Vb(0) .
2B(0,1)

It remains to deal with the right-hand side of (B.31]). It is clear that

2
/ (ﬁ) i¥vde —0 ase—0.
0B(0,1) \Te

Then we rewrite the first term of the right-hand side of (B:31)) as

~ 02 h
/ T§h€Vu€ doe = —/ rfv “@2dz +0(1) =0 (57"3/ ? dx) :
B(0,1) 2 B(O,) 2 B(0,1)

Then, thanks to (B.28)), we have

~2
vz

lim r2h dr=0.
e—0 B(O,l) e 2
Finally collecting the above informations, and passing to the limit € — 0 in (B.31)),

we get that Vb(0) = 0, which achieves the proof of Claim [B.4l O
We are now in a position to end the proof of Proposition [B.2l

Proof of Proposition[B2 If p. — 0 as ¢ — 0, then we deduce the proposition from
Claims B3l and B4l If p. 4 0 as € — 0, then claims [B.3] and [B.4] give that r. /4 0
as ¢ — 0. Then, using the Harnack inequality (B.I17)), one can extend the result of
Claim B.2 to B(z.,2p.) \ {z-}, which proves the first part of Proposition [B.2] when

pe 7+ 0. O

B.2. Proof of Proposition [B.1l Let us now turn to the proof of Proposition [B.1l
This is done in two steps. In Claim [B.5] mimicking [11], we exhaust a family of critical

points of u., (21.,...,2nN. ), such that each sequence (z;_.) satisfies the assumptions
of Proposition with

p. = min  {|z;. — x|, d(z; ., 00)} .

1<i< N iic
In Claim [B.G we prove that these concentration points are in fact isolated. In partic-
ular, this shows that (u.) develops only finitely many concentration points.

First of all, we extract sequences (whose number is a priori not bounded) of critical
points of u. which are candidates to be the blow-up points.
Claim B.5. There exists D > 0 such that for all € > 0, there exists n. € N* and N.
critical points of u., denoted by (x1.,...,%n. ) such that :

d(xm,aﬂ)ua(zi,a)ﬁ > 1 forallie[l,n.],

|Zie — xj,€|ua(x,~7a)% > 1 foralli#j€[l,n],
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and
2
( min |z; . — x\) us(x)¥2 < D
iE[l,ns}
for all x € Q and all € > 0.

Proof of Claim [B.5l First of all, we claim that
{a: € O s.t. Vue(z) = 0 and d(z, 9Q)u. ()72 > 1} 20 (B.32)

for £ small enough. Let us prove (B.32)). Let y. € Q be a point where u. achieves its
2

maximum. We set . = u.(y.)” ¥2 — 0 as e — 0. We set also for all z € Q. = {z €

RY s.t. y. + pez € QF,

N—2

Ue () = pe * uc(ye + per),

which verifies i .
— Al + p?h.ti. = N(N —2)a2 2 in Q.,

where h. = h(ye + pex). Note that 0 < 4. < @.(0) = 1. Thanks to standard elliptic

theory, we get that a. — U in C}. () where U satisfies

loc

AU =UN% in Qand 0 < U < 1,

N

and where Q) = lin% Q.. Moreover, U # 0 by Harnack’s inequality, see [18, Theorem
e—

4.17]. Thanks to [8, Theorem 2|, we have y = RY which proves that d(y., 0Q)u.(y.) RE RN
+00 as € — 0. This ends the proof of (B.32)).

Now, applying Lemma [l see Appendix [, for € small enough, there exist n, € N*
and n, critical points of u., denoted by (z1.,...,Zn. ), such that :

d(z;, 0Q)u.(z:.) V-2 > 1 for all i € [1,n.],
|2ie — @ cuc(ri)n? > 1forall i # j € [1,n],
and

(‘nﬁin} |z — :B|) ua(:)s)% <1 (B.33)
1€|l,ne

2

for every critical point = of u. such that d(z,0Q)u.(z)¥2 > 1. It remains to show
that there exists D > 0 such that

. 2
( min |z;. — :B|) us(z)¥2 <D
1€[1,ne]
for all x € 2. We proceed by contradiction, assuming that
2
sup (( min |z;. — x\) us* (x)) — 400 (B.34)
e iE[l,nE]
as ¢ — 0. Let z. € Q be such that

) 2 ) 2
( min |z; . — ze\) Ue(2:) N2 = sup (( min |z; . — x|) ue () N?) )
i€l,ne] z€Q i€[1,ne]
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We set fi. = ua(zE)_% and S: = {%1.,...,2,.}. Thanks to (B.34), we check
that
e >0ase—0

and that
d(S., z.)

fi-
Then we set, for all z € Q. = {z € R® s.t. 2 + fi.x € Q},

— 400 ase —0. (B.35)

N—-2

- n2

() = fie ® (2 + flez)

which verifies
N+2

—Adie + p2hetic = N(N — 2)a2 2 in Q.
where h. = h(z. + ji.z). Note that 4.(0) = 1 and also that

lim sup d.=1
=0 B(0,R) N,

for all R > 0 thanks to (B.34) and (B.33]). Standard elliptic theory gives then that
e = U in CL(Q0) where U satisfies

—AU = N(N —2)U~= in Oy and 0 < U < 1
with QO = lirr(l) QE. As above, we deduce that QO = RY, which gives that
E—r

2

lirr(l] d(ze, 0 ud 2 (2.) — +oo. (B.36)
E—
Moreover, thanks to [7], we know that
A 1
U@) = —— 5= -
(14 [a]?)

Since U has a strict local maximum at 0, there exists ., a critical point of u., such
that |2. — &.] = o(ji.) and fi.u.(2.)*> — 1 as € — 0. Thanks to (B.35) and (B.36]), this
contradicts (B.33)) and proves Claim [B.5l O

We define
d. = min{d(z;c, zjc), d(z;,00) st. 1 <i<j<n.}

and prove:

Claim B.6. There exists d > 0 such that d. > d.

Proof of Claim [B.6l Assume that d. — 0 ase — 0. There are two cases to consider :
either the distance between two critical points goes to 0, or one of them goes to the
boundary.

Up to reordering the concentration points, we can assume that

ds = d(l’l’g,xze) or d(l’l,e, 89) .
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Forz € Q. = {z € R® s.t. 21, + d.w € Q}, we set

N—-2

Ge(2) = de? ue(wye + dox)

which verifies
-Am+£@m:Nw—mﬁ%mQ&
where h, = h(x1. + d.x). We have, up to a harmless rotation,
g%QEZS%::RNory—uxﬂxRN—lwmxedz1.

We also set
Lie — L1e

de
We claim that, for any sequence i. € [1,n.] such that

xi,e prng

i(F,.) = O(1), (B.37)
we have that
sup w. = O(1). (B.38)
B(i'is,f?v%)

Indeed, let y. € B(Z;, ., 5) be such that sup @ = @.(y.) and assume by contradic-
B(‘%is,57%)
tion that

2

Ue(y:)¥2 — +ooas e — 0. (B.39)

Thanks to the definitions of d. and y. and to the last assertion of Claim [B.5, we can

write that
2

de(ye — T, o) |ue(v1c + deye) ™2 < D
so that
|Ye — T | = 0(1) . (B.40)
For z € B(0, 3;-) and ¢ small enough, we set

N-2

5 ~

716(55> = fle UE(ye + /fng) )

where ji. = ue(ye)_ﬁ. It satisfies
. N+2 1
—Ad, + (ed.)*heti. = 027 in B(0,=——) and @.(0) = sup @, =1,
e B(0,5-)
where h. = h(y. + fi.x). Thanks to (B:39), B(0, i) — RY as ¢ — +o00. Then (4.)
is uniformly locally bounded and, by standard elliptic theory, @. converges to U in
CL.(RY) where U satisfies

N+2
N—

~AU=U~2inRY and 0 <U <1=0(0).
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Thanks to the classification of Caffarelli-Gidas—Spruck [7] and to the fact that %
is bounded, we can write that

lim inf M >0
=0 Ue (ya)

which is a contradiction with (B.37) and (B.39), and achieves the proof of (B.38).

For R > 0, we set Sg. = {Zi. | Zic € B(0, R)}. Thanks to the definition of d., up to
a subsequence, Sgp. — Sk as € — 0, where Sg is a non-empty finite set, then up to
performing a diagonal extraction, we can define the countable set

S=J5Sr.

R>0

Thanks to the previous definition, we are ready to prove the following assertion :
Vi € [1,n.] s.t. d(z, ., 21.) = O(d:), Ue(Zi. ) & +00 ase — 0. (B.41)

Assume that there exists 4. such that d(z; ., z1.) = O(d.) with u.(%;, .) bounded,
then for all sequences j. such that d(z;,_ ., x1.) = O(d:), (%, ) is bounded. Indeed,
if there exists a sequence j. such that d(xj ., z1.) = O(d:) and u.(Z;. ) — 400 as

e — 0, thanks to Claim [B.5] we can apply Proposition [B:2lwith z. = Z;, . and p. = %.

We obtain that up to a subsequence @ — 0 in C.(B(Z, 2)) \ {Z}, where 7 = lir% Tj e
e—

But (@.) is uniformly bounded in B(g, 3), where § = lir% Zi. .. We thus obtain thanks
e—

to Harnack’s inequality that @.(Z; .) — 0 as € — 0, which is a contradiction with the
first or the second assertion of Claim [B.5l

Thus we have proved that for every sequence j. such that d(z; .,x1.) = O(d.),
Us(Z;. ) is bounded. This proves that () is uniformly bounded in a neighborhood
of any finite subset of S. But thanks to Claim [B.5 @. is bounded in any compact
subset of Qy \ S. This clearly proves that . is uniformly bounded on any compact
of Q. Then, by standard elliptic theory, @. — U in C} () as € — 0, where U is a
nonnegative solution of

AU =UN3 in Q.

But, thanks to the first or second assertion of Claim [B.5, we know that U(0) > 1, hence

we have necessarily that ) = RY, and thus U possesses at least two critical points,

namely 0 and o9 = liI% Z9.. Thanks to the classification of Caffarelli-Gidas—Spruck
e—

[7], this is impossible. This ends the proof of (B.41)).
We are now going to consider two cases, depending on 2.

Case 1 : Qy = RN, In this case, up to a subsequence, d. = d(zy.,x2.) and
S =10, = 1iII(1) Tg.,...} contains at least two points. Applying Proposition [B.2]
E—r
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with z. = 2, and p, = d—?f, we obtain that

N 1 A2 S N

Ue(0)t.(z) - H = PhE + AL +bin C,.(RY\ S)ase—0
where b is a harmonic function in Q9 \{S\ {0, #2}}, and Ay > 0. Moreover b(0) < =X,
We prove in the following that b is nonnegative, which will give a contradiction and
end the study of this case. To check that b is nonnegative, for any positive number r,

we rewrite H as

s .
H = — 4,
I O
Z,€SNB(0,r)
where \; > 0. Then, taking R > r large enough, we get that b, > T,;—Ez on 0B(0, R).
Moreover, for any #; € B(0, R) \ B(0,r), there exist a neighborhood V;, of Z; such
that b, > 0 on Vj,. Thanks to the maximum principle, b, > T,;—}z on B(0, R), hence

it is decreasing and lower bounded, then b, — bon every compact set as r — +00,

we get that H = Z 4 b with b > 0, which proves that b > (0. This is the
foas 17— BN
contradiction we were looking for, and this ends the proof of Claim [B.6 in this first

case.

Case 2 : Qo =] — 00, d[xR¥~1. We still denote S = {0 = &y, 7s,...} and we apply
Proposition B.2l with z. = z;. and p. = d—; to get that

~ ~ )\z 7 - 1

t:(0)t.(x) = H = jzezs P +bin C).(2\95),

where A; > 0, and b is some harmonic function in €. We extend H to RY by
setting

2~ - H(l’) if 1 < d,

Hw) = { —H(s(x)) otherwise,

where s is the reflection with respect to the hyperplane {d} x RY~1. We also extend

b by setting

. s s .

H:Z( T3 = N—2)+b'

2\ =@l s -4

It is clear that b is harmonic on RY and satisfies b > 0 in Qo and b < 0 in RY \ Q.
This can be proved as in Case 1. For Gi the Green function of the Laplacian on the
ball B(0, R) centered in 0 with radius R, we get thanks to the Green representation
formula that

() = / 3, Gr(x. y)b(y)do
9B(0,R)

Since

al/gR (SL’, y) = N on 83(07 R)7
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this gives that
N .
—— y1b(y)do .

Now we decompose 0B(0, R) into three sets, namely

A = {y€dB(0,R) s.t. y; > d},

B {y € 90B(0, R) s.t. 0 <y, <d},
C = {ye€dB(0,R)s.t. y <0}.
(

In A and B, we have that y;b(y) < db(y), and in C, we have that y,b(y) < 0. Since
b > 0in C, we arrive at

R N . N . Ndb
a0y < — N4 / b(y)do < / b(y)do = YO
AUB dB(0,R)

A1b(0) =

N
wn-1R dB(0,R)

wN_lRN CUQRN

Passing to the limit R — 400 gives that 0;6(0) < 0. In order to obtain a contradiction,
we rewrite H in a neighborhood of 0 as

H(z) +b(z),

R

o 1 1 !
o) =)~ s+ 3 8 (s )

#;€S\{0}

As is easily checked, 0;b(0) < 0, which is a contradiction with Proposition [B.2l This
ends the proof of Claim [B.6] in this second case.

Proof of Proposition[B.1. It only remains to prove (v) and (vi) of Proposition [B.1l
Assertion (vi) is true locally around each concentration point by applying the first part
of Proposition [B.2] and extending it to the whole domain using Harnack’s inequality.
Finally (v) follows directly from (vi). Indeed, all the u; . are comparable by Harnack’s
inequality, then multiplying the equation by ,ul_eNTz and passing to the limit thanks to
(vi) gives the desired result. O

APPENDIX C. NECESSITY OF COERCIVITY
In this section, we briefly recall why the operator —A + h is necessarily coercive as

soon as there exists a blowing-up sequence satisfying (B.I).

Lemma C.1. If there exists u € C3"(Q) such that u > 0 and —Au + hu > 0 on Q,
then —A + h is coercive.

Proof. See Appendix B of [12] for the case where Q is a compact manifold. The proof
applies verbatim for a domain with Dirichlet boundary condition. O]



MULTIBUBBLE ANALYSIS IN THE HIGHER DIMENSIONAL BN PROBLEM 43

In particular, the operator —A + h. must be coercive for every £ > 0. But in fact,
—A+h must also be coercive under our assumption. Indeed, this is proved in Appendix
B of [12], when (2 is a compact manifold and under the assumption that there exists
a finite number of sequences (25)1<i<x € 2 and 5 — 0 such that

k k
Y BL<u<CY B
i=1

=1

for some C' > 0, where B, .(z) = B (tf é). This hypothesis is clearly verified thanks

to Proposition [B.Il Now the proof in the domain case with Dirichlet boundary data
follows verbatim the one presented in Appendix B of [12].

APPENDIX D. HARNACK’S INEQUALITY

Lemma D.1. Let u, satisfy the hypotheses of Proposition [B. Then there exists
C' > 0 depending only on Cy and ||h||« such that

1 1
— max (us +1r|Vu,.|) < 7/ uedo < C' min u, D.1
C 83(:(:5,7“)( ‘ |) wN_er—l OB (ze,r) OB(ze,r) ( )
for allr € [0,3p.] and all e > 0.
The proof follows [I1, Lemma 1.3].
Proof. Let 0 <r. < gpe. We set
N-2
Ue(x) =716 2 U(To + 1)
which verifies
~ N+2 P
— A + r2heiie = N(N — 2)@~ in B (0, i) : (D.2)
TE

where h. = h (Z. + r.x). Thanks to (BJ), we have
Co

aeSWa

in particular @, is uniformly bounded on B(0,2)\ B(0, %) Hence, applying the Moser—
Harnack inequality [I8, Theorem 4.17], we have for all z € B(0,3/2) \ B(0, %) and
0 <r < ¢ that

- 4
ue < C in lie||oo|| — 72he + N(N — 2)al 2
s e < (i, .+ rlcll = o2+ NV =232 7 )
with C' > 0 depending only on N. Then taking r small enough depending only on Cj
and ||heo||oo, we have

max u, < C' min .
B(z,r) B(z,r/2)
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Then using a covering argument, we get

max . < C min Ug
B(0,5/4)\B(0,4/5) B(0,5/4)\B(0,4/5)
Finally, using standard elliptic theory,
ma V.| <C max
B0, 7/6)\B (0,6/7) B(0,7/6)\B(0,6/7)

which achieves the proof. O

APPENDIX E. GENERAL POHOZAEV’S IDENTITIES

For the sake of completeness, we derive here several forms of the classical Pohozaev
identity [26] we used in this paper. Assume that u is a C? solution of

—Au=N(N —2u~¥? — hu'in Q.
Multiplying this equation by (x, Vu) and integrating by parts, one easily gets that

% /Q (N = 2)hu® + h{z, Vu?)) dz = By + Bs, (E.1)
where
By = /89 <<x, Vu)d,u + %u&,u — (z,v) |Vu|2) do and
B, = M /m(x, 1/>u2—2*d0.
Hence, if u = 0 on 02, we get that
/Qh (N = 2)u? + (2, Vu?)) dow = /m (z,v) (O,u)” do . (E.2)

Integrating by parts again, we get the Pohozaev identity in its usual form :

/Q (h + %ﬂ) w'de = _% /(99(9% V) (O,u)’ do . (E.3)

In a similar way, multiplying the equation by Vu and integrating by parts, one can
derive the following Pohozaev’s identity :

/m<|v2“|2y—auv (N2 2" y) do = — /h—d:c (E.4)

APPENDIX F. A GENERAL SIMPLE LEMMA ON FUNCTIONS

Lemma F.1. Let Q be a smooth bounded domain of RN and u € C} (Q) positive on
Q. Assume that

K, :={x € Q s.t. Vu(z) =0 and d(z,0Q)u~ ( ) > 1}

18 non-empty.
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Then there ezist n € N* and n points of K, denoted by (x1,...,x,), such that
2 . .
|z; — xj|u(z;) ™2 > 1 foralli# j € [1,n]

and
(min |z; — :L'|) u(a:)% <1 forallz € K,,.

1€[1,n]

Proof. Let Ky := K,. By assumption, K is non-empty. Moreover, it is clear that K|
is compact. We let 1 € Ky and K7 C K, be such that

u(zy) = max u

and
K, = {x € Ky s.t. |z — x|u(z)ﬁ > 1} .

Then we proceed by induction. Assume that we have constructed Ky O -+ D K, and
x1,...,%, such that x; € K;_; for all ¢ € [1,p]. If K, # 0, we let x,.1 € K, be such
that

u(Tpy1) = max u

and we define K,.; C K, by
2
K, = {x € K,st. min |z —z;ju(x)~-2 > 1} . (F.1)
i€[Lp+1]

We claim that for any 1, ..., x, constructed in this way, we have
|2 — 2ju(z) ¥ > 1for all i # j € [1,p]. (F.2)

We prove (F.2)) by induction. For p = 1, there is nothing to prove. Suppose now that
([E2) is true for some p > 1 and that K, # 0. Since z,41 € K, by definition of K,
we have

|21 — zilu(zys)¥2 > 1 forall i € [1,p)]. (F.3)
Moreover, for any ¢ € [1,p], we have K;_; D K,, and hence u(z;) > u(xp41), since
x; and z,4, are defined to be the maxima of u over these sets. In particular, u(i) >

w(xpy1). Thus (E3) implies
|Tps1 — xl\u(ajz)ﬁ >1 foralliell,p].
By the induction assumption, (E.2) is already true when both ¢ and j are in [1, p].
Thus we have proved (E.2)) for all i £ j € [1,p + 1].
Next, we observe that (F.2) implies the lower bound |z; — z;| > ——— > 0. Hence,

||“||L00(Q)
the construction of the x, must stop after finitely many steps because €2 is bounded.

Thus, there is n € N* such that K, = (). Fix any x € K,. We claim that

2

<min |2; — g;|) uv2(z) < 1. (F.4)

i€[1,n]



46 TOBIAS KONIG AND PAUL LAURAIN

Together with (E.2), this will end the proof of the lemma. Since K,, = (), there exists
p € [1,n] such that = € K, 1 and = ¢ K,. By the definition (E.I)) of the set K,, we

must have
2

min |z — z;|u(z)¥2 < 1.
i€[1,p]
Since trivially min;ep o) |2 —;| < minep p) |z —2;], inequality (E.4)) follows. As already

explained, this proves the lemma. O]
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