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Four-dimensional SO(3)-spherically symmetric Berwald Finsler spaces
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We locally classify all SO(3)-invariant 4-dimensional pseudo-Finsler Berwald structures. These
are Finslerian geometries which are closest to (spatially, or SO(3))-spherically symmetric pseudo-
Riemannian ones - and serve as ansatz to find solutions of Finsler gravity equations which generalize
the Einstein equations. We find that there exist six classes of non pseudo-Riemannian (i.e., non-
quadratic in the velocities) SO(3) spherically symmetric pseudo-Finsler Berwald functions, which
have either: a power law, an exponential law, or a one- or two-variable dependence on the velocities.
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Symmetries are essential in the study of the geometry of manifolds as well as in the mathematical description
of physical systems. The geometry of manifolds can be classified according to the symmetries they possess, and
if differential equations describing a physical system possess symmetries, finding solutions becomes tremendously

simplified due to the existence of conservation laws and a reduction of degrees of freedom.

One fundamental type of symmetry is spherical (or partial spherical) symmetry, i.e. the invariance of the geometry
of a manifold, or of differential equations and their solutions under an appropriate action of one of the SO(n) groups.
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Partial spherical symmetry denotes the cases for n < D, where D is the dimension of the manifold under consideration.
Numerous physical systems possess, at least to a very good approximation, spherical or partial spherical symmetry -
and the understanding of such systems lays the foundation for the understanding of more complicated ones, with less
symmetry.

In gravitational physics, the gravitational interaction is identified with the geometry of the spacetime manifold,
which is one way how physics and geometry come together [I]. Thus, in order to study symmetric gravitating
systems, spacetime manifolds admitting the same symmetries are needed.

The local classification of spherically symmetric pseudo-Riemannian metrics in any dimension is well known. From
the perspective of physics, Lorentzian manifolds, i.e. pseudo-Riemannian manifolds with a metric of Lorentzian signa-
ture, are of particular interest, since in dimension D = 4, physical spacetime manifolds are those Lorentzian manifolds
whose metric solves the Einstein equations; the most famous partial spherically symmetric metric in four dimensions,
describing spherical black holes, is the Schwarzschild metric [1].

But, the geometry of manifolds - or, in physics the geometry of spacetimes - can be described in numerous more
general ways than by pseudo-Riemannian geometry. One could consider for example, affine geometry (and its subcases
teleparallel or symmetric teleparallel geometry), i.e. manifolds equipped with general affine connections (with curvature
and torsion, only torsion, or only curvature). For these, geometries, which are particularly interesting for gravity
theories beyond general relativity [2] and effective models of quantum gravity [3], spherical symmetry has been
investigated in some detail [4].

Another geometry of manifolds or spacetimes equipped with an affine connection is pseudo-Finsler Berwald geometry
[5]. This can be seen as the subclass of Finsler geometry [6—8] which is the closest to pseudo-Riemannian one; its
distinctive feature is that it still leads to an affine connection on the manifold in consideration, even though the
fundamental building block of the geometry of the manifold is a Finsler function, providing a pseudo-norm for
tangent vectors that does not necessarily arise from a pseudo-scalar product (actually, if the latter happens, then the
considered pseudo-Finsler geometry reduces to pseudo-Riemannian geometry).

In mathematics, positive definite Finsler geometry is a well studied subject. However, in pseudo-Finsler geometry,
i.e. Finsler geometry with a Finsler metric that is not necessarily positive definite, a lot of questions are still open.
From the mathematical perspective, it is of high interest, since a lot of questions and classifications answered in

positive definite Finsler geometry do not carry over to pseudo-Finsler geometry, see [9-17]. Its most prominent
application is the one of Finsler spacetimes in classical and quantum gravitational physics [3, 18-32] as extension of
general relativity.

Passing to Berwald-Finsler spherical symmetry, a first important step was made by Elgendi, [33], who classified all

such functions admitting "maximal" spherical symmetry, understood as invariance under SO(D). Yet, for physics, a
most prominent situation is the one of SO(3)-spherical symmetry of a D = 4 dimensional Lorentzian manifold, the
physical spacetime. Then, this becomes precisely spatial spherical symmetry of spacetime manifolds equipped with a
time function - and it is of interest to predict the gravitational field of black holes, dust clouds, ordinary, neutron or
boson stars based on a Finslerian extension of general relativity. As we will see below, this assumption enlarges quite
substantially the class of admissible Finsler functions, compared to the situation of "maximal" spherical symmetry.

In this article, we will derive the coordinate expressions of all possible classes of 4-dimensional pseudo-Finsler

Berwald functions that are invariant under the action of SO(3). In particular, if one imposes Lorentzian signature and
interprets the dimension which is not affected by the rotations as time, these are interpreted as spatially spherically
symmetric Finsler-Berwald spacetime structures. This selection is tailored for the search of spatially spherically
symmetric solutions of the Finsler gravity equations [34] and its application to the gravitational field of kinetic gases
[24, 35]. However, the results we find also apply to any pseudo-Finsler Berwald space of dimension 4. Moreover,
pseudo-Berwald spaces are the starting point to construct so called unicorn Finsler spaces, i.e. Finsler spaces with
vanishing Landsberg tensor, which are not Berwald [33, 36].
The method we use here is the following. Instead of directly imposing the vanishing the so-called Berwald curvature
tensor (that singles out Berwald spaces among Finsler spaces), which leads to a nonlinear, second order PDE system,
we use the property of affine connectedness of Berwald spaces. More precisely, we start from the most general form
of SO(3)-invariant affine connections on a 4-dimensional manifold, which is known from [4] and find all compatible
pseudo-Finsler functions (which will thus be compulsorily of Berwald type); in other words, we reinterpret our problem
as a pseudo-Finsler metrizability one for an affine connection, see [37], [38]. This technique has two major advantages.
On the one hand, the resulting PDE system is a linear first order one - i.e., much simpler - and, on the other hand, the
consistency conditions of this PDE system offer valuable, direct information on the curvature of the resulting pseudo-
Finsler spaces. A similar approach was used by the two latter authors together with M. Hohmann, in clasifying
cosmologically symmetric Berwald spacetimes, in [32].

The structure of the article is as follows: In Section II we recall the basic definitions of Finsler geometry and
Finsler geometry of Berwald type. In particular, we present a further simplified version of a necessary and sufficient



condition for a pseudo-Finsler space to Berwald in Theorem 2. In Section III we evaluate the Berwald condition
for 4-dimensional SO(3)-symmetric pseudo-Finsler functions and give their classification in Theorems 4 and 5. The
proofs of these two theorems are presented in Section IV, before we conclude in Section V.

II. BERWALD FINSLER GEOMETRY

We begin by recalling the basic notions of Finsler geometry [7, 8]. Since our results apply to manifolds with a
Finslerian geometry of arbitrary signature, we will introduce the notion of a pseudo-Finsler space with the minimal
requirements we need. In particular, our results hold for Finsler spaces and Finsler spacetimes [13, 16, 39, 40]. Further,
we prove a refinement of the first order partial differential system introduced in [411], which provides a necessary and
sufficient condition for a Finsler function to be of Berwald type. Finally, we recall how to identify SO(3)-spherically
symmetric pseudo-Finsler spaces [20].

Throughout this article we use the following notations. Indices a, b, ¢, .... run from 0 to 3. All considered manifolds
M are 4-dimensional and their tangent bundles T'M are equipped with manifold induced coordinates, i.e. a given
coordinate chart (U, (%)) on M induces a coordinate chart (T'U, (z%,4%)) on TM in by the rule: Z € TU is labeled
by To M > Z = ©*0,. The local coordinate basis of T(, ;)M is given by {9, = 0 Oy = 2 } and the local coordinate

— 9z Ya T 9ie
basis of T(*; :‘p)M is {dz®,dz*}. If there is no risk of confusion, we will skip the indices of the coordinates, i.e., refer to

(z, %) briefly as (z, ).

A. Finsler geometry

This section briefly reviews the notion of pseudo-Finsler space (M, L) and its canonically associated geometric
objects.

A conic subbundle of the tangent bundle (T'M, 7, M) is an open subset A C TM \ 0 with 7(A) = M, which is stable
under positive rescaling of vectors, i.e., for all (z,2) € A and all A € (0,00), one must get: (x,\z) € A.

Definition 1 , [/2]: Let M be a manifold and A C TM \ 0, a conic subbundle. A pseudo-Finsler sructure on M is
a smooth function L : A — R such that:

o L(x,\it) = NL(z,d) for all X > 0;

e at all (x,%) € A and in any local chart around (z, ), the matriz
. L, . .
Jap(x,2) = §8a8bL(:c,:c) (1)

s mon-degenerate.

Any pseudo-Finsler metric can be continuously prolonged as 0 at @ = 0. The mapping g : A — TYM, (z,%)
9(z,i) = Japdz® @ dz?, is called the L-metric.

The classical 1-homogeneous Finsler function is defined as F(z, &) = e/|L(x,4)| with € = sign(L) and in turn, it
defines the arc length for curves z(7) on (M, L) as:

Slz] = /F(x,:'c)dT. (2)

Pseudo-Finsler spaces include classical positive definite Finsler spaces, obtained when A = TM \ {0} and g is
positive definite. Different versions of pseudo-Finsler spaces are obtained when appropriate signature conditions for
g are added [13, 106, 24, 39]. For example, demanding that, for all € M, there exists a connected component T, of
the fiber A, = ANT,M such that the signature of ¢ is Lorentzian (+,—,—,—) and L > 0 on T, leads to Finsler
spacetimes as considered in [40].

The geometry of pseudo-Finsler spaces is encoded in canonical tensor fields on A C TM \ 0, which are constructed
from derivatives of L. We briefly list here the local coordinate expressions of those which will be relevant for further
considerations.

e The fundamental building block for the geometry of a pseudo-Finsler space (M, L) are the geodesic spray
coefficients

Go = ig“b (:bcaca'bL - 8bL) . (3)



They appear naturally in the geodesic equation for arc length parametrized curves ¢ : [a,b] = M, s — z(s),

d?ze a "
W + 2G (:L', lcil_s)

0, (4)

derived from extremizing the length functional (2).

e The Cartan nonlinear connection coefficients are derived from the geodesic spray as
N, = §,G°. ()
e The local adapted bases to the above connection, of the (co)tangent bundles T'A, T* A are, respectively:
{60 =80 — N0y, 00}, {dz?, 0i% = di® + N%dx"} . (6)
An important fact is that the Finsler Lagrangian L is horizontally constant; in coordinates, this reads:

5, L=0 a=0,..,3. (7)

e In addition to the Cartan nonlinear connection, it is possible to construct several linear connections on A C
TM\ {0}. For us, the Berwald linear connection is of importance; it is defined by its covariant derivative of the
adapted basis elements as:

V5,0 = 0aN0e, V5,05 = 0aN%0e, V. 00=0, V0, =0. (8)
It follows from (7) that Vs L = 0.

With these notions, we can define Berwald manifolds and give a necessary and sufficient condition, in terms of a
first order partial differential system, to identify them. Afterwards, we recall the notion of SO(3)-spherical symmetry
on a pseudo-Finsler space.

B. Berwald geometry

Berwald-Finsler spaces are considered as the pseudo-Finsler spaces which are closest to pseudo-Riemannian ones,
[5]. They can be characterized in various ways, [11, 43]. Their main feature is that the Berwald linear connection (8)
descends into a well defined affine connection, with coefficients I'®,;,(x), on the base manifold M; equivalently, in any
local chart, the Cartan nonlinear connection coefficients (5) are linear in &, or the geodesic spray coeflicients (3) are
quadratic in :

DaN =TCu(x) & N =T%(2)i% <& 2G°=TI%,(x)i%". 9)

Surprisingly, though G* involve second order derivatives of the Finsler function L, one can identify Finsler functions
of Berwald type (those which define a Berwald Finsler manifold) with the help of a first order partial differential
system. The idea was first brought up for special Berwald manifolds in [18] and then generalized in [41]. Here, we
prove a further simplified version of this Berwald condition. The strategy used below actually reduces the problem
of deciding whether a pseudo-Finsler function is of Berwald type, to a problem of pseudo-Finsler metrizabillity of a
(particular class of)second order Euler Lagrange PDE systems, as discussed in [37, 38]. Actually, the statement below
is also a refinement of Proposition 3 (characterizing Landsberg metrizability of sprays) of the paper by Muzsnay, [37].

Theorem 2 (Berwald Condition) Let (M, L) be a pseudo-Finsler space, then the following statements are equiv-
alent:

1. L is of Berwald type.

2. There exists a symmetric (torsion-free) connection on M, with coefficients T'°,, = T'Cqp(2) such that, with respect
to the induced horizontal derivative 6, = 04 — I'¢qp(2)%0,.:

JoL = 0. (10)



Moreover, if L is of Berwald type, then the connection with the property 2. is uniquely determined - and it is the
canonical (Berwald) connection of (M, L).

Proof.

e 1 = 2: If L is of Berwald type, then the statement is satisfied by its Berwald linear connection on A, whose
connection coefficients are defined by (8) - and which, in this case, satisfy, in any local chart, (9).

e 2 = 1: Assume (10) holds. Also, we know that for any Finsler Lagrangian and its canonical nonlinear connection
N, the equation d,L = 9,L — N®,0,L = 0 holds. Subtracting both equations yields

(Tap(2)d® — N%) 0.L =0. (11)
Differentiating with respect to &%, we then find
(Fcad(z) - 8dNCa) L+ (T (2)i® — N°,) 2g0a = 0. (12)
Contracting this equation again with £ gives
(T¢aa(2)i® — N€4) 0cL + (D¢qp(2)3°5* — 2G€) 2geq = 0. (13)
Employing (11), we are left with
(T (2)3%2" — 2G°) 2gca = 0. (14)
Since g.q are the components of a non-degenerate metric, we get
I (2)i%:" = 2G©, (15)
in particular, G¢ are quadratic in & and thus L must be of Berwald type.

Finally, assuming that (M, L) is Bwrald, the uniqueness statement follows immediately by differentiating (15) twice

with respect to %, i, m

Thus, finding a Berwald structure L on M reduces to solving the equations
6oL = 8, L — Iy ()39, L = 0, (16)
for a given torsion-free affine connection on M.

Thus, in Berwald-Finsler geometry, the Berwald connection is, similarly to the Levi-Civita connection in Riemannian
geometry, the unique affine torsionless connection on M, which is metric (with respect to L).
Actually, for TM \ {0}-smooth positive definite Finsler manifolds, it is known by Szabo’s Theorem [414] that if the
given connection is the canonical connection of a Berwald metric, then it is also the Levi-Civita connection for some
Riemannian metric. This is in general not true for Berwald manifolds of arbitrary signature [10].

C. Spatial Spherical symmetry

We are recalling here the results derived in all detail in [20]. A manifold induced symmetry of a pseudo-Finsler
space (M, L) is a diffecomorphism ¢ : M — M, whose natural lift ¥ = T4 to TM leaves the Finsler Lagrangian
invariant:

LoV =1. (17)

Infinitesimally, if X = £%(x)d, is the generator of a 1-parameter group of diffeomorphisms 1. on M, then the natural
lifts W. are generated by the complete lift X = £%(2)d, + 2%0p¢%(2)0y of X to TM. The symmetry condition is
translated into

X%L)=0. (18)



For the rest of the paper, we will consider manifolds M such that they admit a chart U C M, which can be covered
by spherical coordinates (z%) := (t,7,0, ¢) - and we will work in such a chart’.

Inspired by the application to spacetime physics, we will call ¢ the time coordinate and (r, 6, ¢), spatial spherical
coordinates, though we do not make any assumption on the signature of the L-metric. Accordingly, we will call spatial
spherical symmetry, the invariance of L under the action of SO(3) involving only the spatial coordinates (i.e., the
action of SO(3) on the spatial sheets t = const.).

Thus, spatial spherical symmetry is defined by three vector fields, which generate the so(3) Lie algebra. In the
coordinates (t,7,0, ¢,t,7,0,$) induced by the local spherical coordinates (z%) := (¢,7,6, ¢) on M, their complete lifts
to the tangent bundle are given by:

ch = sin ¢0p + cot 0 cos 0y + b cos pdy — <9 C.OSQ(’Z + ¢ cot O sin qb) (% ,
sin

- sin ¢

X§ = — cos pdp + cot §sin $0gp + ¢ sin pdy — (9—29 + ¢ cot f cos qb) 3¢ , (19)
sin

X{ =0,.

Applying the symmetry condition XIC(L) =0,1 =1,2,3, yields that the most general spatially spherically symmetric
Finsler function on U is of the form

L(t,r,0,,t,7, 0, qb) = L(t,r,t,7,w), with w? = 6% + sin? 9&2 . (20)

For spherically symmetric functions as above, the partial derivatives with respect to 9,9 and qb can be expressed in
terms of w-derivatives as
89: ¢25in600506w’ 59: éaw, a'¢: d)SiuI)]ZGaw. (21)

Accordingly, we obtain:
939 + ¢8¢ = w0y - (22)

The above relation can actually be regarded as the definition of a local vector field 9,, - that may act also on (not
necessarily spherically symmetric) functions.

This insight on the simplification of the dependence of L implied by spherical symmetry will allow us to solve the
Berwald condition.

III. THE BERWALD CONDITION IN SPHERICAL SYMMETRY

To write down the Berwald condition (16) for the most general spherically symmetric Finsler Lagrangian of Berwald
type, we need the most general spherically symmetric torsion free affine connection coefficients on M as input. We
will perform all derivations in local spherical coordinates (¢,7, 8, ¢) on a fixed chart.

In [4], these connection coefficients have been found. In general, they are parametrized by 20 free functions
kr = kr(t,r) of t and r, in 4 dimensions. Imposing the vanishing torsion condition, i.e. the symmetry in the lower
indices of the affine connection coefficients, one is left with 12 free functions, which appear in the nonvanishing affine
connection components, as follows:

Fit = k/’l (t,T), Fir = kQ(t, T), anr = kg(ﬁ, T), F:t = k/’4(t,7‘), (23)
Ft
I, = ks(t,r), Iy, = ke(t,r), rh, = ﬁ =kr(t,r), T, =Th =ks(t,r), (24)
9 =19, = ko(t,r) b by (t,7) sin@F‘ﬁ:frgt:k (t,7) (25)
or or s 99 sin2 0 1A 0 sin @ 1A% T
'9F¢,7Ff¢,k ¢ _ 1o _ 0
Smol.e = Snd 12(t,7), Iy, =gy = cot b, [y = —sinfcos. (26)

1 We will not discuss the various topologies of manifolds that can support S O(3) spherical symmetry; for such a discussion, we refer, e.g.,
to the recent paper by Krupka and Brajercik, [15].



Further, for the Berwald condition, the explicit expressions of the Cartan nonlinear connection coefficients N%, =
% (z)z° are needed:

N = kit + kor, N7, = kyi + kei,  N% = ksl — ky1dsin 0, N% = sin@é + ks, (27)
N' = kot 4 ks, N".=kel +ks?, N = kol — kyadsin, N? = ,1299 + ko, (28)
Sin
t ro_ 0 . ¢ 11 12 .
N@—k79, Ne—kloe, N@—k8t+k97", Ne— Sin9t+sin9T+¢COt9, (29)
Nt¢ = kr¢sin? 0, N, = k1o sin® 6, N9¢ = (—ky1t — kiot — & cos 0) sin 6, Nd; = kgt + ko + O cot 6. (30)

A first simplification of the Berwald condition (10), in spherical symmetry, is given by the following Lemma.

Lemma 3 The (sub-)system consisting of the equations dgL = 0 = 4L is equivalent to:

Sl = (wmt + whiody + (kst + kgf«)aw) L=0, (31)
k11 =ki2=0. (32)

Proof. The system dpL = 0 = d4L, is equivalent to
w 6 _ w é _

The first of these equations, written in coordinates, becomes (31), whereas the second one implies that either 9,,L = 0
(which would lead to a degenerate metric tensor g and thus cannot be a valid solution), or necessarily k11 = k12 = 0.
]

Therefore, in the following, we will always consider k13 = ki3 = 0. Moreover, it turns out it is convenient to
introduce the locally defined vector field:

O 1= wk73t + wkzloa} + (kgt + kgf)aw s (34)

where 9,, is defined by (22). Note: The symbol d,, is chosen just for the uniformity of writing; of course, &,, is not an
element of the adapted basis to the connection N. To be more precise, it is related, e.g., to dg by:

5o = (a(, — deot (b@d-)) - %%. (35)

Further, expressing also the remaining equations (16) and adding the homogeneity condition, we end up with the
following four equations:

6L = Oy L — (it + koi)Oy L — (kat + ke)0r L — kswdyy L = 0, (36)
0L = 0, L — (kot + ki), L — (ket + ks7)0p L — kowdyL = 0, (37)
6wl = wk70, L + w190, L + (kst + kor")dL =0, (38)

9L = t0,L + 70y L + wdy L . (39)

Solving these equations leads to the two main theorems of our work, which we will prove in the following sections.
Before stating these results, some remarks are necessary:

e Since we are looking for a local coordinate characterization of Berwald-Finsler functions with SO(3)-sperical
symmetry, the relevant situation is M := U, where U C R*\ {0} is a chart domain.

e The system (36)-(39) is an overdetermined PDE system. Its consistency conditions will be expressed (as we will
see in the next sections - and as expected, taking into account previous works on Finsler metrizability of sprays,
e.g., [37, 38]) in terms of the Lie brackets of the vector fields d;, d;, 0.



e Equation (38) does not contain derivatives w.r.t. the coordinates ¢ and r, which is why we will solve it first.
But, if k7, ..., k1o are all zero, it becomes an identity - and this case needs a separate treatment. Moreover, if
(38) is not an identity, at least one of the coefficients k7, k1o must be nonzero (or else, we would get 9,,L = 0,
which is not a valid solution).

e Assuming, for instance, that k1o # 0, the following quantities make sense in the given chart:

kr ks c= k9k10;k7k8

= %0 7T Fioo K2,

A:=0b(aa; + a2) + (ab+ ¢) (aaz + ag) — a5 (2ab+¢)

B :=a(aaz + a4) — (aay + az) ,

C := (ab+ c¢)as + b(aaz + a4) + blay — 2as) ,

D :=aa3 —ay +as, (40)
FE :=bas,

F:=aas — a1,

M :=2(ky — kga), M :=M —2kg,

N :=2(ky — kea), N :=N —2kg.

as well as:
uw=1t—ar, v=c?—2btr —w>. (41)
Theorem 4 (The case §, #0) : Let (M,L = L(t,r,t,7,w)) be an SO(3)-spatially symmetric 4-dimensional
pseudo-Finsler space and let T' be a spherically symmetric affine connection on M, with connection coefficients

as in (23) -(26) and curvature coefficients a;, (A2). Assume k19 # 0. Then:
I If (M, L) is of Berwald type and non-pseudo-Riemannian, with canonical connection T', then T' must satisfy:

a) ku = k/’12 =0.
b) [0t, 6w] and [0y, 0] are both proportional to 6., and [0, [0, 0.]], [0, [0, 6] are both proportional to [d¢,d.].
¢c) A=B=C=0.

1. Assume I' satisfies all the conditions above. Then, L is of Berwald type, admitting I' as its canonical connection,
in precisely one of the following situations:

1. The vector fields [0+, 6,] and 0., are not proportional (that is, D, E, F are not all zero) and:
i.) D # 0 (which leads to A = F/D = const.). In this case, L is given by:
L =9(t,r)u> (v + pu) | (42)

with ¥ = 9(t,r) and p = p(t,r) satisfying

p= %’ d(t,r) = oS (M=XN)dt _ o [(N=AN)dr (43)
ii.) D=0, E#0. In this case:
L = p(t,r)u’ezt, (44)
with u = F/E and ¢ determined by
o = el AwM+2habys) _ [ dr(N+2kobu) (45)
2. [04,0y] ~ 0y (that is D=FE =F =0) and:

i.) b=c=0. In this case, L is of the form

L=u’Z = —w?¢(q), q= —Z]—je—f(”) (46)

with f determined by integration along an arbitrary curve C connecting some initial point (to,ro) to (t,r) of

f= /C (Mdt + Ndr). (47)
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i.) b,c - mot both zero, [04,6,] = 0. In this case, there exists a coordinate change (t,r) (t,7) such that, in the
new coordinates, L = u*Z(z) is independent of (t,7):

il

e

L= u, i w26 i w), 2 w) = 2B (48)
w(t, 7, w)?

e

for an arbitrary Z = Z(z) independent of t and 7.

Remark. In the beginning of the theorem we assumed that k19 # 0. If, instead, we have k7 # 0 and k1o = 0, a
completely analogous theorem holds with the roles of ¢t and 7 interchanged. The case when k7 and k1o are both zero
implies that equation (38) is trivially satisfied and is discussed below.

Theorem 5 (The case §,, = 0) : Let (M, L = L(t,r,t,7,w)) be an SO(3)-spatially symmetric pseudo-Finsler space
and T, a spatially spherically symmetric affine connection on M, with connection coefficients (23)- (26) and curvature
coefficients (A2). Assume ky = kg = ko = k1o = k11 = k12 = 0.

Then: (M, L) is of Berwald type and non-pseudo-Riemannian, with canonical connection given by T, if and only if
one of the following conditions holds:

1. [64,6,] = 0. In this case, up to a possible coordinate change (t,r) — (t,7), L is an arbitrary 2-homogeneous function
of t, 7, only:

L=L{,#w) ={2L(1,p, s), p:;., s:% (49)
2. [6¢,6r] # 0, [0¢, [0¢, 67]] ~ [6¢, 0r], [6r, [0, 6p]] ~ [6¢, 0r]; in this case,
L=uw(q), q= ie;_"” : (50)
with
o= /C (Kdt + Tdr), 1= / o _(‘(libj_asz ;p —oyip (51)

where, in the first case, integration is taken along an arbitrary curve C' connecting some initial point (to,ro) to
(t,r), and

K = 0,1 — (ky + kop) + (kap + kap® — ks — kep)O,1 (52)
T = 8,1 — (ko + ksp) + (kop + ksp® — ke — kap)O,1 . (53)
The proofs of these two theorems require to discuss numerous different cases, which makes them quite lengthy.
Some remarks which should guide the reader through the proof:
e Theorem 4, point I:
a) The necessity of this condition was proven above, in (32).

b) will appear as necessary condition in Lemma 6.
¢) will appear as necessary condition from Lemma 8.

e Theorem 4, point II: The explicit expression for L, hence sufficient conditions, are derived in:

1.i.) Conclusion 11.
1.ii.) Conclusion 12.
2.i.) Conclusion 13.
2.ii.) Conclusion 14.

e Theorem 5:

1. is derived in Conclusion 15.
2. is derived in Conclusion 16.

Finally, we did only refer to non-Riemannian (non-quadratic) solutions, since it is well known that a quadratic Finsler
function leads to geometry of Berwald type.
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IV. EVALUATING THE BERWALD CONDITION: PROOF OF THEOREMS 4 AND 5

Theorems 4 and 5 will be proven by finding all possible SO(3)-symmetric solutions of the Berwald condition
equations (36)-(39), for arbitrary SO(3)-spherically symmetric affine connections on M. According to Theorem 2,
these are all possible Berwald-type pseudo-Finsler functions on our manifold, possessing the said symmetry. The
strategy to solve (36) - (39) is as follows:

e First, we note that there exist necessary consistency conditions, given by the vanishing of the action of the
iterated Lie brackets [d;,d;]L = 0, [0, [:,6;]]L =0, ..., 1,7,k € {t,r,w}. These Lie brackets are easily expressed
in terms of the curvature and derivatives of the curvature of the connection.

e Second, we observe that: the equation §,L = 0, the homogeneity condition and the consistency conditions
[0i,0;]1L = 0, [0k, [0:,5]]L = 0, ... only involve the ¢, 7~ and w-derivatives of L, hence we will use these equations
to determine the dependence of L on these three variables - accordingly, the x%-dependence of L.

e Finally, we substitute the solutions of the above equations into the §; and §,. equations (36) and (37), to determine
the t and r dependence of L.

We list below the first five such iterated Lie bracket conditions (we will see below that these are actually sufficient to
completely determine the @-dependence of L, in any of the cases listed at the end of the previous section):

[6+,0.]L = (a1t + asr) atL + (ast + a47°)8 L+ aswd,L =0,

J (54)

[0, 0¢| L = agwL L + azwd, L + (agt + agi)dyL =0, (55)
[0, 0-]L = a1owd: L + ajwd, L + (arat + a137)0u, L =0, (56)
(61,02, 0,]|L = (A1t 4 Aoi)OL + (Ast + Ay7)drL + Aswdy,L =0, (57)
6, [0¢,6,]]L = (B1t 4+ Byi)d, L + (Bst + By7)d,L + Bswd,L = 0. (58)

In the above, the coefficients a; are nothing but the curvature components of the nonlinear connection N, given by
the decomposition [04, 5] = RCap0e, a,b, ¢ € {t,r,0, $}; this can be easily seen as, using k11 = k12 = 0 and (35), one
gets: [0, 0] = —%511,.

The coefficients A;, B; contain the first order partial derivatives of a;; the explicit expressions of a;, A; and B; (which
are, ultimately, functions of ¢ and r), are displayed in terms of the connection coefficients and their derivatives in
Appendix A.

To summarize, we now have four original equations ((36)- (39)) and five additional constraints ((54) to (58)) which
we want to solve. We will start by solving the "i-system" consisting of the seven equations (38), (39), (54)-(58), since

these equations do not involve any ¢ or r-derivatives. They can be treated as an algebraic system for O.L, d,.L and
Ow L. The latter implies the following remarks:

e Solutions of these equations which require oL = 0, d-L =0 or 8,,L = 0 must be discarded, since they cannot
lead to a non-degenerate Finslerian metric tensor. Hence, at most two of the six @-equations ((38), (54) to (58))
(that are homogeneous in these derivatives) can be linearly independent.

In particular, if the w-equation (38) is nontrivial, then, at most one of the curvature constraints (54) to (58)

can be independent of it.

e On the other hand, if the w-equation (38) is trivial, i.e. if k7 = ks = ko = k19 = 0, then the curvature coefficients
as to a3 vanish identically and only the equations (54), (57) and (58) can still be nontrivial.

Following the last remark, we distinguish two major cases:
e the w-equation (38) is nontrivial, that is, §,, # 0 (whose solution is presented in Theorem 4);
e the w-equation (38) is trivial, §,, = 0, presented in Theorem 5

In the following, let us investigate separately these two cases.

A. Case 1: nontrivial w-equation

For this case we first solve (38) and (39), before we work ourselves through the additional constraint equations.
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1. 2-homogeneous solutions of the w-equation (38)

Since we exclude the case that all of the derivatives 9,1 = 0 can be zero, as discussed above, we assume that at
least one of the connection coefficients k7 or ki is nonzero. To fix things, we assume k19 # 0. By the method of
characteristics, we find that the general solution of (38) is a free function of the variables ¢, r, u, v, where:

u=1t—ar, v=c?—2btr —w?, (59)
and
kv ks kokio — krks
a=-—, b = —, C= ——————— . 60
k1o k1o k3, (60)

Moreover using the 2-homogeneity of L, (39), we find

L=u’2(t,rz2), z:= ay (61)

In the particular case when k; = 0, this gives

o v
L =1%Z3(t,rz), z:= 7 (62)

This way, in the case when k19 = 0, we obtain in a completely similar way (interchanging the roles of ¢ and r, ¢ and
7 as well as kg and ko).

Thus, we have solved the nontrivial necessary equation (38) for L (defining a Finsler function of Berwald type) and
can now continue with the further constraints.

2. Solving the Lie bracket equations involving d.,

Next, we substitute the solutions of equations (38)- (39), which we just derived, into the consistency conditions (55)
and (56), thus finding further necessary conditions for the existence of nontrivial solutions of the original system.

Lemma 6 If (38) is non trivial, then a nontrivially Finslerian (non-Riemannian) solution L of the Berwald conditions

(36)-(37) can only exist if
[0¢, 0] = @by [0, O] = B (63)

for some functions o = a(t,r) and 8 = B(t,r).

Proof of Lemma 6. Starting from the solution (61) which we found for the d,, equation and using the variables
(t,r,7,u, z), we can rewrite the z-derivatives of L as

oL = 2(7b — uz)0.2 + 2u=,
Oy L = 2((ab+ ¢) + u(az + b))d.E — 2auZ, (64)
wdy L = —2(7%(2ab + ¢) + 2urb — u?2)0,= .
Substituting the above relations into the tw-Lie bracket constraint (55), we find:
7 [(agb + a7 (ab + ¢) — aas — ag)] 0.2 + u{[z (—ae + aar) + (bay — ag)] 0.E + (ag — aa7) 2} =0, (65)

which decays into two separate equations, since, on the one hand, = is independent of v and 7 and, on the other hand,
we must discard the solution 9,EZ = 0 (which would imply 9,,L = 0):

agb+ a7 (ab+¢) —aag —ag =0, (66)
[z (—ag + aar) + (bay — ag)] 0.2+ (ag — aa7) E =0. (67)

Assuming that (ag — aaz) # 0, then the second equation has the general solution:

E = o(t,r)(2(as — aar) + (bar — as)) , (68)
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where ¢ is a free function of ¢ and r. But, this implies that L is quadratic in &, i.e. pseudo-Riemannian. Thus,
nontrivially Finslerian solutions can only exist when (67) is an identity, i.e. ,

ks

k
ag = aay = —7a7, ag = bay = —ar . (69)
k1o k1o
Using this in the constraint (66) gives
kg
ag = (ab+ c)ay = —ay. (70)

k1o

The same line of argument can applied to the rw-equation (56) and leads to the constraints

k k k
a0 = k—foau, @12 = k—j)an, a13 = ﬁan- (71)
But, the latter relations tell us that:
[Burs 00 = 8y [Burs 01 = 260, (72)
k1o k1o

that is, the statement of the Lemma holds for a = =, 3 = {1 [6;,0,] and [0y, 6,). ®
10 10

The conditions stated by the above Lemma mean precisely that the Lie brackets involving d,, must be proportional
to d., hence they must not impose new constraints on L. But, once these conditions are satisfied, it follows that
further Lie brackets will automatically also be proportional to d,,:

[0, [0¢,00]] = (@B + 6r)0uy, [0t [0r, Ow]] = (a2 + 01) by ete; (73)

therefore, they will not impose any new constraints on L.
This Lemma proves the necessity of the first part of condition I.b) in Theorem 4. To prove its second part, we will

have to integrate equations (54), (57).

8. Solving the Lie bracket involving 6+ and 6y

In order to find nontrivial real Finslerian solutions, we assume that k11 = k12 = 0 and the necessary conditions given
by Lemma 6 hold. A further necessary condition for the existence of solutions of our system (36)-(39) is [d¢, §,]L = 0,
that is (54), which we will solve in the following.

Thus, we consider equation (54) in the variables (¢,r,7,u, z) and use (64) to express it as
Ar?0.2 + ru((Bz 4+ C)0.E — BE) +u*((Dz + E) 0.2 — FE) =0, (74)

where the coefficients A, B, ..., F are functions of ¢t and r only. More precisely,

A:=b(aa; + az2) + (ab+ ¢) (aas + a4) — a5 (2ab+¢)
B :=a(aaz + a4) — (aay + az) ,
C = (ab+c)az +b(aaz + as) + b(ay — 2as),
(75)
D :=aaz —ay +as,
E = ba3 s
F .= aas — ajy .

A first question to answer is when does equation (54), re-expressed as (74), impose an independent restriction
compared to (38). The answer is given by the following Lemma.

Lemma 7 Assume kig # 0. Then, the following statements are equivalent:

1.A=B=C=D=FE=F=0
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2. [0, 6r] = ady,, where either « =0 or b=c=0.

Proof. 1= 2: From F =0,D = 0 we find:
a1 = aaz, az=0. (76)
Further, using (76) into B = 0 gives:
as = aay.

Equation E = 0 then leads to two possibilities:

1. If ag # 0, then, necessarily b = 0. Then, C' = 0 gives: ¢ = 0; collecting the results, we have:

(01, 6,] = (ast + asi')(ady + Or), 6w = krow(ady + 0r),

(agt' + a47*)

therefore, [0, 0,] and d,, are proportional, with proportionality factor: « = ?
1w

2. ag = 0, which, using the remaining equations, gives a1 = as = a3 = a4 = a5 = 0, (that is, [0, 5] = 00y), or,
again b = ¢ = 0 (which is similar the former case).

2 = 1 : The proportionality hypothesis [0:, §,] = ad,, (where a can depend both on z and &) means:
a1t + aof = akrw;  ast + as = akiow, asw =« (k:glf + kgi’) .
Eliminating o between the first two relations and taking into account that a,, k; do not depend on #,7 or w, yields:
a1 = aaz, A = aday, (77)
(where we recall that a = k%) Then, elimination of a between the latter two relations leads to the equations:
ksas =0, kgay =0, kgaz+ ksas =0, as5=0.
We obtain two possibilities:

1. ag = a4 = 0, which then leads to a; = ... = a5 = 0, which then immediately implies statement 1.

2. kg = kg = 0, which means b = ¢ = 0. Together with (77) and as = 0, these give, again, A=B=C=D=F =
F=0.

This concludes the proof. m
Now we are ready to integrate equation (74); its integration leads to the following lemma.
Lemma 8 Let kg #0 and A,B,C,D,E, F be as in (75). Then:

1. A necessary condition for the Berwald conditions (36)-(39) to admit a non-Riemannian Finslerian solution is
that

A=B=C=0. (78)
2. Moreover, if D # 0, then the solution (if any), is of the form L = u®Z(t,r, 2), with
E(t,r,2) = p(t.r)(Dz + E)b (79)

whereas if D =0, F # 0, this can only be of the form

il
—
(e8]
S
=

E(t,r,z) = @(t,r)e’E |
where @ is an arbitrary function of t and r.

3. If D = E =0, then, solutions can only exist when F =0 (that is, [0, d,] ~ 0u) and:
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e b,c are not both zero. In this case, upon a coordinate change (t,r) — (t,7), L must be independent of the
new t and r-coordinates, t and T:

L = L{t,# w) = u?Z(2) ; (81)
eb=c=0 and a #0. In this case, L must be of the form
L=u?Z(t,r,2), (82)
for an arbitrary function = = Z(t,r, z) and z = —w? /u?.
Proof of Lemma 8.

1. As = does not depend on 7 or u, in equation (74), each term multiplying different powers of 7 and « must vanish
separately; discarding, again the option 9,= = 0, we find:

A=0, (83)
(Bz+C)9.E— B==0, (84)
(Dz+E)0.2— FE=0. (85)

Hence, analogously to Equation (67), if B # 0 the solution for £ is of the form
E=o(t,r)(zB+C), (86)

which implies a quadratic pseudo-Riemannian form of L. Thus, for a non-Riemannian solution, we must set
B =0, which implies immediately also C' = 0. Thus, we have proven the first statement of the lemma.

2. Assuming that D # 0, integration of (85) gives (79). For the case D = 0 and E # 0, one immediately obtains
(80), which proves the second statement of the lemma.

3. Assume D = E = 0. The case E = D =0 and F # 0 leads to = = 0, which is not a valid solution. Therefore,
we must necessarily have F' = 0. Thus, we actually have A=B=C=D=FE=F =0, which, according to
Lemma 7 means that [0;,0,] = ady, for some a = a(t, r,t,7, w); more precisely:

e If b, c are not both zero (which is the same as: kg, kg are not both zero), then [d;, 6] = 0. But, by Frobenius’
theorem this means that the integral curves of §; and J, can be u§ed to define new local coordinates ¢ and
7, and thus ;L = 0 and §,,.L = 0 imply that L is independent of ¢ and 7.

e For the case when b = ¢ = 0, the proportionality [0;,d,] = ad,, tells us that equations (37) and (38) are
equivalent. Since we already ensured that L = u?Z(t,, z) solves the equation §,,L = 0, see (61), this is the

general solution and Z(z) remains free. Moreover, b = ¢ = 0 implies kg = kg = 0, thus we find the variable

v = —w? and hence z = —w?/u?. This proves the third statement of the lemma.

The above Lemma shows, in the case of a nontrivial w-equation, necessary consistency conditions for the Berwald
condition equations, given by the Lie bracket [0, §,]. Let us investigate, in the following, if (and when) do further Lie
brackets involving é; and §, impose new consistency conditions.

4. The iterated Lie brackets involving 6+ and 6,

Assume, in the following that k11 = k12 = 0 and the necessary conditions given by Lemmas 6 and 8 are satisfied.

The iterated Lie bracket equations [0, [0¢, 6,]]L = 0, (57), and [d¢, [0¢, 6-]]L = 0, (58), take a similar form as (74) in
the previous section, just with coefficients constructed from the functions A; to As or By to Bs, defined in appendix
A, respectively. Hence their treatment is analogous to the system (83)- (85) and we find the necessary conditions

A=B=C=0, (87)
(Dz+£)d.2 -~ FE=0, (88)
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where, e.g., for [0, [0, 6,]] L, we have

:=b(aA; + A2) + (ab+¢) (aAs + Ay) — (2ab+ ¢) A5
=a(als + Ay) — (aA1 + Ag)

= (ab+c¢) Az +b(aAs + Ay) + bAL — 2bA5

aAs — A1 + As

bA;3

aAs — A; .

(89)

MmO ams

Comparing (85) and (88) we find that they can only be compatible in two cases: either equation (85) is trivial, that
is
D=E=F=0 (90)
or:

D=aD, E&=aFE, F=alF, (91)

for some function o = a(t,r,#,7,w). Let us clarify the meaning of these two cases.

e The first case, D = E = F = 0, corresponds to statement 3 of Lemma 8, in particular, [0, d,] ~ &,,. But, the
latter always entails, taking into account (63), that [d¢, [0¢, 0r]] ~ du and [d¢, [0¢, 0r]] ~ du , hence the double Lie
brackets will automatically not impose any new constraints.

e The second case (with D, E, F not all zero - that is, [0, ,] and §,, are linearly independent), corresponds to
statement 2 of Lemma 8; in this case, the 2-dependence of L is already completely specified. Hence, in order
to have a valid solution of the system (36) to (39) (which, we recall, requires that none of the d-derivatives of
L can be zero), the double Lie brackets must necessarily be linear combinations of [, ] and §,,. Actually, we
show in the Lemma below that (91) gives a much sharper statement.

Lemma 9 Assume k19 #0 and A, B,C, D, E, F are such that A= B =C =0, but D, E, F are not all zero. Then,
the consistency conditions

A=B=C=0, D=aD, &=aF, F=aF, (92)
for some o = aft, r, t,7, w), are equivalent to:
A =wa;,, 1=1,2,3,4,5, (93)
which means:
[0, [0¢, 6r]] ~ [0, 6r]. (94)

Proof of Lemma 9.
—: Assume that (92) are satisfied and let us start by two remarks. First, comparing the relations D = aD, F =
aF, we find:

As = aas. (95)

Second, if a5 = 0, that is, D = F, then, taking into account (85), the solution, if any, is Riemannian - hence we will
discard this case and assume that as # 0.

But, imposing that as # 0, it follows from its expression (A2) that ks and k9 cannot vanish simultaneously;
therefore, b and ¢ cannot be simultaneously zero.

If b # 0, we find from £ = aF that A3 = aas and then, from F = oF that also A1 = aa;. The other two relations
(93) follow then immediately from the remaining hypotheses (92).

If b = 0, then, taking into account that ¢ # 0, equalities C = 0, C' = 0 give respectively A3 = 0, a3 = 0. Using these
equalities and A5 = aas in the remaining hypotheses (92) gives, again, (93).
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+: Assuming A; = «aa;, relations (92) follow immediately. m
Similarly, we get the consistency condition:
[57“’ [515; 5r]] ~ [575’ 57“] (96)

Remark. The proportionalities [0z, [0¢, 0r]] ~ [0¢, 87, [0r, [0t, 0r]] ~ [0, dr] do not, in general, hold automatically
(they only seem to hold automatically if we are lucky enough as to have [d, d,] ~ J,,); hence one must impose them.
Yet, once imposed, these two proportionality relations ensure that further iterated Lie brackets do not yield any new
constraints.

This way, we have proven the necessity of the latter part of condition I.b) in Theorem 4 . The next step is to take
the solutions we found as ansatzes and explicitly find the solutions of the remaining equations §;L = 0, (36), and
0L =0, (37). This will provide necessary and sufficient conditions.

Before we do so, let us summarize what we have found so far. For a spherically symmetric, non-Riemannian Berwald
Finsler manifold, the Finsler function (if any) must be of one of the three kinds:

1. L=u?Z(t,r,2), 2z =v/u?, D #0, [§;,5,] not proportional to
E(t, 7, 2) = p(t,r)(Dz + E)D. (97)
2. L=u?=(t,r,2), z=v/u?, D=0,E #0, [0;,9,] not proportional to
2(t,r,2) = o(t,r)e . (98)

3. L=u’Z(t,r,2), z=v/u?, D= E = F =0, then [§;,,] = ady,, and Z(t,, 2) is arbitrary.

5. The t- and r-equations

In this section, we will solve the remaining equations §; L = 0 = §,.L, for L of the form L = u?Z(t,r, z); an important
simplification will be achieved by employing the necessary relations (69)-(71) between different curvature coefficients
given by Lemmas 6, 8 and 9.

To evaluate these equations for L = u?Z(z) we use (64) and

GtL = —quEata + UQatE + 0.2 [TQ (atc + 2@6,5[)) + 27u (&gb + z@ta)] s (99)
Oy L = —2/u=0,a + u*0,Z + 0.2 [? (0rc + 2a0,b) + 2ru (8,b + 20,a)] . (100)

Combining all the terms, the equations can be grouped as follows

5L =0 Pii? +2Qi7u+ Riu®> =0 (101)
6. L =0 < Poi? +2Qoru + Rou® = 0. (102)

where P;, Q;, R;,i = 1,2 are functions of ¢, and z only. Thus, each of these coefficients must vanish separately.
Reading of these coeflicients from the equations yields:

Py, = 0,E[0rc + 2a0:b — 2b (k2 + k1a) — 2 (ke + ksa) (¢ + ab) 4+ 2ks (2ab+ ¢)] ,

Py, = 0,E[0rc + 2a0,:b — 2b (k3 + kea) — 2 (ks + kea) (¢ + ab) + 2kg (2ab + ¢)] ,

Q1= 0.2{z[0ra — a (ke + kaa) + (k2 + k1a)] + [0t — k1b — (ke + kaa) b — ky (¢ + ab) + 2kgb]}
+E[-0a+ a (ke + kaa) — (ko + k1a)] ,

Q2 = 0,2{z[0ra — a (ks + kea) + (k3 + k2a)] + [0rb — kob — (k5 + kea) b — ke (c + ab) + 2kob]}
+ ZE[—0ra + a (ks + kea) — (k3 + k2a)],

Ry = O, + 0.5 [z (2k1 — 2kaa — 2ks) — 2kab] + E (2ksa — 2k1) ,

Ry = 0,5 + 0.5 [2 (2ks — 2kea — 2kg) — 2keb] + = (2kga — 2ks) .
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Employing the definition of a, b and ¢, see (60), P1, P2, @1 and Q2 can be expressed in terms of the curvature coefficients
(A2) as:

k%opl = 0.E [—askr + agks — agkio + arko] , (111)
k30 Py = 0.2 [—aiokr + aroks — a13kio + aiko] , (112)
I{Z%OQl = GZE [Z (a7k:7 — aﬁklo) + (agklo — a7k/’8)] —= (a7k7 — a6k10) N (113)
k30Q2 = 0,Z [z (a11kr — arokio) + (a12kio — a11ks)] — Z (a11kr — arokio) - (114)

Lemma 10 If the consistency conditions (69)-(71) hold, then the equations 6:L = 0 = §,L are equivalent to
8(In=) = M — 9,(In =) (Mz - 2k4b) : (115)
9,(InZ) = N — 8,(In =) (Nz - 2k6b) : (116)

with

M :=2(ky — kga), M :=M — 2kg, (117)
N :=2(ky — kea), N :=N —2kq. (118)

Proof of Lemma 10. The proof is straightforward. Using (69)-(71) in (111), (112), (113) and (114) one finds that
the relations P, = P» = (1 = Q2 = 0 are identically satisfied. The remaining equations then are Ry = Ry = 0, which
are precisely (115) and (116) as can be seen by comparison with (109) and (110). m

The abbreviations M and N are convenient since

1 1, - _ " .
F=Z@0N=0,M), D=3(0N-0,M), E=blkeM —kiN)+(ksb) — d(kb). (119)

Having done this preparatory work, let us consider the different possible classes of solutions identified by Lemma 8.

2

[1]

1. Power law solutions: L = u?=(z), z = v/u?, with

(1]

(t,r,2) = o(t,r)(E + D2) = 9(t,r)(z + p) . (120)

These were obtained as solutions of the curvature constraints, in the case D # 0, [J¢, 0] not proportional to d,,.
Also, we have set A = %, factored D* and absorbed the appearing powers into ¢ = ¢ D* and p = %.

In the following, we will use the above as an ansatz for the remaining Berwald conditions, i.e., for (115) and
(116). Employing (120) in (115) and (116), multiplying by a factor (z 4+ p) and applying two derivatives w.r.t.
z on the equations implies that

OA =0\ =0. (121)

Thus, the fraction A = % must be a constant, independent of ¢ and r. But, these conditions are automatically

satisfied. To see this, we first note that equation d;A = 0 is equivalent to:

1
k? <A1a5 — A5a1 + k—a3a5 (a6 - aa7) - Ba5k4 + a(a3A5 - Agas)) = 0, (122)
10

then, Lemma 6 ensures that ag — aay = 0, Lemma 8 tells us that B = 0, whereas, by Lemma 9, we have
Ajas — Asa; = 0,a3A5 — Aszas = 0. The identity 0,A = 0 follows in a completely similar manner.

Using A = const., and observing that all the involved functions are independent of z, it follows that the
coefficients of the different powers of z in (115) and (116) must vanish separately. This yields:

d(n9) =M —AM, 9.(In9)=N — AN, (123)
and:

pO(Ind) + Apy = Mp +2Xksb,  p0r(In?) + Ap, = Np + 2Xkeb, (124)
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The fact that A\ = F/D, together with (119), ensure that 8,,(M — AM) = 8;(N — AN), that is, the consistency
of equations (123) which thus determine ¥ as:

9(t, ) = exp (/(M - )\M)dt) = exp (/(N - )\N)dr) . (125)
Substituting the found solution into the second one, we obtain for p the equations
Oup=2ksb+ Mp, 8,p=2ksb+ Np. (126)

But, p is already known, as p = E/D. Substituting this value into the first equation above, using the definitions
of B,C, D, E,F, M and the expressions of the derivatives a;; in terms of the double Lie bracket coefficients A;,
we find that this is actually, equivalent to:

(agk/’lo — a7kg) a3(a1 + a5) + ag (a6k:8 — agk/’7) (127)
+I€4I€%O(CD — BE) + bk1g (A1a3 — Agal) + bk1g (A3a5 — A5a3) =0; (128)

the first two terms vanish by Lemma 6, the third one, using B = C' = 0 (by Lemma 8) and the last two ones,
by Lemma 9.

Conclusion 11 (Power law) Assuming all the conditions in Lemmas 6, 8 and 9 are satisfied, then A\ :== F/D
is a constant and the pseudo-Finsler function L = u?Z defined by (120) (with 9 defined by the integral (125) and
p=E/D) is of Berwald type, with canonical connection T'. Thus, we proved statement II.1.i.) of Theorem /.

. Exponential solutions: L = u?Z(z), z = v/u?, where:
2(t,r,z) = (t,r)e’ " . (129)

These were obtained for: D =0, E # 0 (thus b # 0 and a3 # 0), [0t, §,] not proportional to dy,.
Evaluating the system A = B=C = D =0 from (75) and solving it for a1, as, a4, one immediately finds:

2ab+c=0, a1 =aas+as, as=—a%as, a4s= —aas+ as. (130)

We are now ready to plug the ansatz (129) into the remaining Berwald conditions (115) and (116). Doing this
and realizing that the coefficients in front of the different powers of z need to vanish individually, the resulting
equations are (setting F/E =: )

Olnp=—M, Orlnp=—N, (131)
OrIngp = M + 2ksbp, OrInp =N + 2kebp . (132)

This system turns out to be always consistent due to u = F/E, D = 0 and the relations (119), as follows. First,
we note that u = F'/E satisfies the two relations (131) identically; then, using (131) and the last equality (119),
we find that (132) consistently determines ¢ as a function of ¢ and r from the connection coefficients, more
precisely:

o = eJ M+2kabp)dt _ o [(N+2kebw)dr . /R (133)

Conclusion 12 (Exponential solutions) Assuming all the conditions in Lemmas 6, 8 and 9 are satisfied,
then, pseudo-Finsler functions L = u?Z given by (129), with u = F/E and ¢ defined by (132), are of Berwald
type, with canonical connection T'. Thus, we proved statement I1.1.ii.) of Theorem 4.
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3a. Arbitrary = ([ds,0,] = ady): L = w’E(t,7,2), 2 = v/u*, D = E = F =0,b=0and ¢ = 0. Thus:
[6¢,6,] = a(t,r, t,7,w)dy, ks = kg = 0 and z = —w?/u? and Z(t,r, 2) is arbitrary so far.

Since kg = kg = 0 we have that M = M and N = N and the Ansatz = = z¢ transforms (115) and (116) into:
0§+ M20.£ =0, 0,£+Nz0.(=0, (134)

with integrability condition 8, (Mz20,£) = 0;(Nz0.£). But, a quick calculation shows that this is equivalent to
either 9, = 0 (which leads to a pseudo-Riemannian L and is thus discarded), or

M — N =—2F=0. (135)

This equation is identically satisfied. On the given domain, therefore there exist a function f(¢,r) such that
M = 0;f and N = 0, f. Thus, the general solution of the remaining §; and d,- equations is, in this case:

B(t,r, 2) = 2€(ze B (136)
Conclusion 13 (Arbitrary = ([0¢,0r] = ady):) Gven A=B=C=D=E=F=0andb=c=0, then
L=u’Z = —w?(q), q= _Y ) (137)

is of Berwald type, where f = fC(Mdt + Ndr) and C is an arbitrary path from any point to, o to (t,7). Thus,
we proved statement I1.2.i.) of Theorem /.

3b. We directly jump to the conclusion here, since for this case all derivations have been done already.

Conclusion 14 (Arbitrary = ([0, 6] = 0):) L = u?Z(t,7,2), 2z =v/u?>, D =FE =F =0, b and ¢ are not
both vanishing, then [0t, 6] = O identically. As already discussed in point 3 of Lemma 8, in this case there exist
coordinates t and T such that §; — 0; and 6, — Oz. Thus, in these new coordinates, L will be of the form

Lt 7. w) = ut, #,w)E(=(E 7, w)), (138)
independent of t and 7. Thus, we proved statement I1.2.ii.) of Theorem 4.

The identification of these four cases concludes our discussion of spherically symmetric the existence of Finsler
manifolds of Berwald type, with connections for which é,, is a nontrivial differential operator. We saw that for this
case, non-Riemannian pseudo-Finsler structures of Berwald type exist and that they can be nicely classified into the
four cases we listed.

B. Case 2: Trivial w-equation

The second major case we still need to discuss is the case when §,, = 0, i.e. if in addition to k11 and ki2, we also
have:

kr =ks =kg=kio=0. (139)

This immediately implies for the curvature components, see (A2),
as=ag=..=a3=0, a4=1, (140)
which means that (55) and (56) are also trivially satisfied. The constraints which can still be nontrivial are (54) and

the iterated Lie bracket ones (57) and (58).
To find Berwald Finsler functions in this case, we again distinguish two subcases, namely if [d;, d,,] vanishes or not.
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1. [5,5,5»,«] = 0

This case is fairly simple. In addition to (139), as discussed previously in case 3. of Lemma 8 and Conclusion 14,
there exists a coordinate change (¢,7) — (£,7) in which the ¢ and 7 equations (36) and (37) reduce to 9;L = 0:L = 0,
meaning that any function L with no dependence of  or 7 solves the Berwald conditions.

Note that, in these new coordinates, all coefficients k; need to be zero, since §,, = 0, §; = 0; and 0z = Oy, and so
the only nonvanishing connection coefficients are

N®y = dcoth, N9¢:gf)cosﬁsin9, N¢¢:écot9. (141)
These are precisely the Levi-Civita connection coefficients of the metric w on the 2-sphere.
Conclusion 15 (No ¢t and r dependence:) Any Finsler Lagrangian
7 w
i

L =1Z(p,s), p=7 =7, (142)

defines a Finsler manifold of Berwald type, for E being an arbitrary function of p and s. Thus, we proved statement
1. of Theorem 5.

2. [6,6,] #0

If [+, 0r] # 0, then we still have to solve the curvature constraints (54), (57) and (58). Since as = 0 (and using the
expressions of As and Bj in Appendix A), they are all of the form

(X1t + Xor)O L + (X3t + X47)0,L =0, X € {a, A, B}. (143)

Interpreting this system of three PDE’s as algebraic system of equations in O, L and &L, we can only find a nontrivial
solution if all of these equations are proportional, that is:

[6ta [6ta 67‘]] ~ [6ta 57‘] ) [67‘) [6ta 67‘]] ~ [6ta 67‘] (144)
Sorting this requirement according to the powers of ¢ and 7, we find the constraints:

Ag(ll = A1a3 A4a2 = A2a4 A3a2 - A2a3 - A1a4 + A4a1 = 0
Bg(ll = B1a3 B4a2 = Bga4 Bgag - B2a3 - Bla4 + B4a1 =0. (145)

Assuming these conditions are satisfied, all the equations (143) are, actually, equivalent. Thus, it is sufficient to
solve:

(alf + agr')G'tL + (a3i + a47‘)5TL =0, (146)
explicitly.
Introducing the new variables
I (20!
pf;, u=te (147)
with
(a1 + azp)
I(t,r,p) = / d 148
(t,7,p) (@or? — (a1 —anp —ag) P (148)

and using (¢, 7, u, p, w) as independent variables in (146) we find that for being Berwald, L must necessarily be of the
form

L(t,r,t,7,w) = Z(t,r,u,w). (149)
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Furher, we insert the solution of the constraints equation into equations (36) and (37) to obtain

L=0 & O0ZE+Kud,ZE=0, (150)
6L=0 < O,E+Tud,=2=0, (151)
with
K = oI — (k1 + kap) + (k1p + kop® — kg — kep)Op1 , (152)
T =20.1— (kg + kgp) + (kzp + k3p2 — kg — k4p>apl. (153)

Since Z and 9, = are independent of p, the equations (150) and (151) imply 9,K = 0 = 9,T. Using (148) one finds,
by direct inspection, that these conditions are the same as (145) and thus satisfied. Hence, we can conclude that

K=K(tr), T=T(r). (154)

Also, the integrability condition 9,.(K9,E) = 0¢(T9,Z) of (150) and (151), (which reduces to 9,K = 0;T by using
the u-derivative of (150) and (151)), is identically satisfied by virtue of (145). The proof is straightforward using the
definition of K and T and the definition of the coefficients a;, A; and B; in terms of the connection coefficients as
displayed in Appendix A.

The general solution of (150) and (151) is now easily obtained as

E(t,ru,w) = §(ue” %, w), (155)
where ¢ is a solution of the system
Op=K, Op=T. (156)

Finally, using the 2-homogeneity of L, we can deduce the following.

Conclusion 16 (Arbitrary =: Case 3) Given d,, is trivial and [0t, ;] # 0, such that [0, [0+, 6;]] ~ [0t, 0], [0r, [0, 0r]] ~
[0¢,0.], then

fel—» (a1 + asp)
L =w? = I= . 1
wi(a), a=——, / (@ (a1 —an)p as)dp ; (157)

where § is an arbitrary function of q, ¢ = [(Kdt +Tdr) and C is an arbitrary path from any point (to,ro) to (t,7),
defines a Finsler manifold of Berwald type. Thus, we proved statement 2. of Theorem 5.

V. CONCLUSION

We classified all 4-dimensional SO(3)-spherically symmetric, non-Riemannian pseudo-Finsler functions of Berwald
type in the Theorems 4 and 5: there exist 6 such classes. Moreover we presented a further simplified version of
the necessary and sufficient condition for a pseudo-Finsler space to be of Berwald type in Theorem 2, which we
used to prove the classification. Our findings extend the classification of pseudo-Finsler spaces of Berwald type from
homogeneous and isotropic symmetry [32].

We did not discuss the signature properties of the Finsler metric in all of our findings, i.e. they hold for positive
definite Finsler spaces, as well as Lorentzian Finsler spacetimes. For future applications we mainly have the latter
case in mind.

The next step in this research program is to use the forms of the Finsler Lagrangians (42), (44), (46),(48), (49) and
(50) as ansatz to:

e construct spherically symmetric unicorn Finsler spacetimes;

e solve Finsler gravity equations to derive the gravitational field of Black Holes, and astrophysical compact objects
such as ordinary and neutron stars described as kinetic gases.

A further future research direction is to consider the affine connection and the Finsler Lagrangian as independent
variables and find solutions to the Palatini type Finsler affine gravity field equations suggested in [46], in spatial
spherical symmetry.
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Appendix A: The curvature components and their derivatives

Important necessary conditions for a Finsler manifold to be of Berwald type can be deduced from its curvature and
derivatives thereof, see (54)-(58). Here, we display the curvature components in terms of the connection coefficients
kq(t,r) and their derivatives.

The coefficients of the Lie brackets [d,, ], where a € {t,r,0,$} are defined by the curvature coefficients of the
connection

R%. =0.N% — 0y N*. = 0. N, — NdcédNab — O N, + NdbédNac.

A direct computation gives

R, = alf.—i— asi  RT,,. = a31€.+ asi R, = ash RY,. = asp
R, = agh R",y = az0 RY% = agt + agr R =0
R, = a6¢.sin2 0 R, = a7gb.sin2 0 R, =0 R, = agt + agr (A1)
R, = aiof R, = a1 RO, =apt+azr RY,=0
Rtw = ajp¢psin® 6 R, = aj1psin? 6 Rew =0 R%,., = a1t + aysr
Rly, =0 Ry, =0 RY, = —anpsin®0 RY = awl,
where the coefficients a; are functions of ¢t and r given by
ay = ki — ko + k3ky — koks ,
ay = ko, — kat + ks + kake — kiks — kaks ,
a3 = kar — ke + kike + kaks — koks — k¢,
ay = ke — ks, + kake — ksky ,
as = kg — kot ,
ag = —kv 4 + krks — kik7 — kak1o,
a7 = —kio,t + kskio — kak7 — kekio , (A2)

ag = —ks,t + kiks + kakg — k2 |

ag = —kg,; + kaks + keko — kgky ,
aro = —krr + krko — kokr — kskio,
a11 = —kio,r + kok1o — kek7 — kskio ,
a12 = —kg r + koks + keko — kgko ,
a13 = —ko,r + ksks + ksko — kg ,
a1g = 1+ krks + kokio -

Observe that in general as = ag — a1z holds, as can be seen from the expressions above.

Moreover, the Lie brackets between §,, and d; or §, can be expressed in terms of these coefficients, as a direct
calculation shows

[0, 0] = agwd + arwd, + (agt + agr)Oy , (A3)
[6111; 6r] = alowét =+ allwér =+ (a12t. =+ algf)aw . (A4)

The double Lie brackets [0, [0¢, §,]] and [d,, [0+, d,]] are obtained by direct computation as:

[0¢, [6¢, 6] = (At + Aor) Oy + (Ast + As7) Or + Asw0y,
[0, [0¢,0,]] = (Bii + Bar) Oy + (Bst + Buit) 0, + Bsw,,
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where:
A1 = (a1 + asks — azks)
Az = (a2t + agks — a1ks + asks — agks) ,
Az = (a3t — azky + a1ks — asks + asks) ,
Ay = (a4, + a2kq — asks) ,
As =asy, (A5)
By = (a1, + agks — azke) ,
By = (a2,r + a2ks — arks + asks — asks) ,
Bz = (a3, — azkz + a1k — aske + azks) ,
By = (a4, + azke — asks) ,
Bs = a5, .
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