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Abstract

Dynamical black holes in the non-perturbative regime are not mathematically well un-
derstood. Studying approximate symmetries of spacetimes describing dynamical black holes
gives an insight into their structure. Utilising the property that approximate symmetries
coincide with actual symmetries when they are present allows one to construct geometric
invariants characterising the symmetry. In this paper, we extend Dain’s construction of ge-
ometric invariants characterising stationarity to the case of initial data sets for the Einstein
equations corresponding to black hole spacetimes. We prove the existence and uniqueness of
solutions to a boundary value problem showing that one can always find approximate Killing
vectors in black hole spacetimes and these coincide with actual Killing vectors when they are
present. In the time-symmetric setting we make use of a 2+1 decomposition to construct a
geometric invariant on a MOTS that vanishes if and only if the Killing initial data equations
are locally satisfied.

1 Introduction

For a generic initial data set of the vacuum Einstein field equations an important question is
whether the development of this initial data set possesses a Killing vector or symmetry. This
question first arose in the study of linearisation stability [16] and is of utmost importance as
symmetries greatly simplify problems in all fields within General Relativity. Moreover, some of
the most important solutions to the Einstein field equations admit a number of symmetries. In the
context of the initial value problem of General Relativity, the existence of continuous symmetries
is characterised by solutions of the Killing initial data (KID) equations [5] —see also [I6]. The
KID equations are a system of overdetermined equations for a scalar and a 3-vector on the initial
data set such that, if a solution exists, the development of the data will have a Killing vector with
lapse and shift at the initial hypersurface given by the scalar and vector, respectively. In fact,
these equations also have a deep connection with the ADM evolution equations and the adjoint
linearised constraint map D®*, as described in Section 2

As already mentioned, the condition that a spacetime (M, g) possesses a Killing vector is en-
coded in the initial data by the Killing initial data (KID) equations. This holds, in particular, for
time translations. Given the role that stationary solutions have in the mathematical description
of isolated bodies, it is natural to attempt to quantify the deviation of a given initial data set
from that of a stationary one. In [I2], the notion of an approzimate Killing vector was introduced
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as a solution to a fourth order, self-adjoint, elliptic partial differential equation whose solution
implies the existence of a geometric invariant which allows one to identify static initial data. This
idea was developed and extended in [I7] to the non-time symmetric case —thus allowing for a
characterisation of stationary data sets. In these works the approximate Killing vector equation
was solved on the whole of an asymptotically Euclidean 3-manifold. That is, the only boundary
conditions prescribed in this analysis were those associated to the asymptotic ends. As such, this
approach does not allow to encode the presence of a black hole.

The purpose of this article is to extend the results of [I2] and [I7] to incorporate not only
asymptotic conditions but also an inner boundary that corresponds to the boundary of a black
hole. This boundary will be a 2-dimensional surface that encodes the presence of a black hole in
the evolution of the initial development. This is accomplished by the condition that the surface
is a marginally outer trapped surface (MOTS), sometimes referred to as an apparent horizon.

The main result of this paper is contained in the following theorem.

Main Result. Let (S, hij, K;;) be a complete, smooth asymptotically Euclidean initial data set
for the BEinstein vacuum field equations with one asymptotic end. Given smooth fields f, g, f*
and h' over OS, then there exists a solution (X, X?) to the approzimate KID equation boundary
value problem

9’0@*(‘)():0 on S,

Xi
Xlas = f,
ApXlas = g,
X'os = f*,

= Xlos = 1,
such that on the asymptotic end, one has the asymptotic behaviour

X = Az|+9 ¥ € Hyy,
X' e HY,

where \ is Dain’s invariant —i.e. if the data is stationary in the sense of Definition [d then A
vanishes.

The generality of the boundary values in this theorem is exploited in order to choose physically
relevant values of the fields. The construction of the boundary values is clearly non-unique due
to the arbitrariness of the fields. We consider the decomposition of the Killing initial data (KID)
equations onto S and investigate how much of the KID equations one can solve on this surface.
Integral to this construction is the use of the MOTS stability operator [2]. In this manner,
in the time symmetric setting, we incorporate the condition that the MOTS propagates into
the evolution of the initial data in the boundary conditions of the approximate KID operator.
However, in the non-time symmetric case, how one should incorporate the stability of MOTS is
much less obvious.

In addition to the main theorem above, in the time symmetric setting, we also construct a
geometric invariant on the surface S that vanishes if and only if the KID equations are solved
there. This result is contained in the following theorem and proved in Section

Theorem. Given a time symmetric initial data set and a MOTS the KID equations give rise to
the elliptic equation on 0S

1 o
ARN — (7 + K1) N = 0.



For a stable MOTS the unique solution is N = 0. Furthermore, using the evolution equations one

obtains
ApN =N =0, on 0S.

Then the KID equations are satisfied on 0S if and only if w = 0 where
w= [ IRPDNP,
oS
with |K|?> = Kp,KP? and D+ = p'D,;.

Outline of the article

The paper is organised as follows: in Section [ the approximate Killing initial data equation
(AKE) is constructed as in [I7] and [I2]. In order to make sure that a suitable boundary value
problem is constructed, natural boundary operators are constructed using the Green formula. The
compatibility of the boundary operators and the AKE are then verified using the Lopatinskij-
Shapiro condition. Section [B] comprises the main result of this article, namely, the existence
and uniqueness of the AKE with inner boundary conditions. In Section M we investigate and
derive the decomposition of the KID equations into components tangential and normal to the
inner boundary surface. Finally, in section Bl we prove existence of solutions to the tangential
KID equations and give a construction of a geometric invariant that vanishes only when one
has a Killing vector. In Appendix [A] we present the Green formula for the approximate KID
operator, in Appendix [Bl we show the full derivation of the solution to the ODE arising from the
Lopatinski-Shapiro condition and in Appendix [C]l we derive the decomposed components of the
KID equations normal and tangential to 9S.

Notations and Conventions

The indices, a,b,c, ... are spacetime indices, i, j, k, ... are indices on an initial 3-dimensional hy-
persurface, & with metric h;; and unit normal n® The indices A, B,C,... are indices on a
2-dimensional surface ¥ with metric hp and unit normal p' embedded in the 3-dimensional sur-
face. The induced covariant derivative on S is D; and on X is D4 We use the positive convention
on the extrinsic curvature, that is, Ka = +he hy?Veng for the extrinsic curvature of S and
I_(ij = +ﬁikﬁj1kal. In the latter sections of the paper, we will make use of Gaussian normal
coordinates on 2-dimensional surfaces, that is the acceleration of the foliation vanishes —in other
words, a; = 0.

2 The approximate Killing vector equation

In this section, we develop the theory of the approximate Killing vector equation and introduce
some compatible boundary operators. The first part of this section was developed in [17].

2.1 The approximate Killing operator

Denote an initial data set of the vacuum Einstein field equations by (S, hij;, K;j) where S is a
3-dimensional manifold, h;; is a Riemannian metric on & and Kj;; is a symmetric rank 2 tensor
satisfying the vacuum Einstein constraint equations

r+K? - K;KY =0, (1a)
D'K;; — D;K = 0. (1b)



We refer to equations (Tal) and (D) as the Hamiltonian and momentum constraints, respec-
tively. In the above expressions D; denotes the Levi-Civita connection of the metric h;j, r is the
associated Ricci scalar and K = K;;h".

In the sequel, we will be particularly interested in initial data sets whose development is
endowed with a Killing vector. At the level of the initial data set, this property is encoded
through the existence of a solution to the Killing initial data (KID) equations.

Proposition 1. (Killing initial data (KID) equations.) Let (S, hqj, K;j) be an initial data set for
the vacuum Einstein field equations. If there exists a pair (N,Y?) such that
NEKij + DYy =0, (22)
N¥DyKij + DiN*Ky; + DiN*Ky, + D;D;N = N (ri; + KK;; — 2Ky K}),  (2b)
then the development of the initial data is endowed with a Killing vector and (N,Y?) are the lapse
and shift of this Killing vector at S.
A proof of this result can be found in [6].

Following [17], we write the constraint equations ([al) and ([IL) as a map, ® : My X Ty — S X X,
where 9y is the space of 3-dimensional Riemannian metrics, T, is the space symmetric 2-tensors,
& the space of scalars and X is the space of vectors on S:

(I)(hij)i(T-i-KQ—Kinij)
;) ~\ DiK,; DKk )

Linearising and finding the formal adjoint of this linearisation through integration by parts yields

D‘b*( X ) _ ( DiDijXTij 7AhXhij+Hij ) (3)

X; DXy — DEXyhiy + Fy
where H;; and F;; are as in [17].

Remark 1. A calculation shows that having a solution (X, X;) to D®*(X, X;) = 0 is equivalent
to (X, X;) satisfying the KID equations —see e.g. Remark 2 in [I7].

The above remark gives the motivation behind the following definition:

Definition 1. For the operator &2 o Z* : & X X — & X X, the equation

909*(;2):0 (AKE)

where this operator is given by

20, ARX — DD X + 2rAp X + %DiTDiX + (_%Ahr + 1) X
P o P* ( ))(( ) = +D'D/ Hy; — ApHy* —r Hij + H

DjAhD(in) + DiAthXk + DjAhFij — DiAthk — E

H=2(KQ—-K7Qy)+2(KNK, — KK7)y;,

F, = (D;K" — D*K7;) 36 — (K*D7 — $K" Dy) 351 + 5 KDy
’71']‘ = DlDJX — XTij — AhXhij + Hij

Qij = —An(DXj) — DFXyhi; + Fyj)



Hij = 2X (K" Kj, — KKij) — Kp;Djy X" + 3 K;;Dp X" + 1Ky D" X'hij — 3XP Dy K + 3 X5 Dy K hy;

is the approximate Killing vector equation (AKE). A solution (X, X;) to this equation is called
an approximate Killing vector.

Remark 2. Following from Dain, [12], every approximate Killing vectors corresponds to one of
the ten Killing vectors in flat spacetime. In the following, we focus on the approximate killing
vectors that correspond to the Killing vector associated with time translations in flat spacetime.
This analysis could be extended to the other Killing vectors corresponding to spatial translations,
boosts and rotations.

Remark 3. When the initial data is time symmetric, that is K;; = 0, the AKE simplifies to

(280 ALX — I DD X 4 Lriri X

(X
P (Xi)*( DIALDX,) + DiA DM X, ) @)

where we have used the constraint equations in this case to set 7 = 0. Note that under the assump-
tion of time symmetry, these equations decouple from one another and can thus be considered as
two separate equations: one for the lapse X and one for the shift X;.

We have the following important properties of the AKE operator:
Lemma 1. The operator &2 o 27* as defined above is a self adjoint, fourth order elliptic operator.

A proof of this result can by found in in [I7]. In order to discuss the solvability of the (AKE]),
we will need to introduce weighted Sobolev spaces and the notion of an asymptotically Euclidean
manifolds.

2.2 The Approximate Killing vector equation on asymptotically Eu-
clidean manifolds
In this section, we summarise the results of [I7] for the solvability of the AKE on asymptotically

FEuclidean manifolds. We make use of weighted Sobolev spaces to discuss the decay of various
tensor fields on the 3-dimensional manifold S.

2.2.1 Weighted Sobolev spaces and asymptotically Euclidean manifolds
We begin with the definition of a weighted Sobolev space, Hj':

Definition 2. Given points p,xz € S, let s be a non-negative integer and 6 € R. The weighted
Sobolev space denoted by Hj consists of of all functions, u, such that the weighted Sobolev norm
is finite

lullss = D 1D ulls—ja < o0

0<al<s

where a = (o, a2, a3) is a multiindex and the norm in the summand is the weighted L2-norm

l1olls = (/S |¢|20_26_3d3x>1/2

with o(x) = (1+d(p,x)?)'/? and d denotes the Riemannian distance on S. One says that u € Hg°
if w e H§ for all s.

Remark 4. We follow Bartnik’s conventions [3] for the weighted Sobolev spaces and norms. Note
also that we are slightly abusing notation since these norms seem to be dependent on p. However,
different choices of p give rise to equivalent weighted Sobolev norms, see e.g. [3, [9]. Thus, we
denote these norms with the same symbol.



Using these weighted Sobolev spaces, we are in a position to discuss the necessary fall-off
conditions in order to form an asymptotically Euclidean manifold. Consider an initial data set
(S, hij, K;j;) for the Einstein vacuum field equations that has n asymptotically Euclidean ends.
That is, there exists a compact set B such that

S\B= Zs(k)
k=1

where S are open sets diffeomorphic to the complement of a closed ball in R3. Each Sy is
called an asymptotic end. On each of these ends one can introduce asymptotically Cartesian
coordinates x = (x*). The definition of an asymptotically Euclidean manifold is then defined on
these ends.

Definition 3. The 3-dimensional manifold S is called asymptotically Euclidean if on each asymp-
totic end one has that

hozB - 6045 S Hiola
2
Kap € HS.

2.2.2 Green’s Formula and the Fredholm alternative

Green’s formula will be fundamental to the choice of boundary operators in constructing the
boundary value problem for the (AKE]). In this section, we outline the basic theory of Green’s
formula and use this to motivate the Fredholm alternative. The latter will be necessary in proving
the main theorem.

Green’s formula of an elliptic differential operator &7 arises when considering the formal ad-
joint &7* of o [I8, 13]. Let Q be a bounded smooth domain in R™. For all u,v compactly
supported in 2, the formal adjoint is defined through

/v-ﬂudu:/u-ﬂ*vdu.
Q Q

The adjoint is calculated by performing integration by parts. If we now consider u,v to be not
compactly supported on €2, performing integration by parts yields boundary terms. The resulting
relation is known as Green’s formula for <

/(v-ﬂu—u-%*v)duzj{ v-PBu—u-TvdS
Q 19)

where 7 and £ are differential boundary operators. In order to formalise this discussion, we first
define a Dirichlet system.

Definition 4. Let I" be a subset of 0S). The boundary value operators b?‘(m, D), j=1,...,n and
a=1,...,N is the number of equations, form a Dirichlet system on I' if and only if

i. The order, m§, of b§ is such that m§* #m§ for i #j=1,..,n,

it. The symbol of the operator o; (m,g) #0Vaxel and 57& 0 and is normal to 052 at x,

wi. For each «, the orders m$ run through all numbers 0,1,...,n—1 (without loss of generality

m§ =j— 1). The number n is called the order of the Dirichlet system.

A set of boundary value operators satisfying only points 1 and 2 above is said to be normal.
Then Green’s formula can be expressed as the following;:



Proposition 2. Let .o/ (x, D) be an elliptic operator on Q and b (x,D), j=1,....,m,a=1,..,N,
be a normal boundary value system on OS). Then on OS2 one can find another boundary value
system S7, j =1,...,m, a=1,.., N, with orders u§ < 2m —1 so that {b, ... St .., SNV isa
Dirichlet system of order 2mN on 8QE| Additionally, one can construct a further 2mN boundary
value operators B;O‘,TJO‘, 7 =1,...,m with the properties:

1. The orders of B;-O‘ and T? are gwen by 2m — 1 — u$ and 2m — 1 —m§, respectively.

ii. The set {By', ..., BN T ... TNV is also a Dirichlet system of order 2m on 0.

1. We have Green’s formula:

m N
/( cdu—u- v ZZ% u- Bfv —bfu-T)'v)dS. (5)
Q SasiJon

Thus, the operators arising in Green’s formula are the natural boundary operators to consider.
The above discussion generalises to operators over a manifold.

In the sequel, we will need to make use of the Fredholm alternative for elliptic operators acting
between weighted Sobolev spaces which relies on the asymptotic homogeneity of the approximate

Killing operator. We outline the notion of asymptotic homogeneity here. In local coordinates on
S, the (AKE) can be written as

Lu = (AP 1+ a*P%) . 9,050,05u + a7 - 9,050 u + a*? - Dpdpu + a® - dpu+a-u =0,

where u : S — R* is a vector valued function over S, A*?7% are a constant matrices, while
a®B79 q®87 q*f a* and a are smooth matrix-valued functions of the coordinates (). Then
Z is asymptotically homogeneous if the matrix-valued functions belong to the following weighted
Sobolev spaces

a®f e H*® a*f"c H®,, a** € H®, a®cH®, acH>,
for 7 < 0, see [7 [14]. With this definition, we can classify the asymptotic homogeneity of the
approximate Killing operator in local coordinates.

Lemma 2. If the 3-dimensional manifold S is asymptotically Fuclidean as in Definition [3 then
& is asymptotically homogeneous with T = —1/2.

We will make use of the following form of the Fredholm alternative, as proved in [I8] (see also
I7)):

Proposition 3. Let £ be a fourth order asymptotically homogeneous elliptic operator over a
smooth domain 2 with smooth coefficients and let b, i = 1,2, o = 1,..., N, be smooth boundary
operators on 0S). Given some non-negative integer (5 the boundary value problem

Lu=f in Q
biu = gi

: on 0N}
bYu = g3’

where f,gi,...,gY € HY , possesses at least one solution w € Hy if and only if

2
/f vdu+z
J=1

IThe choice of SJQ is not unique.

N
Z/ g;" - Tj'vdo =0 Vv € N*
o

a=1




where T; are the boundary operators coming from Green’s formula and N* is the space of solutions
to the homogeneous adjoint boundary value problem

L*v =0 mn
Bllv=0

: on 0f)
BiNv =0

forv e H) ;. &* denotes the formal adjoint of .

2.2.3 Existence of solutions to the AKE on asymptotically Euclidean manifolds

The notion of approximate Killing vectors and approximate symmetries was introduced by Dain
[12]. For time symmetric initial data it was shown that:

a. every Killing vector is also an approximate Killing vector;

b. for generic initial data that admits no Killing vector (i.e. no solution to the KID equations)
there always exists an approximate Killing vector;

c. every approximate Killing vector can be uniquely associated with a Killing vector in flat
spacetime.

An invariant denoted by Ay was also constructed on each asymptotic end such that Ay =0
if and only if the initial data is stationary in the sense of the following definition:

Definition 5. An asymptotically Euclidean initial data set (S, hij, K;j;) is called stationary if
there exists non-trivial (Y,Y;) € H% such that
2

(Y
gz(yi),o_

Moreover, if the initial data is also time symmetric, i.e. K;; = 0 then, if the above condition
holds, the initial data is called static

The above results were extended in [I7] to the non-time symmetric setting. We state the main
theorem (Theorem 1) of this work here, without proof:

Theorem 1. Let (S, hij, K;j) be a complete, smooth asymptotically Euclidean initial data set for
the Einstein vacuum field equations with n asymptotic ends. Then there exists a solution (X, X?)

to the AKE,
P o P* ( ))((Z ) =0,
such that at each asymptotic end one has the asymptotic behaviour
Xy = Ayl + I (), Dy € H%’O,
Xy € He,

where Ay, k = 1,...,n, are constants and Ay = 0 for some k if and only if (S, hij, Ki;) is
stationary in the sense of Definition[d Moreover, the solution is unique up to constant rescaling.

2Note that this condition is equivalent to the KID equations due to the fall off on (Y,Y;). See Remark (6) in

[17].



Remark 5. In the following work, we restrict to one asymptotic end with one inner boundary.
This can be extended to one asymptotic end with multiple inner boundaries corresponding to
spacetimes with multiple black holes.

The goal of the present work is to extend this theorem to include inner boundary conditions on
S. To do this, it is important that the constructed boundary value problem is solvable and that
the boundary 2-dimensional surface represents that of a black hole boundary. In this context the
natural surface to consider is a marginally outer trapped surface (MOTS), sometimes referred
to as an apparent horizon. The remainder of this section will tackle constructing a solvable
boundary value problem. In particular, we will compute Green’s formula in order to obtain
natural boundary operators and verify that the Lopatinskij-Shapiro condition holds for the AKE
with these natural boundary operators. Thereby showing that this boundary value problem is
Fredholm.

Remark 6. As a general principle, for an elliptic boundary value problem, the derivative order of
the boundary condition has to be lower than the operator and the number of boundary conditions
must be half the order of the equation. The AKE is comprised of 4 fourth-order equations. Thus,
we must have 8 boundary conditions.

2.3 Green’s formula for the AKE

In this section, we derive Green’s formula for the AKE using equation (B). The derivation is
essentially integration by parts and thus, due to the size of some of the terms, the calculations
can be found in full in Appendix [Al

By inspecting the calculation in Appendix A, we can construct Green’s formula for the (AKE).
We work here using the components of the equation instead of vectorial quantities as in equation
[@). Thus, the obtained Dirichlet systems will have in total 16 elements since the (AKE]) has four
components.

Lemma 3. The Green formula for the AKE can be written as

[ ()-C)- 7o (26

ii (7{ S(X,X,) - B(Z, Z:) 77{

(X X)) T0(2.20) ).
oS

Thus, one has the Dirichlet systems {b}, ..., b3, S}, ..., S} and {B}}, ..., B, T}, ..., T4}.

A wuseful property that elliptic boundary value problems can have is self-adjointness. That is,
if the b; appearing in the formula in Lemma [3] are the operators appearing in a boundary value
problem then the B; are the adjoint boundary operators. If by = B;a then the boundary value
problem (L, b1, ..., b3) is self-adjoint for L = L*. Since we have that the AKE is self adjoint, it will
prove incredibly useful to consider a self-adjoint boundary value problem —particularly, when
employing the Fredholm alternative.

Corollary 1. One can choose the boundary operators b§ to be

23
{I, ALX, a_le . (6)

where I is the identity operator acting on (X,X;). This choice yields a self-adjoint boundary
value problem for the AKE.



Remark 7. The final operator in this set is found by decomposing terms of the form D; X into
tangential and normal components i.e.

DiX; = h DX = (h¥ + pip®) D X; = hED X + pip" D1 X

The tangential term is determined by X, leaving only the normal derivative to be determined.
We also note the change in direction of the unit normal. The reason for this choice is so that the
normal vector is normal to what will become a MOTS.

Next, we check that these boundary operators are compatible with the approximate KID
equation. To do this, we make use of the Lopatinskij-Shapiro condition.

2.4 Verifying the Lopatinskij-Shapiro condition

The Lopatinskij-Shapiro (LS) condition allows us to establish the compatibility of an elliptic
operator ., with some boundary operators 9. That is, if (£, ) satisfy the LS condition
then (£, %) is Fredholm i.e. its kernel and cokernel are finite dimensional. We will give a
brief overview of the LS condition and then prove that it holds for the AKE with the boundary
operators derived in corollary [[l For more details see [I§].

Let u?, A =1,...,N be a collection of fields on a subset Q C R™ with coordinates = = (2*)
and suppose we have N equations of at most order [. We consider operators of the form

(Lu); = Z L;YB(xo‘,u)&YuB

o<yt

where 7 = 1,...,n are equation indices, v is a multiindex. We complement . with boundary
operators on 0f) of the form

(Bu); = Z B}B(xa,u)&yuB

0<|v|<k

with j = 1,...,m so that there are m boundary conditions.

In order to state the LS condition, we need the definition of the principal part of a differential
operator. Recall that to obtain the principal part of an operator £ we consider only the highest
order derivative terms in the operator —namely

(LHu); = Z L5 (2%, u)Dyu®? = AJL 710, ...0,,u”,
[v[=t

where the Einstein summation convention is used in the second equality. In particular, the
principal part of the AKE is

(#2027 (Xi N0 As0u X, + 008X

An important detail which we will exploit in the following lemma is that the components of
the principal part of the AKE operator decouple from one another and can thus be considered
separately. We now are in a position to state the LS condition

Condition. (Lopatinskij-Shapiro (LS)). Focus only on the principal parts of £ and AB. Let
z, € 00 and pick ' = p such that p' is the outward pointing normal to 0. Consider the ODE
problem

—

{Q%B(x*;d%f)uB =0,
%jB(.T*; dip,f)uB = 0,

10



—

where A;p(2; dip,f) 1s obtained by the replacement

81%(1—/), 8]%1@ j:2,...,n, 57&0

in the principal part: Al 70, ...04, and similarly for Bjp(x; dip,{). Then, the pair (£, B) is
said to satisfy the LS condition of the only stable solutior] to the above ODE is the trivial one.

It is important to note that the LS condition is verified about an arbitrary point on the
boundary. Thus, we can generalise to S and dS. We now verify the LS condition for the AKE
and boundary conditions given in Lemma

Lemma 4. For an initial data set (S, hij, Kij) of the vacuum Einstein field equations, with inner
boundary 0S8, the boundary value problem consisting of the (AKE)

77 (3)=(0)

along with the boundary operators (I, Ap, 6%) giwen on OS satisfy the Lopatinskij-Shapiro condi-
tion.

Proof. Due to the decoupling of the principal parts of the AKE one can consider the lapse and shift
components independently. Thus, begin by considering the principal part of the lapse component
of the AKE operator

P o P*(X)=205AsX.

with the the boundary operators on S given by (I, As). Focusing on the principal part of the
lapse component of the AKE and the principal part of the boundary operators, consider the
ordinary differential equation problem given by

< 2) ( < 2)
— — X =
(dpg €] 17 €] 0,
AsX =0,

X =0,
where this has been obtained by choosing a point on dS and performing the replacement

d
81 — d—p, 8j — 15]
Since one is performing the replacement about a point, one also has that h;; — d;;. The stable
solution is given by
X = cle—lélp + cwe—l&lp.

Then, applying the boundary conditions above at p = 0, one sees that ¢; = co = 0 and thus the
solution is trivial and the Lopatinskij-Shapiro condition is satisfied for the lapse component of
the AKE with the above boundary operators.

The shift component of the AKE has principal part given by
N0 X5 + 0;050" X .

Unlike the case of the lapse component of the AKE there are three equations in this case corre-
sponding to ¢ = 1,2, 3. Thus, one requires six boundary conditions. Due to the derivatives either

3That is, u® — 0 as p — oco.

11



side of the Laplacian, carrying out the transformation in order to verify the LS condition yields
a system of ODEs with terms containing derivatives of fourth order and lower.
Using the commutativity of partial derivatives one finds that, multiplying through by 2, the
principal part is
As(As X +30,0°X;).

Making use of this expression and performing the replacement X; — (X+, X4) with 4 = 1,2 to
this expression directly yields the system of ordinary differential equations

(5 —1er) (1S —pepx et L x, ) = o
dp? dp? ! dp A)=

(55 1) (5 1) X+ 3ia (oX 41625 ) ) =0

Analysing the fundamental matrix of this system one finds that the solution to the above system
of ODEs is of the form

2
Xi = ZX*iPkeilglp,
k=0

Following a computation (see Appendix [B)) one finds that the stable solution is given by

S
iy

XA = a/Ae_‘ﬂp + bApe_‘ﬂp — C%iprQG_‘ﬂp.

X =ael€lP 4 —p eApelEle c(l3_o|§|p2 + ple~léle,

One then requires 6 boundary conditions to fix the 6 constants corresponding to a,a4,b4,c.
Consider the principal parts of the boundary operators X; and %Xi. Performing the Lopatinskij-
Shapiro replacements yields the initial conditions

Substituting the stable solution into these conditions yields a = a3 = a2 = by = bs = c =0
and thus this boundary value problem has only the trivial solution and the Lopatinskij-Shapiro
condition is satisfied by the shift component of the AKE along with the boundary operators
(.2

P

Thus, we have shown that the Lopintskij-Shapiro condition is satisfied for the 8 boundary
operators (I, ApN, a%Ni)' O

Since the LS condition is satisfied we have the following corollary:

Corollary 2. The approzimate Killing vector operator & o P* (X> along with the 8 boundary

Xi
operators {I, ApX, 6%} is elliptic.

3 Main existence theorem

We are now in a position to prove a series of existence results to the (AKE]). We begin with an
auxiliary existence result which will be essential to prove our main existence result.
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Lemma 5. Let (S, h;;, Kij) be a complete, smooth asymptotically Euclidean initial data set for the
Einstein vacuum field equations with one asymptotic end. On OS, suppose one has the conditions

Nlas =0,
AN|33 =0,
N'las =0,
5:N'las = 0.

For0 < B < %, PoP* HE — HE? ,, the equation
P o P (szv) 0,

admits a non-zero solution N, N* € HE® if and only if we have that

(N _
7 (%) =0

i.e. the data is stationary in the sense of Definition [A
Proof. Assume that & o 22*(N, N') = 0. One has the following identity from [17]
P - P = p (.AkﬁLBkJerJer)de S (Ak+Bk+Ck+Dk)dS
S Xi Xi oS 0Sco

where S, is a sphere at infinity, p* is the inward pointing normal to S and s* is the outward
pointing normal to the sphere at infinity. The second boundary integral vanishes by virtue of the
decay of N, N* as shown in [I7]. The boundary integrands are defined as

Ax = ND'yip — D' Ny + DN~y — N Dy,

By = 2(K"qrij — Kqi” )N,

Cr = N'D'qus, — D Niqyij + D;N'qy;7 — N;Dlqy;7,
Dy = %NkKlj’le + %NiKik'Y — N'Ki'ym,

vij = DiD;N — Nrij — AyNhyj + Hyj,
qrij = Di(DNj) — D'Nihij — Fij),

Fi; = 2N (Khy; — Kij).

Directly applying the boundary conditions, one observes immediately that

Bk:Dk:FijZO on 88

Using that N = 0, Cj, reduces to
Cr = —D'N'qi;j + D; N'qyj”.
Using the decomposition of the metric onto the boundary we have that
D;X; = h¥DyX; = (h¥ + pip") D X; = h¥ DX + pip* Di X;;.

The first term on the right hand side vanishes since X; is constant and thus does not change
along the boundary, and the second term vanishes by the boundary condition kaka = 0.
Thus, C, = 0. One also readily sees that the trace of ;; vanishes. Accordingly, the only term
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left is the second one in Ag: p¥D?N~;;,. This reduces to p* D'ND; DN as all other terms in Yij
vanish. We have that, using the condition on the Laplacian of N, it follows that

0=h"D;D;N =h"D;D;N + p'p’ D;D;N.

The first term on the right hand side vanishes as the derivatives tangential to S of N vanish.
Thus, one obtains the identity

0
J—D;N =0.
p ap J
Then, since the 3-dimensional covariant derivative is assumed to be torsion free, we can write
. . ;! . o
p*D'ND;DyN = p*D'ND,D;N = DZNa—DiN = plkakNa—DiN =0
P P
applying the previous identity.
Putting this all together yields

L9(§>9(§)=0

so that we must have Z7* ( ))(( ) = 0, i.e. the data is stationary. Uniqueness then follows
directly from Lemma 4 of [I7] since we have the same decay on (N, N*?). O

We are now able to prove that a solution to the (AKE]) exists for an arbitrary choice of
boundary data.

Theorem 2. Let (S, hij, K;j;) be a complete, smooth asymptotically Euclidean initial data set for
the Einstein vacuum field equations with one asymptotic end. Given smooth fields f, g, f' and
h' over 8S, then there exists a solution (X, X*) to the approzimate KID equation boundary value
problem

3”0?*(‘)(.):0 on S,

Xl
Xlos = f,
ApXlas = g,
X'os = f*,

%X los = I,
such that on the asymptotic end, one has the asymptotic behaviour
Xy = Mz +9, 19€H§°
X'e Hy
where X\ is Dain’s invariant —i.e. if the data is stationary in the sense of Definition[J— then A
vanishes.

Proof. We make use of the Fredholm alternative, Proposition Note first that the boundary
value problem is self adjoint by virtue of Corollary[ll From Lemma (5 in the non-stationary case
we can only have the trivial solution to the adjoint homogeneous problem. Thus, a solution to
the AKE boundary value problem always exists in this case.

In the stationary case, we have a solution to the AKE boundary value problem for specific
boundary data coming from the Killing vector associated to stationarity. The decay of (X, X*)
allows one to prove existence and uniqueness exactly as in [I7]. O
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In summary, we have shown that there always exists an approximate Killing vector for an
arbitrary choice of the functions specifying the value of the lapse, its Laplacian, the shift and its
normal derivative on the inner boundary. Ideally, we would like to restrict the choice of data so
that it has physical relevance and connects with the mathematical description of a black hole.
In order to do this we analyse the tangential parts of the KID equations on a MOTS. In the
sequel, we will show that one can always solve these equations on the boundary. Thus, we derive
a natural prescription of boundary data.

4 The KID equations on an apparent horizon

In this section we decompose the KID equations into parts tangential and normal to a MOTS
using a 241 projector formalism. This works in the same way as the 3+1 decomposition. We first
outline a condition on the extrinsic curvature of S and dS for the presence of an apparent horizon
in Il In section [£2] we decompose the KID equations using a ‘2+1 decomposition’ making use
of the MOTS condition.

4.1 MOTS condition

In this section we outline the mathematical condition for the existence of a MOTS or apparent
horizon, see [8]. The spacelike 2-surface ¥ is embedded into a 4-dimensional spacetime. In this
setting, the orthogonal space to X is 2-dimensional and is Lorentzian. Thus, one can choose two
future directed null vectors It and I~ and define the null mean curvatures of ¥ by

X =V, X~ = h®V,i; .

The MOTS condition is then defined through the vanishing of one of these null mean curvatures
—Dby convention this is chosen to be Y™ = 0. One can translate the above formalism into a
condition on the extrinsic curvature of S and ¥ as in [§] to obtain

X" =-K+ppK;j + K.
Thus, the MOTS condition can be expressed as

Using this equation, we will be able to encode into the presence of a black hole into the
boundary data of the (AKE]). The notion of MOTS stability [T}, 2] will be utilised in order to
guarantee that the MOTS propagates into the development of the initial data. In other words, so
that the MOTS forms a so-called trapping horizon. Fundamental to the study of MOTS stability,
is the MOTS stability operator —see [2] for details. In the case of a spacelike, time-symmetric
initial hypersurface the MOTS stability operator takes the form

L=-A;— (rijpipj + I_(pql_(pq). (8)

4.2 241 Decomposition

In this subsection we discuss the 24 1 decomposition of the KID equations. We first make a brief
comment about notation.

Notation. Throughout this section all barred quantities correspond to 2-dimensional quantities.
For example, h;; is 3-dimensional and hap is 2-dimensional. Following the convention in [I0], we
denote the decomposition of a vector field at a point p by w = ull +ut where u! is its component
along 7,3 for a 2-surface ¥ and u' its normal component. This extends to higher rank tensor
fields.
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In the following consider a 3-dimensional hypersurface S of the spacetime. Following the
conventions outlined above let h denote the metric induced on S. Moroever, let ¥ denote a
2-dimensional surface within S. Let ¢ be a scalar function such that the covector «; = D¢ is
normal to this foliation. In order to define the unit normal, let us set

1

i-:_
aaZ_XQ.

Thus, the unit normal to the foliation is p; = X ;. By applying the above contraction, one sees
pip" = 1. In this way we obtain a foliation of 2-surfaces, one 2-surface for each value of .

The Riemannian 3-metric h;; induces a Rier_nannian 2-metric h4p on E_T, where indices A, B, ...
indicate the intrinsic 2-dimensional nature of h4p. The metrics h;; and hap are related through
the projector

hij = hij — pip;
One associates a 2-covariant derivative with the metric hyp. For a scalar this is defined as
D¢ = h;'D;¢.
The associated Riemann curvature tensor is defined through
DiDjvk — DjDivk = Fklijvl

for an intrinsic vector v. Note that since this curvature tensor is 2-dimensional, it only has one
independent component. Similarly, one obtains the Ricci tensor and Ricci scalar

Tij =T T =hr.
The extrinsic curvature of the 2-surface embedded in the 3-dimensional surface is defined by
qu = hplthDipj

matching the positive sign convention on K;;. This tensor is symmetric and lies purely on the
2-dimensional surfaces. Another important quantity is the acceleration of the foliation

a; = ijij

Using p*Djp; = 0 one can write

Kij = szj — pia]—.

Remark 8. In the following, we will often make use of Gaussian normal coordinate so that this
acceleration vanishes, a; = 0.

Now, one can project the KID equations (Za))-([2H]) onto the 2-surfaces of constant ¢. Let N I*
denote the projection of the shift vector N* onto the 2-surfaces —i.e. NI* = ﬁiij. We proceed
now to decompose objects into parts perpendicular and parallel to the normal p?. Projecting with

h,'h,’
we obtain the projection of the the first KID equation (2al)
NKzlﬂ‘q + D(PNty) + Nipt Kpg = 0, (9)

where K], = h,'hJK;;.
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For the second KID equation (2H), we project term by term making use of the Gauss-Codazzi
equation and Gaussian normal coordinates to obtain the projection of the second KID equation
onto X:

N (DuK g + Kia (0 (Ri) + (Ki)pp) + Ko (07 (Kig) + (K ) py)

= Kig (07 (Ki)oppoq + 0 (K Ypppa + 00 (K)o + 00 (i) py))
7 oiE k 7 oipn J k N N k [

+hy'h DiN*Kj + h,'h,) DiN* K + DpyDgN + pF DeNK g

=N (Bpihqjh'j + KK;')‘q + BpihquikKkj) .

(10)

Together, equations ([@) and (I0) give conditions on ¥ that Killing vectors of the the spacetime
must satisfy on this 2-surface. However, the converse is not true. If (N, N*) a solution to these
two equations that does not necessarily mean that one has a solution to the KID equations. This
is because there are two other components of the KID equations in this decomposition which we
call the normal-normal and normal-tangential components. For the first KID equation (2al), one
has

normal — normal : NK;;] + p(p‘ijﬂNqJ; — Niaipppq — N(Jz‘)aq) =0,
1 . .
normal — tangential : NK;‘q” + 5 (pppzDz-N(L| + Nja’ pppg + N;‘aq)
Loy i N
+3 (hg’ DjN," — Nipp Ky' — p'NiKyq) =0,

where K. = p,p'pep’ Kij and K;]H = ppp'h;1K;;. For the second KID equation (2h), one can

obtain the projection under the assumption of Gaussian coordinates. The normal-normal and
normal-tangential components of the second KID equations are
normal — normal : PpPaN*D(K — K) — pppy N¥ K (0" Ki? + p' Ki.Y)
+pppap’ P’ (DiN*Kij + D;N* K1) + ppp' Di(pgp’ D;N)
:N(_Bpihquij + KK;; + PppqpinKika)a

normal — tangential : hpipqu (NkaKij + DiNkKkj + DijKik)
erppiDiDqN
=N(hy' pgp’rij + KK 4 byl pgp? Ki* Kij).

4.2.1 Time symmetric hypersurfaces

In order to gain some intuition into the structure of the decomposition of the KID equations we
consider, in first instance, the case of time symmetric hypersurfaces so that the extrinsic curvature
K;; vanishes. Under this assumption, the trapping condition simplifies to K =0 i.e the surface
3 is minimal. Moroever, the decomposition of the first KID equation implies that

D,NI” = 0. (11)
after taking the trace.

Remark 9. Due to the decay condition placed on N in the previous section, in the time sym-
metric setting one has that N = 0 [11, 12]. By performing integration by parts on the time
symmetric (AKE]), one finds that N* = 0 on dS. Direct inspection of the KID equations also
shows that N* must be a Killing vector of S in the time symmetric case.
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In the current setting the decomposition of the second KID reduces to
DpDyN = Nh,'hri;.
Taking the trace of the above expression one has that
AN = Nh¥ir;; = %N(F + KP1K,,),
where in the second equality it has been used that
P KR, — K2 = 2Ry,

which is a consequence of the Gauss-Codazzi equation. Accordingly, the decomposition of the
second KID equation implies that

1 o
ARN — 5 (F+ EPKy0)N = 0. (12)

Remark 10. This equation has a very similar form to the MOTS stability operator given in [2].

One can perform the same simplification on the normal-normal and normal-tangential com-
ponents of the equations. Additionally, using Gaussian normal coordinates one obtains

normal — normal : ppp' Di(pgp’ DiN) = N(hy'hy? — hy'hy )1y (13a)
normal — tangential : ppp' DiDyN = Np,p'hy 1 (13b)

5 The KID equations projected onto 0S

In this section, we study the existence of solutions to the decomposed KID equations on an
apparent horizon. We first study the simpler time symmetric case, K;; = 0 in Subsection [0.1] and
move on to the full non-time symmetric case in Subsection

5.1 The time symmetric case

Throughout this section we assume that K;; = 0. We begin with some general observations.

5.1.1 What do Killing vector quantities look like on MOTS in a static spacetime?

Before proceeding to the analysis, we briefly explore the behaviour of the quantities X, A, X, X;
and %Xi on the boundary of a static black hole. The prototypical example of a static black hole
is the Schwarzschild black hole. In this case the outermost MOTS is the event horizon [4]. Thus,
we only need to consider what happens at r = 2m in Schwarzschild coordinates. Now, we need
to choose an appropriate slicing. Choosing the standard Schwarzschild slicing, the shift vector
vanishes everywhere by definition so that X; = %Xi = 0. The lapse is X = (1 — 277")1/2 so that
on the event horizon X = 0. Finally, the Laplacian of the lapse vanishes by virtue of one of the
the static Einstein equations —namely, D;D;X = Xr;;. Taking the trace and using that X =0
on the event horizon, we obtain Ay X = 0. Accordingly, the type of boundary conditions given
in Corollary [ are physically relevant.

5.1.2 Existence and uniqueness of solutions

We now want to discuss the existence of solutions to equation (I2). Recall that this equation
arises from the 241 decomposition of the second KID equation, equation along the 2-surface 9S.

Letting —mnamely

1 _
KN = AN — (7 + Kpy K")N = 0. (14)
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Starting from the quantity VKN, integrating over S and integrating by parts, one finds that

jé 1(77 + Ky KP))N?dS = ¢ NARNdS =— ¢ D;ND'NdS. (15)
as 2 s oS

Thus, if 7 > —I_(pql_(pq, in particular if 7 > 0 then N = 0 is the only solution to equation (4.
To further this analysis, assume that the MOTS is stable. In this case, since we have the MOTS
is a surface immersed in a time symmetric slice, the stability operator takes exactly the form of
[®). Using the Gauss-Codazzi equation the expression (§) can be rewritten as

Remark 11. Note the remarkable similarity with the equation for the tangential component of
the second KID equation above ([[d]). In fact, notice that

K=L+|K?
Making use of the above observations one obtains the following lemma:

Lemma 6. Assuming the MOTS is stable, the only solution to ([I4)) is the trivial one, i.e. N = 0.

Proof. In the following let A and p denote, respectively, the lowest positive eigenvalues of £ and
K. We proceed to compare A and p. For this, we make use of the Rayleigh-Ritz characterisation
of these eigenvalues. Namely, one has that

u

A= infjés (|Du|2 +ii- |f{|2)u2)dS,
= mfjé (|Du|2 +i+ |f<|2)u2)ds,
wJos

where the infimum is take over functions u on S with |[u||3. = 1. It then follows that A < p.
Thus, if dS is a stable MOTS, then A > 0 and accordingly x> 0. Now, using Lemma 4.2, (iii) in
[2] it follows that the Kernel of K is trivial. Thus, necessarily N = 0. (|

The existence and uniqueness of the trivial solution in the time symmetric setting implies that
these are natural boundary values to place on the (AKE]) here. Interestingly, this coincides with
the boundary values of lemma Bl so that in the time symmetric case, with the boundary values we
have just prescribed, it turns out that necessarily one has a solution to the KID equations and
therefore the spacetime evolving from this initial data will have a killing vector.

5.1.3 Measuring the deviation from staticity on 0S

In the previous subsection it has been shown that, in the time symmetric setting, a natural
prescription of the lapse N on the stable MOTS 9§ is N = 0. Moreover, the Einstein evolution
equations under time symmetry imply that A, N = 0.
Given the choice
N = AN =0, on 0JS§, (16)

it is natural to ask how much of the (time symmetric) KID equations are satisfied on 0S. Setting
N = A, N =0 into equations (I3a) and (I3B) yields

normal — normal : pppiDi(pquDjN) =0,
normal — surface : pppiDiDqN =0.
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For the ‘normal-normal’ component observe that, using Gaussian coordinates, it follows from the
conditions ([IG]) that

0 = pppgp'p’ DiD;N
= pppq (h" = 1) DiD;N
= ppPe AN,
so that A3 N = 0. This is consistent with equation (I2)). Thus, solving the intrinsic equation
(@2 also solves the normal-normal equation. On the other hand, the normal-surface component
does not fully vanish as a consequence of the conditions (I0). Accordingly, one obtains an
extra condition that needs to be imposed to satisfy the time symmetric KID equations on 0S.

The observation is contained in the following lemma in which we derive a Dain-like invariant
characterising staticity of of the initial data set on the MOTS 0S.

Lemma 7. Given time symmetric initial data set, let

Then the time symmetric KID equations are satisfied on OS if and only if w = 0 where

w= / [RPID-NP, (17)
oS

with |K|?> = Kp,KP? and D+ = p'D,;.
Proof. For the normal-surface component of the second KID equation one has that

0= hy,'pep’ D;D;N
= hy'pq (Di (7 D;N) = D;NDip’)
= hy'pq (Di (07 D;N) + D;NK/)

= pgDy (ijjN) :

Thus, this condition is equivalent to the statement that p’D;N is constant along 8S. We can
use this observation to construct a quantity that measures the non-staticity of the boundary 9S.
Taking the L? norm of the quantity D; DN on ¥, the above condition becomes, by integrating
by parts

0= [ D;D*ND'D*N = —/ DYNA;DN.
oS oS

In order to simplify this further, recall equation (I2)). Taking the normal derivative of this equation
yields

1 _
DEA;N — 37+ |K|*)D*N =0

where we have used the Leibniz rule on the second term and that N = 0 on 0S. To use this
expression in the integral above, one commutes derivatives in the first term. Using the assumption
of Gaussian coordinates

D+A;N = hp*DyD;D;N
= b p*(r' ki DiN + D;DyD;N).

In the second term, we now use the Leibniz rule to obtain

h9p*D;DyD;N = AyD+N — ki D;(D;p*D;N) — K*D;.D;N
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= A,D*N — b D;(K;*DyN) — K*9(D,DyN + K,,D*N)
= Ay DTN - h9K;*D;(DyN) — |[K|?D*N
= A,D*N — |K|?D*N
where we have, again, used that N = 0 on 0S and changed the 3-covariant derivative to the
2-covariant derivative by contraction with an intrinsic quantity. To get to the fourth line one uses
that V=0 on dS. To take care of the Riemann tensor, we observe that
R 1t i DIN = 1 prt ™ Dy N
= 1 pbrt i (™ + pip™ ) D N
= h pkrl i pip™ Dy N
= l_zijpkplrljkiDJ‘N.
Now, we can apply the Gauss-Codazzi identity to obtain
7ij k1 Lo =2
h¥p"p'rigne = 5 (7 + |KT5).
Thus,
1 _
D+ALN = 5= |K|*)D*N + A, DN,
so that we finally obtain

1 _ 1 _ _
A DN = 5(f+ |K|?)D+N — 5(? —|K|?)D*N = |[K|?D*N.

Thus, we can rewrite the condition that the second KID equation is satisfied in terms of the
vanishing of

w= / |K|?|DEN|.
)

In other words, in time symmetric initial data, if N = Ap N = 0 on the S then the KID equations
will be satisfied at the boundary if and only if w = 0. (|

5.2 The non-time symmetric case

Having shown in the previous section that the KID equations can be used to choose suitable
boundary values for the approximate Killing equation as well as constructing an invariant char-
acterising the stationarity at the apparent horizon, we now move on to the non-time symmetric
case, Kgp # 0. In this setting, the decomposition of the KID equations is much more compli-
cated. We can no longer consider N* = 0 and thus have to study a system of equations. Using the
time symmetric case as a blueprint, we begin by manipulating the equations in order to obtain a
system of equations that has a similar form to the operator IC above so that we can investigate
how much of the full KID equations can be satisfied on a boundary dS which is assume to be a
MOTS.

5.2.1 Intrinsic equations over 0S5

We begin with the second decomposed KID equation (I0). Taking the trace and using that
hPdp, = 0 yields

N* (R DK, — Kig (0 By") = Koy (9 Ki?) ) + B9 DiN Koy + B9 D;N Ky, + ApN — p* DuNK

=N (Bijh'j + Binin + BinikKkj) .
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One can simplify the first term as follows
WP DK, = Dy (hY Kij) — Kijh,'h,J Di(p? p?)
= DiK,

where, to get from the first to the second line, one uses l_zpqpp = 0 and the MOTS condition ().
Thus, one obtains

N¥DyK — N{*'Kijp' Ko’ — N*Kijp K" + h D;N*Kyj + B D;N* Ky, + AgN — p* DyNK
=N (BijTij + RK + BinikKkj) .

Now, we assume that the quantities pp, N* and B%Ni are and prescribed on 0S. We separate
terms into their normal and tangential components as follows:

NEDLK = (hY + pip®)N' DK
= N|’|4DAK + piN'p" DK,
and
h" D;N*Kij = b D; N[ Kxj + h” Di(p" piN') K.
= DAN|FK,IL|13 - PlKlif_(fAN(ﬁ + K Dy(p* pN') K.
Thus, the second KID equation on 0§ implies that
AN = pF DR NE +2DANP K g+ N (DaK —AKijp' Ka?) = N (hVryj + KK + hV K3 KY)) = F

where

= 209 D;(p" N Ky; — piN'p" Dy K.

In order to remove the normal derivate of N in the above equation, consider the trace of the first
decomposed KID equation (@) - -
NEK = Nip* — DaNj.

Taking the normal derivative of this quantity, one obtains an expression for the normal derivative
of N in terms of prescribed quantities and thus the second KID equation on dS can be written

Ap N + (2Kﬁ43 — KAB>DANE + Nﬁq(DAK — 4Kijpif(,4j — PkaA)
— N (BijTij —|— RK —|— BinikKkj — kakk) = F
where F now includes terms involving the normal derivative of N°.

For the first KID equation, we cannot just take a derivative tangential to S and take the
trace as we did in the time symmetric case as the resulting equation is not elliptic. Instead, we
consider the trace free part of (@), namely

_ _ 1- _ _
NK}p + DaNp) + Nip*Kap = 5has(DeNf + K (N + Nipt)) = 0.

Taking the divergence of this equations and using the special form of the Riemann tensor in
2-dimensions we can write

AN+ 2K, — Khap)D*N + RN), + N@D K\, - DpK) = Fg,
where

FB = DB(RNkpk) — QDA(NkkaAB).
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Thus, we have the following system of equations on 9S:
ANL + 2K, — Khap)DAN + RN + NeD*K! , — DpK) = Fp (18a)
ABN + (2Kn43 — RAB)DANg + le(DAR — 4KijpiRAj — kakA)

o _ o o (18b)
— N (hrj + KK + B K, K*; — p" Dy K) = F

where F' and Fp are source terms. These source terms are completely determined in terms of the
intrinsic geometry of 9S, the extrinsic curvatures K;; and Kap, the normal component of N*,

and the normal derivative of N?, %N ,

Remark 12. As in the time symmetric case, the system (IRa)-(I8DL) does not incorporate all
parts of the KID equation on dS. Equation (I8a]) is a formulation of the tracefree part of ()

while (I8D) is the trace of (I0).

The system (I8a)-(I8L) is manifestly elliptic for (N, N 1”3) It can be succinctly written in the
matricial form B
AN +TADsN +C-N =F

where T4 and C are 3 x 3 matrices and N = (N, NJJl). We note the formal similarity of this
equation with the time symmetric equation (I4)). However, in contrast to the time symmetric
case, it is not clear how to connect the solvability of the system (IRal)-(I8L) to, for example, the
stability of the MOTS 0S. This is an interesting question which falls beyond the scope of the
present article.

In order to provide some intuition into the consequences of the system ([IRal)-(I8L), for the
rest of this section, we make the following assumption:

Assumption 1. The elliptic operator associated to the system ([I8a)-(I8H) as well as its adjoint
have trivial Kernel.

As mentioned earlier, the above assumption ensures the existence of a unique solution (NN, NJJ,)
to the system (I8a)-(8L). Observe that this is independently of whether the 3-manifold S admits
a solution to the KID equations. However, it is important to note that this system will always be
solved by a solution to the KID equations. The values obtained as solutions to the system (I8al)-
(I8H) then provide boundary values for the AKE boundary value problem in the following way: N
and the tangential components of N* are obtained through solving the system. The value of A, N
can be obtained by using Einstein’s equations and the other quantities were already prescribed.
One could obtain values for the quantities that we prescribed here through analysing the normal-
normal and normal-tangential components of the decomposed KID equations independently of
the above analysis. These components are derived in appendix

5.2.2 Constructing an invariant on 0S

Constructing an invariant on a MOTS 0S immersed on a non-time symmetric hypersurface S is
more involved than in the time symmetric case. It is important to note that the way one derives
an invariant is not unique. We outline below one possible way is to consider the parts of the
decomposed KID equations on dS that are not included in the system ([8a)-(I8L).

For example, under Assumption [I} the solution to the system (I8a)-(I8L) may not solve the
trace of the first decomposed KID equation ([)):

Q= NK — Npp" + DaNj* = 0.

The non-zero value of Q, in conjunction with the tracefree part of the second decomposed KID
equation and the normal-normal and normal-tangential components of the decomposed KID equa-
tions derived in appendix [C] will characterise the non-stationarity of S on the boundary 2-surface
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dS. In particular, the sum of the L? norms of these quantities will provide a geometric invariant
that incorporates all of the above quantities.

6 Conclusion

We have shown that there exists solutions to the (AKEI), approximate Killing vectors, on asymp-

totically Euclidean initial data along with boundary conditions on an inner boundary 2-dimensional
surface. We associated this boundary with a boundary of a black hole characterised by a MOTS.

In the time symmetric case, we have then constructed invariants on this MOTS that classify the

staticity of the initial data set. In particular, the invariant w vanishes when there exists a Killing

vector.

Combining the analysis of the latter sections with the main theorem allows us to write down
the following theorem in the time symmetric case:

Theorem 3. Let A be the Dain invariant associated to the boundary value problem

@o@*(X-):O on S,

XZ
Xlas =0,
ApXlas =0,
X' as =0,

o
6—sz|63 =0,

in a time symmetric complete, smooth asymptotically FEuclidean initial data set for the Einstein
vacuum field equations with one asymptotic end and an inner boundary 0S. Then, if on the one
hand X = 0 then the initial data is static. On the other hand, if the 2-surface invariant w is
non-zero on S then the initial data cannot be static —and thus X # 0.

Note that, by Lemma [l since we have vanishing boundary conditions, we have a solution to
the KID equations and thus Dain’s invariant vanishes.

In the non-time symmetric case one could write down an analogue of the above theorem with
the explicit solutions coming from the system (IRal)-(I8D) as well as prescribed values for the
other boundary values. In this case Dain’s invariant A would be non-zero. Further work would
entail removing Assumption 1 and the precise construction of invariants for specific given initial
data. It would also be of interest to explore the conditions one would have to impose on the
initial data in order to guarantee existence of unique solutions to the projected KID equations
on 0S.
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A Green’s Formula for the full AKE

We will show that the Green formula indeed gives the form found in Lemma Bl Throughout this
appendix we will suppress the volume and surface forms du and dS as well as S on the surface
integrals for readability. Start by considering the expression

[7e7(3)(2)- [2o7(2) (%)
:/Syogz*(X)z+yogz*(Xi)zi_[Syoy*(Z)X+yoy*(zi)Xi.

Note the slight abuse of notation in writing & o Z*(X) to mean the lapse component of the AKE
and & o Z*(X;) to mean the shift component. Since the AKE operator is self-adjoint, we only
need to perform integration by parts on one of the integrals and the form of the bulk integrals
will not matter. The AKE takes the form

20 AR X — TijDiDjX + 2rAp X + %DiTDiX + (_%Ahj‘ + rijrij)X
X ) —i—DiDjHij — Athk — Tinij + H
X;

P o P* (
DjAhD(in) + DiAthXk + DjAhFij — DiAthk — E

where

H=2(KQ - K"Qyj) +2(KMK'), — KKy,

F; = (D;K" — D*K7}) 75 — (K" D7 — $K* D;) 71, + 1 K", Dyy

’_Yij = DZD]X — XTZ'j — AhXhij + Hij

Qij = —An(DXj) — DF Xyhij + Fyj)

H;j =2X(K" Kj, — KK;j) — KDy X" + 1K, Dy X* + 3Ky D¥X'hyj — 1X DKy + 3X" Dy Khy;
Fij = 2X(Kh” — KZ])

We consider each component separately, beginning with the lapse component.

A.1 The lapse component
The lapse component of the AKE is given by

P o P*(X) = 20,ARX =19 D;D;X 4+ 2rApX + 3D'rDi X + (3ARr + 1ijr7) X
+D'DIH;; — ApH* — v Hy; + H.

Therefore, we perform integration by parts term by term on the expression
/ P o P (X)Z.
S

Since we know that the operator is self-adjoint, we know the bulk integral obtained through
integration by parts. accordingly, we concentrate our attention on the boundary terms of the
associated bulk integral in each term of &2 o Z2*.

0 0 0 0
/SQAhAhX ‘%a_pXAhZ_%a_p (AhZ)X-‘r%a—p (AhX)Z—%a—pZAhX,
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/ riD;D; X7
S

/ TAhXZ
S

/ §DirDZ-XZ
s 2

/DiDjHJZ
S

/ ALHFZ
S

/ TinijZ
S

:7{r piD %ij ”Z
0 0

: Z—X - X—(rZ

%T dp 7{ 3p(r )

3%;/) (rZ) X,

:%QpiDj(XBij)Z — %ijXBijDiZ

1 . . . .
-3 (7{ p'DI (K D; X*) 7 — prK,ﬂ-DjX’CDZZ + kaiij’cDﬂDlZ)
1 . . . .
-3 (74 p'DI(Ky; D X*) 7 — prKijiXkDZZ + %KkjpiXijDlZ)
1 L . . o
+5 (75 p'DI(K;;DpX*)Z — jépJKijDkX’“DZZ + jékakKijpﬂplz)

1 0 kvl kvl 9 k l
+ = — (Kle X ) Z — KyD"X'—Z + p KX ALZ
2 dp ap
1
-3 (74 p'DIXEDy (K. j{X’C I Dy (K ;) D’ Z)
1 ( o o L o) )
—| ¢ = (X*DyK)Z — ¢ XD K—2Z

:7{3 (XBy") Z - 7{2)(3;&3
+

0 0
+7{6—p (X*DyK) Z — %XkaKa—pZ,

F KX+ KX 2 4 § P X'Z)).

(-
(

/HZ A ¢ Kp,D'DX* 7 — jépkaXkDi(KZ)+%kakAh(KZ))

— Ixz- x84
s 7{ 7{ dp )
(7{ WKV DDiX;Z — %PkDinDk(K“Z)+7{pinAh(KijZ))
-2 (7{ Kp;D'DyX*7 — jénkaX’“Di(KZ) + %kakAh(KZ))

+4 (7{ K ppD*(Ai; X)Z — %nkAinDk(KUZO
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+2 (7{ BYp;D; (X) Z — jéijDi (BijZ))
) ) )
—2(¢BZ-X—- ¢ X—(BZ
(7{ dp 7{ dp (B2)
+ (— frinkiij’“Z + frijmjpkxkz + erkkalZ) :

where A;; = Kh;; — K;; and B;; = KikKkj — K K;;. By inspection one sees that X = 0,A, X =
0,X; =0, B%Xk = (0 and the same for Z is enough to for all the boundary terms to vanish.

A.2 The shift component
The shift component of the AKE is

P o :@*(XZ) = DjAhD(in) + DiAthXk + DjAhFij - DiAthk — E
In analogy to the lapse component, we want to perform integration by parts on
/ P o P*(X)Z"
S

As above, we compute term by term ignoring the final bulk term. The first two terms (i.e. the
ones with highest order derivatives) have the following boundary terms:

1. 1 o
%57’LJZZA}LDZ'X]‘ — % §piAhDJZZXj
L 1 i
+j£piZiAthXk — %nkAhDiZiXk

1o, . 1 . .9
_ J 7t X — N7 . .
+f§2a (D'Z") D; X; 7{21)26/)(1)1)(])

P
10, . 1. .9
_ J 7 X . DIz X
+7§ 255 (D'Z") D; X; 7{21) z'5, (D; X;)

0 i i 9 j
+7§8—p (D;Z") D* X}, — %DiZ o (DPX;),

/Dﬂ'Ath—jZi : %njAh@Ain)Zi - %kak(2Ain)DjZi +7{2AijxnkaDjzi,
S

/DZ—Athk : jépiAh(élKX)Zi — %kak(M(X)DiZ“r%4nkKXDkDiZi.
S

Now, let C;7% = D, K* — DFK,;7 so that F; can be written as
F, =Gy, — (K%D7 — $KM D) 30 + 3K Dy.

Then
/ VAR (7{ Ci?*p; Dy, (X) Z' — %kaDj (Cz'iji))
S
;0 0 i )
- (7{012 6pr7{X6p (€327
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1 . .
+5 (f %TWKM,OJ-X’“Z + jér”KijkakZ + jérKkkalZ)

— b{ KkpD'Dy X 7" - jénleXDl(K’“iZi) + %kaAh(KkiZi)
— %anikXTiji
- (%Kﬁpkmxzi — fplDlXDk(KﬁZi) + %anDle(KikZi))
+ 7{ 2K ni B X 7
1 k_J lr7i 1 j k 71
— 5 Kz' TL]KljDkX Z— Kljka DJ(KZ' Z)
1 k. j L7t 15 aYi k 71
— 5 Kz' TLJKlijX AR Klk:ij DJ(KZ' Z)
1 . . . )
+3 (7{ K KD X'Z" — %KjkpleDj (KikZZ)>
1 k lymrzi lym k 71
+ 5 Kz' pkKlmD X"z — KlmTLX Dk(KZ Z)
1 k. 7yl i
— 5 Ki 7’LJX DlKij

1 .
+5 %KikkalDlKZZ}

1 ) . o o
+5 [jé K" p,D;Dy X 7' — jéijkXDi(K’WZl) + jékaDjDi(K’WZZ)
- ]{ pi KM X7 7
- (7{ KpiAL X7 — j{plDlXDi(Kzi) + j{anDlDi(KZi))

+ 7{ 2K* p; Bjp X 7"

1 kj lrri l kj r7i
— 5 K piKljDkX 7 — Kljka Dz(K A )

1 . . .

-3 (7{ KYp,Ky.D; X' 70 — lekijlDi(KkJZZ))

1 . . y
+3 (7{ KYp, KDy X' 7t — ijkpleDi(K’WZZ))

1 : _
+5 (jé KpiKj,,D'X™7" — %KlmanmDi(KZz))

1 kj 1 i
— 5 K piX DlKij

1 .
+5 7{ KpinDlKZZ}
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1 . . .
+5 {f (jé K oA X271 — ]{plDlXDk(KikZZ) + %anDle(KikZ1)>
1 k i
-3 K"pprXrZ
+ ]{KikkaBZi
1 k Ly mrzi lym k rz7i
+Z K"pp KipyD'X"Z" — o n' X Klka(Ki Z)
1 . )
+3 (jé K" KD\ X'Z" - ]{pleKDk(KikZz))
1 .
+5 %KikkalDlKZZ} .
We see that setting X = 0, Ay X =0, X’ = 0 and B%Xi = 0 and, equivalently, for Z: Z = 0,

AwWZ =0,7"=0and %Zi = 0 that all boundary integrals in the above expressions vanish. This

assertion can be verified by using the fact that we can separate the derivative terms like D! X7
into an tangential part and normal part to the boundary 0S. Integrating by parts on the intrinsic
derivatives yields X¢ and the normal derivative part. Both of these vanish using the vanishing of
X? and its normal derivative.

In summary, we can write Green’s formula as

L7e7(x)(2) - [7e7(2) (%)
2 4
>3 ( 7{ SP(X, X B2, 27) - 75 b (X, X172, 7))

j=1a=1
where
bl =X
by = ApX
p2:34 _ xi
7 =
P24 O yi
dp
and
Bl =27
Bl =AnZ
B’2,3,4 — i
1 =
B’2,3,4 _ Ezz
2 ap

Thus, we verify that the boundary operators satisfy b = B}O‘ and, accordingly, the associated
boundary value problems is self-adjoint.
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B Deriving the solution to the ODE arising from the LS
condition

In this appendix we derive the solution to the system of equations
d? d? d
(— - |£|2) (4—X — EPX + 3i«£A—XA) =0,
p

( I£I2) (( - |«£|2) Xa+3ia ( d x +1§BXB)) — 0.

This system is used in the analysis of the Lopatinskij-Shapiro conditions in Section 2.4]
Using the Ansatz
k
n=0
where k£ = 0,1, 2, we obtain the general solution in vector notation

c d
X —geléle + ge*|§|ﬁ + « c1 pe‘f\/) +5 dy pef|§|p
—c1&1+icl¢] —di1& —id[¢|
&2 3
31T1(51+E2) ,
3 E +E
+’Y p2 _0 —ir 4+ r1(81 2)) +p ol e|5|ﬂ (19)
% 4D 51+E2)> To
_ 3is1(&1+62)
NS °
+6( p? 1—051 (715 ! ‘1‘ 2 +p| s e lele
1%52 (*is + 7‘51(5‘?&)) 52

where @ and b are constant vectors, {c,c1,d,d1,r,11,72,5, 81, 2} are constants and «, (3, 7, § are
constants of multiplicity. We write the vector a as

a 1 0 0
d=\|a | =al 0| 4+a|1])]+ax|0
a9 0 0 1

where these vectors are linearly independent. This is the same as setting the values of a, a1, as
and using the multiplicity of this solution of the system of ODEs to then multiply each vector
by a constant. We can do the same thing with the vector ¢ = (¢, ¢1,¢2) where ¢o = leéi'mlgl
Since there are two constants and cy is a linear combination of ¢ and ¢; there are two linearly
independent vectors we can construct from this. Rearranging the expression for ¢y so that ¢; and

co are free, one can then make the choice of ¢; = 1,¢o =0 and ¢; = 0,c2 = 1 to get two solutions

i %

3 §

v 1 pelélp 46 0 pelélp_ (20)
0 1

Finally, one notes that in the final two terms of the full solution above, equation (), that the
vector ¥ = (r,r1,7r2) (and § = (s,s1,s2)) has to be linearly independent to the two vectors in
@0). Choosing r = 1,r; = ry = 0, the term becomes

_3lEl 1
2 310 [€lp
Y| —55i& | | O el
—35i& 0
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One can then perform these manipulations to all the terms with negative exponential solution to
obtain the full general solution the ODE system

1 0 0 & ity
7 ~lelp ~lelp ~lelp HI - FU R
X(p)=c1 | 0 |e +ca| 1 ]e +ec3| 0 e +ea| 1 | pe +es| 0 | pe
0 0 1 0 1
5 (€l 1 1 0 0
| 15 —i&s |2+ o])p e lélrpe [ 0)elélrteg| 1)elélP o 0)elélr
& 0 0 0 1
T T <l 1
€lo l€lp 3 (. 2 €lo
€10 1 pe'S' 4 cqq 0 | pe”+cro 10 i | p"+ 10 ]p |es?.
0 1 & 0

with 12 constants. We can then write the stable solution as the first six terms of the this solution:

1 0 0 & i€
- _ B _ €] _ €] _
Xp)=c1 [0 ]e |§|p+c2 1 )e \E\P+Cg 0le |§|p+c4 1 | pe |§|p+c5 0 | pe [€lp
0 0 1 0 1
s (N [
% | 1o —i& | 240 ) p |elEl
—i& 0

By relabelling the constants, one obtains the form of solution found in the proof of Lemma @l

C Deriving the decomposed KID equations

One can project the KID equations (Za))-(2h]) onto the 2-surfaces of constant ¢. Let N I” denote
the projection of the shift vector N* onto the 2-surfaces —i.e. N I* = ﬁiij . We proceed now to
decompose objects into parts perpendicular and parallel to the normal p’. Observing that

D;N; = D; (6, Ni)
= Di((h;" + pjp*)N),
one concludes that
D;N; = DiN]” + pip"DiNy, — Nip* (Kij — pia;) — Nyp; (K;* — pia®).

Thus, the projection of D;N; onto the 2-surfaces is given by

h,'h,/DiN; = DN} + Ny.p" K .
Making use of this expression on the projection of the first KID equation (Za)) with h,’h,’ yields

_ b
NKJ, + D(ery) + Nip"Kpq = 0,

where K, = hihi K.

For the second KID equation (2L, we project term by term to derive the following using
Gaussian normal coordinates:

h,'hy DiD;N = D,DyN + p"KpqDiN,
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h,'h N*DyK;; = N* (DkKIUq + Kig(p"(Kp + appr) + (K" + a’pr)pp)
+ Kpj (07 (Kig + agpr) + (K& 4+’ pr)pg) — Kij (0 (Ki" + 0’ pr) pppg

+ P (K + a’ pi) pppg + 0" 07 (Kkq + agpr)pp + 007 (Kip + appk)pq)),

271”7"1']' =7 — KQ + KpTKpT,

where we have used the Gauss-Codazzi equation to derive the final identity. Putting these expres-
sion together, using Gaussian normal coordinates, we obtain the projection of the second KID
equation onto 0S:

N (DuK g + K (0 (Ri) + (Ki)op) + Ko (07 (Kig) + (K ) py)

— Kij (0 (K pppg + 0" (K2 ) pppg + p' 07 (Kig) pp + pipj(l_(kp)pq))

+ h,'h? DiN* Ky + h,'h D;N* Kyt + DpDgN + p* DN K,

=N (Bpihqjh'j + KK}UQ + BpihquikKkj> .
Together, equations ([@) and ([I0) give conditions on AS that Killing Vectors_of the the spacetime
must satisfy on this 2-surface. However, the converse is not true. If (N, N*) a solution to these
two equations that does not necessarily mean that one has a solution to the KID equations. This
is because there are two other components of the KID equations in this decomposition which we

call the normal-normal and normal-tangential components. For the first KID equation (2al), one
has

normal — normal : NK;] + p(p‘ijj|N$ — Niaipppq — N(t%) =0
1 , 4
normal — tangential : NK;” + 3 (pppzDz-Né| + N;a’ pppg + NpLaq)
1 _ . _ L
+3 (he’ DiNy = NippK' — p'NiKpq) =0,

where K;I = pppipep’ Kij and K;;]” = ppp'h;1K;;. For the second KID equation (2h), one
can obtain the projection under the assumption of Gaussian coordinates. The normal-normal
component of the first term of (2D]) can be written as

Popap PP N¥DKij = pppgN*Di(p' p Kij) — pppg NFKij(p' Ki? + p/ Ki')
= pppaN*Di(K — K) = pppg N* K (p' Ki? + o/ Ki"),

where we have used the MOTS condition in the final line. Then the normal-normal component
of the second KID equations is

normal — normal PpPyN*Di(K — K) — pppy N* K (0" Ki? + p? Ki.Y)
+pppap' PP (DiN*Kyj + DyN*Kit.) + ppp' Di(pgp? DjN)
=N (~hy'heri; + KKy + pppap’ 0’ KinKJ).
For the normal-tangential component, we obtain
normal — tangential — h,’p,0? (N¥*DLK;; + D;N*Ky; + D;NFKyy,)
+ppp’ DiDyN
=N (hy' pep’rij + KK+ 4 hy' pa? Ki¥ Ki;).
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