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INVERTIBLE AND NONINVERTIBLE SYMBOLIC DYNAMICS

AND THEIR C*-ALGEBRAS

KEVIN AGUYAR BRIX

Abstract. This paper surveys the recent advances in the interactions be-
tween symbolic dynamics and C*-algebras. We explain how conjugacies and
orbit equivalences of both two-sided (invertible) and one-sided (noninvertible)
symbolic systems may be encoded into C*-algebras, and how the dynamical
systems can be recovered from structure-preserving *-isomorphisms of C*-
algebras. We have included many illustrative examples as well as open prob-
lems.
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1. Introduction

This paper surveys some of the recent advances in the interactions between topo-
logical dynamical systems and C*-algebras with an emphasis on symbolic dynamics.
The earliest examples of encoding dynamics into operators on Hilbert space include
the group von Neumann algebra of Murray and von Neumann [MvN43], and von
Neumann’s ergodic theorem [vN31]; a myriad of examples later followed via the
crossed product construction (broadly construed). It was Cuntz and Krieger [CK80]
who established the first connections between C*-algebras and symbolic dynamics
(viz. shifts of finite type), and this provided an abundance of simple and purely
infinite C*-algebras. An immediate advantage of constructing C*-algebras (e.g.
Cuntz–Krieger algebras) from dynamics is that C*-features such as ideal structure,
KMS structure, or K-theory are intimately connected to the irreducible compo-
nents, the entropy, and known invariants of the dynamical systems, respectively.

With this work, I hope to also show that this influence can go the other way:
dynamics can benefit from operator algebras. This is perhaps most starkly seen
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2 K.A. BRIX

in Giordano, Putnam, and Skau’s classification of Cantor minimal systems up to
orbit equivalence [GPS95, GPS99], their use of crossed product C*-algebras, and
topological full groups (which now live a mature life of their own), but also in
Krieger’s dimension groups that serve to completely characterise shifts of finite
type up to shift equivalence [Kr80a, Kr80b], as well as Huang’s classification of
two-component shifts of finite type up to flow equivalence using an idea of Cuntz
from C*-algebras [Hu94].

Symbolic systems [LM95] are useful e.g. in the analysis of Axiom A diffeomor-
phisms [Bo78], mathematical linguistics (regular languages and sofic shifts), and
coding theory (e.g. digitalising analogue signals). In this paper we focus on general
shift spaces although there will be an emphasis on shifts of finite type because they
are quite well understood and provide inspiration for the more general systems.
We are interested in classification up to e.g. conjugacy or orbit equivalences, and
how this is reflected in the C*-algebras. Invariably, this leads to a study of the
fine-structure of C*-algebras (e.g. diagonal subalgebras and gauge actions) and
structure-preserving *-isomorphisms between them. For graphs, this approach is
prevalent in the study of how geometrical moves are reflected in *-isomorphisms of
graph C*-algebras [ERRS16, ER].

During the time of writing this paper, I gave talks at Queen’s University Belfast
and University of Cardiff on related topics, and I thank Ying-Fen Lin and Ulrich
Pennig for the kind invitations. The fact that so many subtly different equivalence
relations on dynamical systems appear in this topic presents a challenge when giving
a talk. It is my hope that this work may serve as a gentle introduction to the broader
picture of how symbolic dynamical system and C*-algebras are related. Most of
the material covered here is established in the literature, and plenty of references
are provided that the interested reader may consult, although a few observations
(especially in Section 6) seem to not have appeared before.

I have tried to keep the exposition short and, regrettably, there are many (inter-
esting) aspects we cannot address here. This includes graphs (there is a plethora of
literature on directed graphs and their C*-algebras, see [Ra05] and its references),
Leavitt path algebras (the algebraic counterpart of graph C*-algebras), multidi-
mensional dynamics, and Smale spaces. Topological full groups will briefly be
mentioned in Section 8 on continuous orbit equivalence.

What we will be able to discuss are the topics listed in the table of content
initiated by a preliminary section that covers the basics of symbolic dynamics and
associated C*-algebras. Two things to emphasise. First, there is a tension between
two-sided (invertible) systems, which seem to be of most interest to dynamicists,
and one-sided (noninvertible) systems that seem more natural from a C*-algebraic
perspective. For example, [LM95] only dedidates a few pages to one-sided shifts
and the new addendum to the book does not discuss them at all; I hope to convey
that one-sided dynamics can be just as interesting as its invertible sibling. Second,
there is an unfortunate discrepancy in the notion of one-sided eventual conjugacy
and this is addressed in Section 6.

2. Preliminaries

Let Z be the integers, let N be the nonnegative integers (including 0), and let
N+ be the positive integers. An N-matrix A is a matrix all of whose entries are
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in N, and if A is square, we let |A| denote the dimension of A. All matrices are
finite-dimensional.

2.1. Symbolic dynamics. For a general and thorough introduction to classical
theory of symbolic dynamics, we refer the reader to the excellent textbooks [LM95]
and [Ki98]. Although the two-sided systems consisting of bi-infinite sequences seem
to be more popular among dynamicists we shall here emphasise the one-sided sys-
tems consisting of right-infinite sequences as they fit nicer with the perspectives on
C*-algebras.

Let N ∈ N+ and consider the set of symbols {0, . . . , N − 1} as a discrete space.
The full one-sided N -shift is the compact metric space {0, . . . , N − 1}N (equipped
with the product topology) of right-infinite sequences together with the shift oper-
ation σ given by σ(x)i = xi+1 for all i ∈ N and x ∈ {0, . . . , N − 1}N. A metric d
on {0, . . . , N − 1}N may be given as d(x, y) = 2−min{k∈N:xk 6=yk}, for distinct points
x, y ∈ {0, . . . , N − 1}N. The shift is a local homeomorphism (open and locally
injective) and positively expansive in the sense that there is ε > 0 such that if
x, y ∈ {0, . . . , N − 1}N are distinct, then

d(σk(x), σk(y)) > ε.

for some k ∈ N.
If x ∈ {0, . . . , N − 1}N, then we write x = x[0,∞) = x0x1 · · · where xi ∈

{0, . . . , N − 1}, and for integers 0 ≤ i ≤ j, we have x[i,j] = xixi+1 · · ·xj is a
finite word in the symbols {0, . . . , N − 1} (similarly, x[i,j) and x(i,j] will have the
obvious meaning). We say the finite word x[i,j occurs in x, and we allow for a
unique empty word ǫ that occurs in every sequence.

A one-sided subshift (or a one-sided shift space) is a closed subsetX of {0, . . . , N−
1}N that is shift-invariant in the sense that σ(X) ⊂ X (we do not assume equal-
ity here). The restriction σX of the shift to X need not be open but it is always
positively expansive, in particular it is locally injective. The language L(X) of a
subshift (σ,X) is all the finite words that occur in some x ∈ X , and this in fact
determines the whole subshift, cf. [LM95, Proposition 1.3.4]. Moreover, a basis for
the topology on X is given by the cylinder sets

Z(µ) = {x ∈ X : x[0,|µ|) = µ},
where µ is a word that occurs in X .

A two-sided subshift is a closed and shift-invariant subset X ⊂ {0, . . . , N − 1}Z.
We use the notation X to emphasise that it is the space of bi-infinite sequences
although we use the same notation σ for the shift; it should always be clear from
the context what we mean. The above notation also extends to the two-sided
setting. There is a natural continuous shift-commuting surjection (a factor map)
ρ : X → {0, . . . , N − 1}N given by ρ(x) = x[0,∞) for all x ∈ X, and the image X is a
one-sided subshift for which the shift is surjective. Conversely, if X is a one-sided
shift for which σX is surjective, we can recover the two-sided subshift (σX , X) as
the natural extension given as the projective limit lim←−i

(σ,X).

Two subshifts (σX , X) and (σY , Y ) are conjugate if there exists a homeomor-
phism h : X → Y satisfying h ◦ σX = σY ◦ h.
Definition 2.1. A shift of finite type is a subshift (σ,X) for which there exists a
finite set of words (the forbidden words) such that X consists of all sequences that
do not contain any forbidden words.
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Example 2.2. The full 2-shift may be represented by the directed graph

•

e

f

The space of right-infinite edge paths is {e, f}N and we may equip this with the
shift operation. The golden mean graph is given as

• •

e

f

g

and its space of right-infinite paths is contained in {e, f, g}N, but the words {ff, fe, gg, eg}
are not allowed. This is a finite list of words that are forbidden, so the path space
of the graph represents a shift of finite type.

The shift on the path space of a directed graph (in particular for a shift of finite
type) is a local homeomorphism. Parry [Pa66, Theorem 1] shows that a subshift is
a local homeomorphisms if and only if it is of finite type.

Remark 2.3. Any shift of finite type may be represented (up to conjugacy) by
a finite directed graph, [LM95, Chapter 2]. As such the system is equivalently
determined by the adjacency matrix of the graph, so we shall frequently denote
a shift of finite type as XA where A is the adjacency matrix of the graph that
represents the system.

Example 2.4. Consider the labelled graph

• •

1

0

0

with the labelled path space contained in {0, 1}N. Any words of the form 102n+11
cannot occur in any right-infinite path on the labelled graph, and this set of forbid-
den words cannot be reduced to a finite set. The shift is therefore not of finite type.
It is usually called the even shift ; only an even number of 0s is allowed between
any two 1s. Note that there is an obvious continuous and shift-commuting map (a
factor map) from the path space of the golden mean graph of Example 2.2 to the
even shift. This is an example of a sofic shift.

The even shift shows that shifts of finite type have the intrinsic flaw of not being
closed under factor maps (an unfair feature in the words of Fischer). The smallest
class containing shifts of finite type that is also closed under images is the sofic
shifts which were coined and studied by Weiss in [We73].

Definition 2.5. A subshift (σX , X) is sofic if it is the image of a continuous and
shift-commuting map from a shift of finite type.

Remark 2.6. Any sofic shift may be represented (up to conjugacy) by a finite labelled
directed graph, [LM95, Chapter 3]. The underlying graph will then represent a shift
of finite type from which there exists a factor map onto the sofic shift. Nasu [Na86]
has described a representation matrix (in non-commutative variables) that describe
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the labelled graph and this is a very useful tool to generalise many perspectives from
the finite type case. We shall not discuss this further here.

The representation of a sofic shifts is not unique, but Fischer [Fi75] showed
that any irreducible sofic shift admits a unique labelled graph representation that
is minimal and right-resolving (every vertex emits only edges with distinct labels).
This is not the case for general sofic shifts. We now refer to this as the Fischer graph
or the Fischer cover. The Fischer graph of the even shift is depicted in Example 2.4.

Krieger [Kr84] later associated to any sofic shift a cover that is canonical in the
sense that any conjugacy at the level of sofic systems lifts to a unique conjugacy on
the covers. The Fischer graph is also canonical and two graphs need not coincide.

Definition 2.7. Let (σX , X) be a one-sided subshift over the symbol set {1, . . . , N}.
The past set of x ∈ X is the set P (x) = {ν ∈ L(X) : νx ∈ X} The (left) Krieger
graph of (σX , X) is a labelled graph whose vertices is the collection of past sets,
and there is an edge from P to P ′ with label a ∈ {1, . . . , N} if there exists x ∈ X
such that P = P (ax) and P ′ = P (x).

Example 2.8. The labelled graph

• •

•

1

01

0

0

is the Krieger cover of the even shift. There are three distinct past sets e.g. repre-
sented by 0∞, 10∞, and 010∞:

P (10∞) = {0, 1, 00, 01, 11, . . .}
P (010∞) = {0, 00, 10, . . .}
P (0∞) = {0, 1, 00, 01, 10, 11, . . .}.

The reader may verify that the above graph is indeed the Krieger graph of the even
shift.

Observe that if µ is a word in the even shift that contains 1 and if ν and ω
are words such that νµ and µω are allowed, then νµω is also allowed. However, if
µ = 000, then we can choose ν = 01 and ω = 10 and observe that both νµ and µω
are allowed but νµω = 0100010 is not allowed. A similar argument works for any
word consisting only of 0s.

Every word occuring in 0∞ is thus not synchronising, and if we remove this part
of the graph we obtain the Fischer graph of the even shift in Example 2.4. This is
no coincidence.

A word µ in a subshift (σx, X) is intrinsically synchronising if whenever ν and
ω are words in X and νµ and µω then νµω is also allowed. In the even shift, a
word is intrinsically synchronising if and only if it contains a 1. A right-infinite
sequence x ∈ X is synchronising if it contains an intrinsically synchronising word.
Krieger [Kr84] showed that the Fischer graph arises as the subgraph of the Krieger
graph whose vertices are the past sets of synchronising elements.

Below we mention a class of subshifts that is very different from the sofic shifts.
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Example 2.9. Let Rα be the rigid rotation on R/Z by an irrational parameter α ∈
(0, 1)\Q. Define a coding map ν : R/Z→ {0, 1} by ν(t) = 1 if t ∈ [0, α), and ν(t) =
0 if t ∈ (α, 1]. The two-sided Sturmian shift is then the closure of {ν(Ri

α(t))i∈Z : t ∈
R/Z} in {0, 1}Z. This is an example of a minimal homeomorphism on the Cantor
space, cf. Section 8.1, it has no periodic points and zero entropy, cf. [LM95, Section
13.7]. A one-sided Sturmian shift is defined analogously.

2.2. C*-algebras. Throughout the paper, we let K denote the compact operators
on separable Hilbert space and c0 the commutative subalgebra of diagonal opera-
tors.

Let A be an irreducible and nonpermutation {0, 1}-matrix of dimension n. Cuntz
and Krieger [CK80] define a C*-algebra OA (today known as the Cuntz–Krieger
algebra) as the C*-algebra generated by n partial isometries s1, . . . , sn satisfying
the relation

1 =

n
∑

i=1

sis
∗
i , and s∗jsj =

n
∑

i=1

A(i, j)sis
∗
i (2.1)

for all j = 1, . . . , n. Really they assume A satisfy a technical condition (I) but
irreducible and nonpermutation matrices are examples of this. They show that OA

is simple (it contains no nontrivial closed two-sided ideals), and that it is defined
independently of the specific Hilbert space on which the partial isometries act (up
to canonical *-isomorphism), so the above the is justified. They provide a large
class of examples of purely infinite C*-algebras, cf. [Cu81a]. When the dimension
of A is n ≥ 2 and every entry of A is 1 then the partial isometries are honest
isometries, and OA is canonically isomorphic to Cuntz’ algebra On, cf. [Cu77]. A
diagonal subalgebra DA of OA is generated by projections of the form sµs

∗
µ where

µ = µ1 · · ·µm is a finite word in XA and sµ = sµ1
· · · sµm

; OA also admits a gauge
action γA of T determined by γAz (si) = zsi for all z ∈ T and generators si.

When A is not irreducible the C*-algebras generated by similar relations is not
simple and will generally depend on the Hilbert space on which the generators act.
It is however possible to define OA as a universal C*-algebra subject to Cuntz–
Krieger families [aHR97, Section2]: a Cuntz–Krieger family for A is a collection
of partial isometries {Si}i satisfying (2.1), and the C*-algebra OA is universal if it
is generated by a Cuntz–Krieger family {si}i, and for any other family {Si}i on a
Hilbert space H there is a *-representation OA → B(H) sending si 7→ Si, for all i.

The construction of C*-algebras was extended to graphs in [EW80, KPRR97]
where the latter used topological groupoids whose unit space is the right-infinite
paths on the graphs. This path space admits a shift operation which is a local
homeomorphism. We shall not dig deeper into graph C*-algebras here but sim-
ply refer the interested reader to Raeburn’s monograph [Ra05] which constructs
universal C*-algebras from generators and relations.

How can these constructions of C*-algebras be generalised to general subshifts
e.g. sofic shifts?

Matsumoto was the first to associate C*-algebras to general subshifts in [Ma97]
and subsequent papers using a Fock space construction. Unfortunately, there was
a mistake in a technical lemma which caused some confusion (this is however nicely
clarified in [CM04]).

For sofic shifts (under some technical conditions), Carlsen [Ca03] and Samuel
[Sa98] independently observed that Matsumoto’s C*-algebra is isomorphic to the
Cuntz–Krieger algebras of their Krieger graphs. In fact, we may now define the
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C*-algebra of a sofic shift to be the Cuntz–Krieger algebra of its Krieger cover.
Similarly, we can define a C*-algebra of an irreducible sofic shift to be the Cuntz–
Krieger algebra of its Fischer cover; this will in general be a quotient of the former
C*-algebra.

The approach in [BC20b] is to construct a canonical cover (σX̃ , X̃) to any sub-
shift (σX , X) that generalises the path space of the Krieger graph. This is a local
homeomorphism from which we can construct an étale groupoid and therefore a C*-
algebraOX . The cover is useful because the shift on a general subshift is usually not
a local homeomorphism (only if it is of finite type), so the associated groupoid will
usually not be étale. Alternatively, Matsumoto [Ma] has constructed C*-algebras
of so-called normal subshifts that generalise the Fischer cover.

The covers, groupoids, and C*-algebras of Sturmian shifts were studied in [Br21].

Remark 2.10. We mention here briefly the advantage of étale groupoids. Concep-
tually, groupoids can encode the orbit structure of a dynamical system and they
should be thought of as the non-commutative orbit space. The interested reader
should consult [Si20] for a friendly introduction to the topic (see also [Re80] for the
source of everything groupoid C*-algebras).

A local homeomorphism T : X → X on a locally compact Hausdorff space X
determines a groupoid

GT =
⋃

m,n∈N

{(x,m− n, y) ∈ X × Z×X : Tmx = T ny}

with unit space G(0) = {(x, 0, x) : x ∈ X} canonically identified with X , and range
and source maps r(x, p, y) = x and s(x, p, y) = y for all (x, p, y) ∈ Gσ. A pair
of elements (x, p, y) and (y′, q, z) are composable precisely if y = y′ in which case
(x, p, y)(y, q, z) = (x, p + q, z), and inversion is given as (x, p, y)−1 = (y,−p, x).
Under a suitable topology inherited from X , GT is a locally compact Hausdorff,
étale and amenable groupoid. As such it defines groupoid C*-algebra C∗(T ) =
C∗(GT ) which contains the functions on the unit space C0(X) (the diagonal),
and the groupoid homomorphism cσ : GT → Z given by cσ(x, p, y) = p for all
(x, p, y) ∈ Gσ, induces a gauge action γT of T on C∗(GT ). When T = σA is a
shift of finite type, then C∗(GσA

) is canonically isomorphic to OA in a way that is
diagonal-preserving and gauge-equivariant.

A wonderful theorem of Renault [Re08] allows for a reconstruction of a topologi-
cal groupoid (up to isomorphism) from its C*-algebra with diagonal subalgebra, see
also [Re80, Ku86]. Below we state a generalised version of the result from [CRST21,
Section 3]. The technical conditions are satisfied for all examples relevant to this
paper and we shall not elaborate on them here.

Theorem 2.11. Let G1 and G2 be a second-countable, Hausdorff, étale groupoids
whose interior of isotropy is abelian and torsion-free. If there exists a *-isomorphism

ϕ : C∗
r (G1)→ C∗

r (G2) satisfying ϕ(C0(G
(0)
1 )) = C0(G

(0)
2 ), then G1 and G2 are iso-

morphic as topological groupoids.

This is an immensely useful tool in questions related to dynamical systems and
their C*-algebras. Many variations on Renault’s reconstruction theory are now
available in the literature but Renault’s paper is still worth studying today.
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3. Two-sided conjugacy

When are two dynamical systems the same? We can illustrate the immense com-
plexity of this question by asking when two-sided shifts of finite type are conjugate.
This fundamental problem of symbolic dynacmis has still not been satisfactorially
solved, and the question of whether there exists a decision algorithm to determine
conjugacy is still open.

We cannot address this problem without mentioning the efforts of Williams in
the seminal work [Wi73]. In it, he addressed a question of Bowen (are shifts of finite
type determined by their zeta function?) and provided an algebraic classification
of two-sided shifts of finite type in terms of N-matrices; this is the notion of strong
shift equivalence.

3.1. Strong shift equivalence. Let us start with an example.

Example 3.1 (In-splitting). Consider the graph below with adjacency matrix A

• •

e

f

g

h

A =

(

1 1
2 0

)

.

The left-most vertex v has three edges going in (e, g and h), and we split v into
two vertices (aligned on top of each other below) and distribute the edges e and h
to top copy of v and g to the bottom copy; the outgoing edges e and f are copied
so there is one emitted from each of the two copies of v. We then get the graph
below with adjacency matrix B

• •

•

e1

f1

h1

g1

e2
f2

B =





1 0 1
1 0 1
1 1 0



 .

Note that the loop e is both incoming and outgoing for v which is why we also have
two copies. The two-sided shifts are conjugate, and it is possible to write down an
explicit conjugacy.

Alternatively, the in-split can be encoded into the two matrices

R =





1 0
1 0
1 1



 , and S =

(

1 0 1
0 1 0

)

,

for which we have B = RS and SR = A. This is an example of an (elementary)
strong shift equivalent between A and B.

Based on such observations, Williams introduced strong shift equivalence.

Definition 3.2. A pair of square N-matrices A and B are elementary strong shift
equivalent if there are rectangular N-matrices R and S such that A = RS and SR =
B, and strong shift equivalent if there are ℓ ∈ N and matrices A = C0, . . . , Cℓ = B
such that Ci and Ci−1 are elementary strong shift equivalent for all i = 1, . . . , ℓ.

The classification of two-sided shifts of finite type is from [Wi73, Theorem A].
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Theorem 3.3. A pair of two-sided shifts of finite type (σA, XA) and (σB, XB) are
conjugate if and only if the matrices A and B are strong shift equivalent.

For the general definition and notation of in-splits, we refer the reader to [LM95,
Section 2.4] (or [BP04, Section 4] for general graphs). The proof of the classi-
fication theorem (see e.g. [LM95, Proof of Theorem 7.2.7]) is really a matter of
decomposing an arbitrary conjugacy into a composition of elementary conjugacies
coming from splittings such as the in-split above and the dual notion of out-splits
(see Example 4.1 below) which also produces a strong shift equivalence. As such,
the theorem says that conjugacies can only arise by a sequence of splittings.

Example 3.4. Let k ∈ N and consider the matrices

A =

(

1 k
k − 1 1

)

, and B =

(

1 k(k − 1)
1 1

)

.

For k = 3 the matrices are strong shift equivalent (in seven steps, cf. [LM95,
Example 7.3.12]), but for k ≥ 4 this is still an open problem. This example shows
that the complexity of strong shift equivalence is not just in the dimensions of
the adjacency matrices but in the number of elementary strong shift equivalences
connecting the matrices as well as the sizes of these connecting matrices.

Remark 3.5. Nasu [Na86] (see also [HN88]) has generalised the notion of strong
shift equivalent to cover so-called representation matrices of sofic shifts. The paper
shows that strong shift equivalence for these representation matrices coincides with
conjugacy of the two-sided sofic systems.

3.2. Shift equivalence. Seeing that strong shift equivalence is hard to determine,
Williams also introduced shift equivalence as an a priori weaker algebraic relation
that seems easier to compute.

Definition 3.6. A pair of square N-matrices A and B are shift equivalent if there
are ℓ ∈ N+ and rectangular N-matrices R and S such that

Aℓ = RS, Bℓ = SR, AR = RB, BS = SA. (3.1)

It is not hard to verify the strong shift equivalence implies shift equivalence
(which seems to justify the terminology).

If we consider the matrices as linear maps A : Z |A| → Z |A| and B : Z |B| → Z |B|

then the shift equivalence relations are concisely expressed (in the case ℓ = 2) in
the following diagram

• • • · · · ∆A

• • • · · · ∆B

A

R

A A

B

S

B B

where all the downwards vertical maps are R and the upwards maps are S. Here,
∆A is the inductive limit which inherits the order structure ∆+

A from the positive

order on Z|A|, and the matrix A induces an automorphism δA on ∆A which is
essentially multiplication by A. The matrices R and S induce group isomorphisms
(that we also denote by R and S) between ∆A and ∆B, and these isomorphisms
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preserve the order structure and intertwine the automorphisms δA and δB . This
means that the module structure (∆A,∆

+
A, δA) is an invariant of shift equivalence.

In fact, the dimension module is a complete invariant for shift equivalence. This
was proved by Krieger in [Kr80a, Kr80b] (although in the latter paper, the result
is only stated for primitive matrices, see also [LM95, Theorem 7.5.8]).

Theorem 3.7. Let A and B be square N-matrices. Then (σA, XA) and (σB , XB)
are shift equivalent if and only if the dimension triples (∆A,∆

+
A, δA) and (∆B,∆

+
B, δB)

are isomorphic.

Example 3.8. The matrices in Example 3.4 are shift equivalent for all k ≥ 3. They
are in fact similar (over Z) and for primitive matrices this implies shift equivalent;
explicitly for k = 3 the matrices

R =

(

8 3
1 16

)

, and S =

(

2 3
1 1

)

define a shift equivalence between A and B.

Williams motivation for introducing shift equivalence was in part because it was
more computable than strong shift equivalence. This intuition was formalised by
Kim and Roush in [KR88] (see also [KR79]) where they showed that shift equiv-
alence is decidable. In [Wi73, Theorem F], it is claimed that shift equivalence
coincides with strong shift equivalence and therefore the classification problem for
shifts of finite type should seemingly be resolved. Alas. Parry found a mistake in
the proof and the question of whether shift equivalence implies strong shift equiva-
lence came to be known as the Williams problem, the Shift equivalence problem, or
the Williams conjecture.

Fast forward some twenty years, Kim and Roush exhibited a two-component
counterexample to the Williams problem in [KR92], and all hope to salvage the
equality of shift equivalence and strong shift equivalence was extinguished a few
years later when they constructed an irreducible example.

Example 3.9. The (in)famous primitive counterexample to the Williams problem
by Kim and Roush [KR99, Section 7] is given by the matrices

A =





















0 0 1 1 3 0 0
1 0 0 0 3 0 0
0 1 0 0 3 0 0
0 0 1 0 3 0 0
0 0 0 0 0 0 1
1 1 1 1 10 0 0
1 1 1 1 0 1 0





















and B =





















0 0 1 1 3 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1
4 5 6 3 10 0 0
4 5 6 3 0 1 0





















.

In the paper, an explicit shift equivalence is given with integer matrices, and for
primitive matrices this implies shift equivalence with N-matrices. Kim and Roush
provide conditions that shift equivalent matrices must satisfy (based on the com-
plicated sign-gyration invariant) to not be strong shift equivalent (and thereby be
counterexamples to the Williams problem). The bulk of the problem is then to
find concrete examples satisfying those conditions; indeed they remark that it was
difficult for us.

The paper of Kim and Roush [KR99] provide abstract conditions that counterex-
amples to the Williams problem must satisfy, and the concrete examples of Kim
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and Roush show that the conditions are meaningful. However, the precise relation-
ship between shift equivalence and strong shift equivalence, in particular how one
relation refines the other, seems to still be a mystery.

Since the classification of two-sided shifts of finite type is very complicated it is
useful to have computable invariants to distinguish certain systems apart. Bowen
and Franks [BF77] studied the two groups

ker(Id−A), and BF(A) = Z|A|/(Id−A)Z|A|, (3.2)

where Id−A is viewed as a map on Z|A|, and showed that they are invariants
of conjugacy. Today, we usually only refer to the cokernel as the Bowen–Franks
group. The groups actually arose in their study of flow equivalence, cf. Section 7.
For example, the matrices in Example 3.1 have Bowen–Franks group Z/2Z, and the
Kim–Roush example Example 3.9 have Bowen–Franks group isomorphic to Z/99Z.

3.3. C*-algebras. Cuntz and Krieger introduced their C*-algebras from irreducible
shifts of finite type (actually satisfying a technical condition (I)), and they were al-
ready aware [CK80, Theorem 4.1] that the stabilised C*-algebra (together with the
diagonal subalgebra) is an invariant of two-sided conjugacy. In fact, they showed
that the pair is invariant of flow equivalence, cf. Section 7.

Using the Pimsner–Voiculescu sequence, Cuntz [Cu81b, Proposition 3.1] identi-
fied the K-theory of the Cuntz–Krieger algebra OA with the invariants of Bowen
and Franks (of the transposed matrix At):

K0(OA) ∼= BF(At) and K1(OA) ∼= ker(Id−At).

See also [Cu81a] where K0(OA) is almost identified. Strictly speaking, this was
done under the hypothesis of Cuntz and Krieger’s condition (I), but the argument
has later been generalised to e.g. graphs, cf. [Ra05, Chapter 7]. This provides
strong evidence that the C*-algebras actually remember a lot of the underlying
dynamics.

Rørdam [Rø95] later classified the simple Cuntz–Krieger algebras (those OA for
which A is irreducible and nonpermutation) up to stable isomorphism by their K0,
i.e. by the Bowen–Franks group. This deep result involvedKK-theory and Huang’s
work on flow equivalence [Hu94]. Cuntz then observed that simple Cuntz–Krieger
algebras are classified up to *-isomorphism by the Bowen–Franks group together
with the class of the unit.

Further evidence is provided by considering the fixed-point algebra of the gauge
action γA on the Cuntz–Krieger algebra OA. This is an approximately finite-
dimensional (AF) C*-algebra, the K0-group of which is identified with the dimen-
sion group as an ordered group (again of the transposed matrix At). In fact the
equivariant K-theory of the gauge action coincides with Krieger’s dimension triple
(the underlying group is the K0-group of the fixed-point algebras).

The theorem below is from Bratteli and Kishimoto [BK00, Corollary 1.5 and
Theorem 4.3], and its proof relies on classification of actions on C*-algebras from
K-theoretic data. The importance of the matrices being primitive is to ensure that
the fixed-point algebra is simple with one-dimensional lattices of traces.

Theorem 3.10. Let A and B be primitive matrices. They are shift equivalent if
and only if there is a *-isomorphism ϕ : OA⊗K→ OB⊗K satisfying ϕ◦(γA⊗Id) =
(γB ⊗ Id) ◦ ϕ.
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Remark 3.11. It is not known to which extend such a characterisation holds. The
issue is really going from shift equivalent matrices to equivariantly *-isomorphic
C*-algebras; the other direction follows from the identification of the K-theory
with the dimension triple. Recently, Eilers and Szabó have announced that they
can generalise the result to cover irreducible and nonpermutation matrices.

Quite surprisingly, it is possible to characterise strong shift equivalence (or,
equivalently, two-sided conjugacy of shifts of finite type) using C*-algebras. Mat-
sumoto [Mat17a, Theorem 2.18] made progress on this for irreducible and non-
permutation matrices and characterised it in terms of Morita equivalence of the
triple (OA, C(XA), γ

A), the Cuntz–Krieger algebra, its diagonal subalgebra, and
the canonical gauge action. Below we record a slightly different characterisation
from [CR17, Theorem 5.1]; this result has no irreducibility conditions.

Theorem 3.12. Let A and B be square nonnegative N-matrices with no zero rows
or columns. The two-sided shifts (σA, XA) and (σB , XB) are conjugate if and only
if there exists a *-isomorphism ϕ : OA ⊗K→ OB ⊗K satisfying ϕ(C(XA)⊗ c0) =
C(XB)⊗ c0 and ϕ ◦ (γAz ⊗ Id) = (γBz ⊗ Id) ◦ ϕ for all z ∈ T.

A similar theorem holds for general subshifts (not necessarily of finite type)
by [BC20b, Theorem 7.5].

Remark 3.13. It is curious that shift equivalence seems to be harder to encode into
C*-algebras than strong shift equivalence. Perhaps this follows from the fact that
the former relation is not an orbit equivalence and so groupoid techniques do not
seem fit for the task.

4. One-sided conjugacy

A conjugacy of one-sided shifts lifts to a conjugacy of their natural extensions
(the correponding two-sided shifts) but the converse need not be the case. In fact,
the conjugacy question for noninvertible systems turns out to be starkly different
from that of the invertible systems. In his influencial paper [Wi73], Williams devises
an algorithm to solve the conjugacy problem for one-sided shifts of finite type and
observes almost as a by-product we obtain a classification of 1-sided shifts, up to
topological conjugacy.

4.1. Williams’ amalgamation algorithm. The in-spliting process of Example 3.1
has a dual notion called out-splitting.

Example 4.1 (Out-splitting). Consider the graph below with adjacency matrix A

• •

e

f

g

h

A =

(

1 1
2 0

)

.

The left-most vertex v has two edges going out (e and f), and we split v into two
vertices (aligned on top of each other below) and distribute the two edges to each
copy of v; the incoming edges g and h are then copied so there is one entering each
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of the two copies of v. We then get the graph below with adjacency matrix B

• •

•

e1

e2

g1

g2

h1

h2

f1 C =





1 1 0
0 0 1
2 2 0



 .

Note that the loop e is both incoming and outgoing for v which is why we also
have two copies. As in Example 3.1 it is easy to write down matrices R and S that
verify that A and C are strong shift equivalent.

The reader may verify that an explicit one-sided conjugacy h : XA → XC is given
as follows: any occurrence of ee is mapped to e1, ef is mapped to e2, f is mapped
to f1, ge is mapped to g1, gf is mapped to g2, he is mapped to h1, and hf is
mapped to h2. For example,

h(eefgefhf · · · ) = e1e2f1g1e2f1h2f1 · · ·
For the general definition and notation of out-splits, we refer the reader to [LM95,

Section 2.4] (or [BP04, Section 3] for general graphs). Any out-split produces
conjugate graphs.

The inverse operation to an out-split is called an out-amalgamation (here we will
just say amalgamation) and naturally this operation also preserves the one-sided
conjugacy class of the system. The surprising fact is that these two operations
exhaust all conjugacies of one-sided shifts of finite type.

At the level of matrices the amalgamation may be described as follows: an
amalgamation of A is obtained by collapsing identical columns of A and adding up
the corresponding rows entrywise. An example is the matrix C in Example 4.1 in
which the first two columns are identical. By keeping only one of the columns and
adding the first are second rows, we arrive at the matrix A. The dimension of the
amalgamated matrix is then less than the dimension of A. The total amalgamation
of a square N-matrix A is obtained by iteratively collapsing identical columns and
adding corresponding rows until the resulting matrix contains no identical columns.
Williams showed that this always exists (it is independent of the order of amalaga-
mations) and that it is unique (up to permutation). The classification for one-sided
shifts of finite type is from [Wi73, Theorem G].

Theorem 4.2. Any square N-matrix admits a unique total amalgamation (up to
permutation), and if A and B are square N-matrices, then their one-sided shifts are
conjugate if and only if the total amalgamations of A and B agree (up to permuta-
tion).

Observe that in Example 4.1 above, A has no identical columns, so it is its own
total amalgamation. However, the first two columns of C are identical and the total
amalgamation of C coincides with A. Conversely, both of the graphs in the in-split
example (Example 3.1) contain no identical columns, and they are distinct, so this
shows that the one-sided shifts XA and XB are not one-sided conjugate (though
they are two-sided conjugate).

Remark 4.3. For graphs with finitely many vertices (but potentially infinitely many
edges) a generalisation of Williams’ algorithm works to show that conjugacy for such
graphs is decidable. This result will appear in forthcoming work [ABCEW].
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4.2. General C*-description for local homeomorphisms. We saw in Section 3.3
that Cuntz and Krieger showed that OA is an invariant of the two-sided shift of
finite type (σA, XA) up to stable isomorphism. Above we also saw that one-sided
conjugacy is completely classified using out-splits and amalgamations. In [BP04],
Bates and Pask described how to generalise Williams’ splitting operations to possi-
bly infinite graphs, and they observed that in-splits produce graph C*-algebras that
are stably isomorphic while out-splits produce graph C*-algebras that are honestly
*-isomorphic. From Theorem 4.2, we then know that OA is really an invariant
of one-sided conjugacy. This was in fact already observed by Cuntz and Krieger,
cf. [CK80, Proposition 2.17], and the point is also made explicit by Katsura [Ka09].

The main result in [BC20a] is a converse to [CK80, Proposition 2.17] in which
one-sided conjugacy of shifts of finite type is characterised in terms of diagonal-
preserving *-isomorphism of Cuntz–Krieger algebras that intertwine a certain com-
pletely positive map. Working with irreducible shifts of finite type in [Mat22],
Matsumoto dispensed with the completely positive map and instead required that
the *-isomorphism intertwine a whole family a gauge actions. The following theo-
rem from [ABCE22, Theorem 3.1] is the appropriate generalisation of Matsumoto’s
idea to general local homeomorphisms. It illustrates an example of a connection
between general dynamical systems in the form of local homeomorphisms and their
C*-algebras that is directly inspired by shifts of finite type.

Theorem 4.4. Let T : X → X and S : Y → Y be local homeomorphisms. Then
T and S are conjugate if and only there is a *-isomorphism ϕ : C∗(T ) → C∗(S)
satisfying ϕ(C0(X)) = C0(Y ) (implemented by a homeomorphism h : X → Y ), and

ϕ ◦ γX,f
t = γY,f◦h

−1

t ◦ ϕ,
for all t ∈ R and f ∈ C0(X,R).

When the space is totally disconnected, we may replace R by Z (this applies e.g.
to (infinite) directed graphs).

Below we specify it to general subshifts. This has not appeared elsewhere and it
complements Matsumoto’s work on conjugacy of normal subshifts [Mat21, Theorem
1.5] and [BC20b, Theorem 4.4]. We emphasise that the result below applies to all
general subshifts. This class of dynamical systems is not immediately covered by the
above theorem because the action is not by local homeomorphisms. We provide
only a sketch of proof; the details are an adaptation of the proof of the above
theorem to general subshifts as in [BC20b].

Corollary 4.5. Let (σX , X) and (σY , Y ) be general one-sided shift spaces. The sys-
tems are conjugate if and only if there is a *-isomorphism ϕ : OX → OY satisfying
ϕ(C(X)) = C(Y ) (implemented by a homeomorphism h : X → Y ) and

ϕ ◦ γX,f◦πX

z = γY,(f◦h
−1)◦πY

z ◦ ϕ, (4.1)

for all f ∈ C(X,Z) and z ∈ T. Here, πX : X̃ → X and πY : Ỹ → Y are the
canonical factor maps associated to the systems.

Sketch of proof. Assume there exist a homeomorphism h : X → Y and a *-isomorphism
ϕ : OX → OY satisfying ϕ(C(X)) = C(Y ) with ϕ(f) = f ◦ h−1 for all f ∈ C(X),
and (4.1). By [BC20b, Theorem 3.3], we have ϕ(DX) = DY , and this means

there is a homeomorphism h̃ : X̃ → Ỹ of the covers satisfying h ◦ πX = πY ◦ h̃.
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Applying (4.1) for f = 1, it follows that h and h̃ are one-sided eventual conjuga-

cies (cf. Definition 5.1 below). Let k ∈ N be the constant associated to h and h̃
according to the definition.

Now, fix x ∈ X and let x̃ ∈ π−1
X (x) ⊂ X̃ . The hypothesis (4.1) implies (this

requires some work) that for any f ∈ C(X,Z)

f(x) =

k
∑

i=0

f ◦ h−1 ◦ πY (σi
Ỹ
(h̃(x̃))) −

k
∑

j=0

f ◦ h−1 ◦ πY (σj

Ỹ
(h̃(σX̃(x̃)))).

If we let u = σY (h(x)) and v = h(σX(x)), then this simplifies to

k
∑

i=0

f ◦ h−1(σi
Y (u)) =

k
∑

j=0

f ◦ h−1(σj
Y (v))

for all f ∈ C(X,Z). Now [ABCE22, Lemma 3.7] (this lemma is stated for systems
of local homeomorphisms but this is not needed) allows us to conclude that u = v
and so h is a conjugacy. �

5. Matsumoto’s one-sided eventual conjugacy

The conjugacy problem for one-sided shifts of finite type is understood via out-
splits and amalgamations, and there is a user-friendly decision procedure to deter-
mine when two such systems are conjugate. In this section, we discuss Matsumoto’s
notion of eventual conjugacy [Mat17a], its relation to C*-algebras, and how it re-
lates to strong shift equivalence. We shall be careful to call this eventual conjugacy
in Matsumoto’s sense because there is an arguably more natural notion of eventual
conjugacy (which we shall discuss in Section 6), and the two do not coincide. Mat-
sumoto’s eventual conjugacy was first defined for irreducible shifts of finite type,
but here we state it for local homeomorphisms.

Definition 5.1. Let T : X → X and S : Y → Y be local homeomorphism. A home-
omorphism h : X → Y is a Matsumoto eventual conjugacy if there are continuous
maps k : X → N and k′ : Y → N satisfying

Sk(x)+1 ◦ h(x) = Sk(x) ◦ h ◦ T (x), (5.1)

T k′(y)+1 ◦ h−1(y) = T k′(y) ◦ h−1 ◦ S(y), (5.2)

for all x ∈ X and y ∈ Y . When X and Y are compact, we may equivalently choose
k and k′ to be fixed nonnegative integers.

Note that h is a conjugacy if we can choose k = 0.

Example 5.2. The example below from [BC20a] shows that Matsumoto’s even-
tual conjugacy is nontrivial in the sense that it does not coincide with one-sided
conjugacy. Let X and Y be the one-sided shift spaces determined by the graphs

•

• •
and

•

• •
respectively. A concrete eventual conjugacy is given as follows: label the edges
pointing downwards in the first graph from left to right by a, b, c, d and edges point-
ing upwards e, f ; similarly, label the edges of the second graph by a′, b′, c′, d′, e′, f ′.
Define h : X → Y by sending an infinite path x = x0x1 · · · to y = y0y1 · · · where
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yi = e′ if xi−1 = c, and yi = x′i otherwise. The reader may verify that this is a
Matsumoto eventual conjugacy. On the other hand, the two graphs have distinct
total amalgamations which can easily be checked so the one-sided systems are not
conjugate.

The following C*-algebraic characterisation has its origin in [Mat17a, Theorem
1.2] for infinite irreducible shifts of finite type. It was later developed for graphs
in [CR17, Theorem 4.1], and found its final form for general local homeomorphisms
in [CRST21, Theorem 8.10]. The C*-algebras that appear are the groupoid C*-
algebras built from the local homeomorphisms as in Section 2; for shifts of finite
type they are just the Cuntz–Krieger algebras.

Theorem 5.3. Let T : X → X and S : Y → Y be local homeomorphisms. Then
T and S are are Matsumoto eventually conjugate if and only if there is a *-
isomorphism ϕ : C∗(T )→ C∗(S) satisfying ϕ(C0(X)) = C0(Y ) and ϕ◦γTz = γSz ◦ϕ,
for all z ∈ T.

The proof encodes an eventual conjugacy into groupoids and then uses the re-
construction theory for topological groupoids with its canonical cocycle; this is a
variation on Theorem 2.11. A similar result for general shift spaces can be found
in [BC20b, Theorem 5.3].

5.1. Balanced strong shift equivalence. Now we discuss balanced strong shift
equivalence as introduced in [Br22, Section 5]. This is an equivalence relation on
squareN-matrices which should be thought of as the one-sided analogue ofWilliams’
strong shift equivalence.

The pair of graphs in Example 5.2 inspired a new move on graphs introduced
in [ER], the balanced in-split : one graph G produces two graphs E and F by
performing two in-splits at G in which the vertices are split into the same number
of new vertices, but the incoming edges may be distributed differently. The pair of
graphs E and F are then said to be a balanced in-split of G.

Example 5.4. Consider the graph

•

•
The bottom vertex has four incoming edges, and the reader can verify that the two
graphs in Example 5.2 arise as in-splits of this graph in two different ways:

•

• •
and

•

• •
In both cases, the bottom vertex is split into two vertices but the four edges are
distributed differently: in the left-most graph the two vertices are given two edges
each, while in the right-most graph the edges are distributed with three edges to
one vertex and a single edge to the other vertex. As is always the case for an
in-split, the outgoing edge is copied.

It is shown in [ER, Corollary 3.7] that the balanced in-split induces a *-isomorphism
of graph C*-algebras that is both diagonal-preserving and gauge-equivariant. Via Theorem 5.3,
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this means that this move induces an eventual conjugacy in Matsumoto’s sense on
the one-sided shift spaces. The paper [Br22] gives a direct proof of this fact and
also shows the converse for finite graphs with no sinks: any eventual conjugacy is
the result of balanced in-splits up to one-sided conjugacy. Rephrasing the balanced
in-split into the language of matrices we arrive at the definition of balanced strong
shift equivalence.

Definition 5.5. Let A and B be square N-matrices. They are elementary balanced
strong shift equivalent if there are rectangular N-matrices R1, R2, and S such that

A = SR1, B = SR2, R1S = R2S.

The matrices are balanced strong shift equivalent if there are conjugate copies A′ and
B′ of A and B, respectively, and n ∈ N+ and matrices A′ = A0, . . . , An = B′ such
that Ai−1 and Ai are elementary balanced strong shift equivalent for all i = 1, . . . , n.

The main result of [Br22] is then the following characterisation.

Theorem 5.6. Let A and B be square N-matrices with no zero rows (the graphs
have no sinks). The one-sided shifts (σA, XA) and (σB , XB) are Matsumoto even-
tually conjugate if and only if A and B are balanced strong shift equivalent.

Analogous to Williams’ classification of two-sided conjugacies, this result says
that (σA, XA) and (σB , XB) are Matsumoto eventually conjugate if and only the
underlying graphs can be connected by out-splits and balanced in-splits. The as-
sumption that the graphs admit no sinks is merely a technical one; it should be
possible to prove a similar results for a large class of graphs.

Noting the connection to two-sided conjugacy and strong shift equivalence, we
ask the obvious decidability question which was also mentioned in [Br22].

Question 5.7. Is balanced strong shift equivalence decidable?

6. A discrepancy in one-sided eventual conjugacy

Williams introduced shift equivalence because it is tamer than strong shift equiv-
alence and easier to determine. This is an algebraic relation on matrices, and the
analogous dynamical description was only later discovered to be two-sided eventual
conjugacy: all higher powers are two-sided conjugate. One-sided eventual conju-
gacy (in the sense of having one-sided conjugate higher powers) was studied in
depth in [BFF97], and the authors show that this relation is decidable by a very
user-friendly algorithm. We observe in this section the unfortunate fact that this
does not coincide with Matsumoto’s eventual conjugacy from Section 5.

We can in fact also make sense of a shift equivalence for one-sided shifts (we
call this unital shift equivalence), and it turns out that this does not coincide with
either of the two version of one-sided eventual conjugacy. This will be elaborated
on in future work [Br].

6.1. Conjugate higher powers. We first define the notion of having conjugate
higher powers. This is usually called eventual conjugacy.

Definition 6.1. Let σX : X → X and σY : Y → Y be dynamical systems (e.g. σX
and σY are both (local) homeomorphisms). The systems are eventually conjugate
(or have conjugate higher powers) if the higher powers σi

X and σi
Y are conjugate

for all but finitely many i ∈ N+.
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For shifts of finite type (one-sided or two-sided), the higher power (σi
A, XA) is

canonically conjugate to (σAi , XAi).

Example 6.2. It is important that all sufficiently high powers are conjugate. The
matrices

A =

(

0 2
2 0

)

and B =

(

2 0
0 2

)

satisfy A2n = B2n for all n ∈ N but one is irreducible while the other is reducible.

In the case of two-sided shifts of finite type, having conjugate higher powers
coincides with shift equivalence, cf. Section 3.2. One direction was observed by
Williams [Wi73], and the converse was proved by Kim and Roush [KR79] (see
also [LM95, Theorem 7.5.15]).

Theorem 6.3. Let (σA, XA) and (σB , XB) be two-sided shifts of finite type. The
matrices A and B are shift equivalent if and only if the systems have conjugate
higher powers.

This result provides the dynamical analogue of the algebraic notion of shift
equivalence. A similar correspondence does not occur in the one-sided setting; this
will be elaborated on elsewhere.

Remark 6.4. A similar result applies to sofic shifts. Boyle and Krieger [BK88]
introduce and study shift equivalence for two-sided sofic systems and show that it
coincides with having conjugate higher powers.

In [BFF97], Boyle, D. Fiebig, and U. Fiebig study one-sided shifts of finite
type that have conjugate higher powers (they refer to this as one-sided eventual
conjugacy). We present here the main result related to this notion.

Let N(A) be the least positive integer satisfying rank(An) = rank(An+1) which
is at most the dimension of A. The surprisingly nice characterisation below is
from [BFF97, Section 8].

Theorem 6.5. Let A and B be square N-matrices and let n ≥ max{N(A), N(B)}.
The following are equivalent.

(1) A and B determine one-sided shifts of finite type that have conjugate higher
powers;

(2) the total amalgamations of Am and Bm agree (up to the same permutation)
for m = n, n+ 1; and

(3) the total amalgamations of Am and Bm agree (up to the same permutation)
for all m ≥ n.

An immediate consequence of this theorem is that having conjugate higher pow-
ers for one-sided shifts of finite type is decidable. Simply construct the total amalga-
mations of Am and Bm and check whether they are the same (up to permutation).
For very large systems, the task of determining graph isomorphism of the total
amalgamations can of course be formidable, but often times in practice this is very
user-friendly.

Boyle–Fiebig–Fiebig also provide an example to show that having conjugate
higher powers does not coincide with one-sided conjugacy. Below we generalise this
example slightly and show that the one-sided systems determined from the matrices
are Matsumoto eventually conjugate.
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Example 6.6. For each k ∈ N+, we consider the matrix

Ak =





2k 0 4k
k 2k 0
k 2k 0



 .

For k = 1, this is [BFF97, Example 5.6]. The total amalgamation of A2
k is the

matrix (4k)2 while the total amalgamation of A3
k is the matrix (4k)3. Therefore, it

follows from Theorem 6.5 that Ak and (4k) have conjugate higher powers. On the
other hand, Ak is already in the form of a total amalgamation. This means that
Ak and (4k) are not one-sided conjugate for any k.

Next we observe that the matrices Ak and (4k) are in fact balanced strong shift
equivalent via the matrix

C =

(

2k 4k
k 2k

)

.

Explicitly, we consider the matrices

S =





1 0
0 1
0 1



 , R1 =

(

2k 0 4k
k 2k 0

)

, and R2 =

(

2k 2k 2k
k k k

)

.

Direct computations show that

Ak = SR1, SR2 =





2k 2k 2k
k k k
k k k



 , and R1S = C = R2S.

Since the total amalgamation of SR2 is the matrix (4k), the matrices S,R1, R2

implement a concrete balanced strong shift equivalence between Ak and (4k) for
each k ∈ N, so the one-sided shifts are Matsumoto eventually conjugate.

The above observations lead us to ask whether one-sided eventual conjugacy
in the sense of having conjugate higher powers and in Matsumoto’s sense simply
coincide. This is not the case.

Example 6.7. The adjacency matrices of the graphs in Example 5.2 are

A =





0 2 2
1 0 0
1 0 0



 and B =





0 3 1
1 0 0
1 0 0



 .

The total amalgamation of any power of A is always a 2× 2-matrix, while the total
amalgamation of any power of B is a 3×3-matrix. Therefore, the one-sided systems
do not have conjugate higher powers.

The examples so far have shown us that both having conjugate higher powers
and being balanced strong shift equivalent are nontrivial in the sense that they do
not coincide with one-sided conjugacy. We have also seen that the two notions do
not agree, in particular balanced strong shift equivalence does not imply having
conjugate higher powers. This is why we do not simply refer to the relations as
one-sided eventual conjugacy. We leave the following problem open.

Question 6.8. Does having conjugate higher powers imply balanced strong shift
equivalence?
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Example 6.9. Consider Ashley’s graph

• •

• •

• •

• •
The characteristic polynomial of the adjacency matrix of this graph is x7(x − 2)
and a result of Williams (see e.g. [Ki98, Lemma 2.2.6]) implies that the two-sided
edge shift is shift equivalent to the matrix (2), the full 2-shift. According to [Ki98,
Example 2.2.7 and the notes to that section] it has been an open problem since 1989
when the graph was discovered to determine whether they are two-sided conjugate.

A computation of the higher powers of the adjacency matrix of Ashley’s graph
shows that all the higher powers are one-sided conjugate to the higher powers of the
full 2-shift (using Theorem 6.5), so they have conjugate higher powers. This makes
the above question of whether this implies (balanced) strong shift equivalence even
more pressing.

Example 6.10. Consider Rourke’s example of shift equivalent primitive matrices

A =





1 2 1
1 1 0
1 0 1



 and B =













1 0 1 0 1
0 1 1 1 0
1 1 1 0 0
1 0 0 0 1
0 1 0 1 0













from the errata of [Wi73]. Williams remarks that it is not known if they are
strong shift equivalent. A computation of the higher powers shows that the total
amalgamation of Bn is An for n ≥ 2, so the matrices have conjugate higher powers.
I do not know if the question of strong shift equivalence has been resolved, or if
they are balanced strong shift equivalent.

7. Flow equivalence

In this section we return to two-sided dynamics. Let us first define the notion of
flow equivalence as in e.g. [LM95, Section 13.6].

Let X be a compact metric space equipped with a homeomorphism σ : X → X .
The product X × R carries an obvious R-action (a flow) and the suspension space
is the quotient of X×R by the identification (σ(x), t) ∼ (x, t+1) for all x ∈ X and
t ∈ R. Let [x, t] ∈ X×R/ ∼ be the class of (x, t) ∈ X×R. The quotient is a compact
metric space and it carries an induced flow (the suspension flow) s.[x, t] = [x, t+ s]
for all x ∈ X and t, s ∈ R. A pair of homeomorphisms σX : X → X and σY : Y → Y
are flow equivalent if their suspension flows are topologically equivalent, i.e. there is
a homeomorphism h : X ×R/ ∼→ X ×R/ ∼ that takes orbits (flow lines) to orbits
in an orientation-preserving way. Note that if the space X is totally disconnected,
then the flow lines are exactly the connected components of X × R/ ∼, so flow
equivalence is a matter of ’oriented homeomorphism’ on the suspension spaces.
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The system σX : X → X appears as a cross section of the flow on the suspen-
sion space. Equivalently, two homeomorphisms are flow equivalent if they are cross
sections of a common flow. As Franks mentions in [Fr84], symbolic dynamics is
useful as a tool for studying the qualitative behaviour of certain systems of smooth
dynamics. By restricting to a transversal with its first return map (a cross section),
often times the resulting homeomorphism is an irreducible shift of finite type. Re-
stricting to a different transversal will result in a different system but they are flow
equivalent.

In the beginning of the 1970s about the time when Williams was working on
conjugacy, Bowen [Bo72] studied the flows coming from shifts of finite type. The
hugely influential (and notoriously short) paper by Parry and Sullivan [PS75] fol-
lowed a few years later in which the authors prove that flow equivalence of shifts of
finite type is generated by conjugacy and symbol expansion (the reader with a less
direct pipeline to topological truth may want to consult e.g. [BCE17]). We illustrate
symbol expansion with the following example that we saw in Example 2.2.

Example 7.1. Consider the graphs E and F below

•

e

f

and • •

e1

f1

f2

We construct F from E by performing a symbol expansion on the symbol f in E.
Choose a new symbol, in this case f2, and demand that it always follows f . In this
way, we have slowed down the time it takes to walk along f . By identifying f in
E with f1 in F we obtain the graph F . The reader may chack that the association
e 7→ e1 and f 7→ f1f2 induces a flow equivalence between E and F .

Note that the edge shift of E has no obstructions on its allowed paths (the
full 2-shift), so its entropy is log 2, while it can be shown that the entropy of F is

(1+
√
5)/2 (the golden mean), cf. [LM95, Example 4.1.4]. In particular, the systems

are not conjugate and entropy is not invariant under flow equivalence.

Parry and Sullivan also showed that the integer det(Id−A) is an invariant of the
flow equivalence class of (σA, XA) (in Example 7.1 this value if −1 for both graphs).
Shortly after, Bowen and Franks [BF77] showed that the kernel and cokernel of
Id−A viewed as a linear map on Z|A| (cf. (3.2)) are also invariant under flow
equivalence

The cokernel BF(A) = Z|A|/(Id−A)Z|A| (which today is usually referred to
as the Bowen–Franks group) almost subsumes the information of the determinant
since

| det(Id−A)| =
{

|BF(A)| if BF(A) is finite,

0 if BF(A) is infinite,

so only the sign of the determinant contains new information not retrievable from
the group, cf. Example 7.3. We may therefore say that the signed Bowen–Franks
group

(BF(A), sign det(Id−A))
is an invariant of flow equivalent. It is a surprising fact that for irreducible and
nonpermutation matrices this is a complete invariant. This is Franks’ classification
result [Fr84].
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Theorem 7.2. Let A and B be irreducible and nonpermutation N-matrices. The
two-sided shifts (σA, XA) and (σB , XB) are flow equivalent if and only if BF(A) ∼=
BF(B) and sign det(Id−A)) = signdet(Id−A).

Using a different approach, Boyle and Handelman [BH96] studied the ordered
cohomology of a shift of finite type (σA, XA) given as

C(XA,Z)/{f − f ◦ σA : f ∈ C(XA,Z)}

with the order [f ] ≥ 0 if there exists a nonnegative representative f ≥ 0. For
Cantor minimal systems, this is the group that Giordano, Putnam, and Skau used to
classify Cantor minimal systems up to orbit equivalence, cf. Section 8.1. Boyle and
Handelman initiated a more general study of this ordered group, and proved that
it classifies irreducible shifts of finite type up to flow equivalence [BH96, Theorem
1.12]. It might be the case that the ordered cohomology with an order unit is
relevant for further classification of shifts of finite type, cf. [Bo08, Problem 23.4].

A complete invariant of flow equivalence for general shifts of finite type exists, but
it is much more complicated and involves the K-web. The work of Boyle [Bo02] and
Boyle–Huang [BH03] develops this in a way that emphasises certain positivity and
algebraic aspects separately. For two-component shifts of finite type, Huang [Hu94]
has a satisfying classification of flow equivalence using Frank’s classification on the
irreducible components as well as a distinguished element in a tensor product of
Bowen–Franks groups, the latter of which he refers to as the Cuntz group since
Cuntz found this to be an invariant of flow equivalence in [Cu81b, Section 4].

We mention also here that that flow equivalence was proven to be decidable
by Boyle and Steinberg [BS, Corollary 2.4] although their proof only provides the
existence of a decision algorithm.

Since the inception of the Cuntz–Krieger algebras, flow equivalence has played an
important role. Cuntz and Krieger showed [CK80, Theorem 4.1] that the stabilised
C*-algebraOA⊗K together with its diagonal subalgebra C(XA)⊗c0 is an invariant
of the flow class of (σA, XA). They point out that using Parry and Sullivan’s
characterisation (the symbol expansion), this is an instant computational proof.
The following example should be seen in this light.

Example 7.3. Consider the graphs

• and • • •

and note that the Bowen–Franks groups are trivial for both graphs. The two-sided
shifts are however not flow equivalent as the reader may check by computing the
sign of the determinant.

The C*-algebra of the graph with a single vertex and two loops is Cuntz’ algebra
O2, and the C*-algebra of the right-most graph is usually known as O2−. For a
long time it was not known whether the two were stably isomorphic, and it was
only with Rørdam’s clasification of simple Cuntz–Krieger algebras it was finally
concluded that O2

∼= O2−.
For the cognoscenti, this is an example of a Cuntz splice; a move designed to flip

the sign of the determinant and thereby change the flow class of the graph.
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The fact that two systems that are dynamically far apart (they are not flow
equivalent) can have *-isomorphic C*-algebras was a mystery. How much is actually
remembered (or lost) in the transition from dynamical systems or graphs to C*-
algebras?

The mystery was resolved only much later by Matsumoto and Matui. Their C*-
algebraic characterisation of flow equivalence for infinite irreducible shifts of finite
type is from [MM14, Corollary 3.8]. The result was later generalised to include the
reducible shifts of finite type in [CEOR19].

Theorem 7.4. Let A and B be square N-matrices. The two-sided shifts (σA, XA)
and (σB , XB) are flow equivalent if and only there exists a stable *-isomorphism
ϕ : OA ⊗ K→ OB ⊗K satisfying ϕ(C(XA)⊗ c0) = C(XB)⊗ c0.

This means that althoughO2
∼= O2−, cf. Example 7.3, this *-isomorphism cannot

be diagonal-preserving.
As mentioned above, one direction was already observed by Cuntz and Krieger.

The proof of the other direction (assuming stable diagonal *-isomorphism and show-
ing flow equivalence) is remarkable in that it used Matusmoto’s notion of continuous
orbit equivalence (see Section 8), its connection to C*-algebras, and the fact that
it implies flow equivalence, étale topological groupoids and their cohomology which
the authors identify with the ordered cohomology of Boyle and Handelman, Huang’s
theorem [Hu94, Theorem 2.15] that any automorphism of the Bowen–Franks group
is induced by a flow equivalence, and finally Franks’ classification in terms of the
signed Bowen–Franks invariant.

This proof strategy does not quite work for general shifts of finite type, and the
interesting aspect of the generalisation to the reducible case is the construction of
an explicit flow equivalence [CEOR19, Section 3.1]. It remains an open problem
if a similar result holds for general subshifts although some progress was made
in [BC20b, Section 8].

Question 7.5. Let (σX , X) and (σY , Y ) be general subshifts and suppose there
exists a *-isomorphism ϕ : OX⊗K→ OY ⊗K satisfying ϕ(C(X)⊗c0) = C(Y )⊗c0.
Does it follow that (σX , X) and (σY , Y ) are flow equivalent?

Eilers, Restorff, and Ruiz [ERR09, Example 4.4] exhibit an example of two
substitution shifts that are not flow equivalent but whose C*-algebras are stably
isomorphic.

7.1. Back to shift equivalence. It is easy to verify that conjugacy implies flow
equivalence (from the definitions). Let us briefly here mention a connection to
shift equivalence, cf. Section 3.2. The Bowen–Franks group is invariant under shift
equivalence, and so is the spectrum away from zero, so det(Id−A) is also preserved.
By Franks’ classification we therefore have the following observation.

Corollary 7.6. For irreducible and nonpermutation N-matrices, shift equivalence
implies flow equivalence.

Interestingly, Huang [Hu94, Corollary 3.4] uses the classification of flow equiva-
lence of two-component shifts of finite type to show that shift equivalence implies
flow equivalence also in this case; Huang also shows [Hu95, Corollary 3.12] that this
happens whenever the Bowen–Franks group is finite (I thank Efren Ruiz for alerting
me to this result). It is still not known whether this happens for all reducible shifts
of finite type.
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A somewhat surprising way of rephrasing Corollary 7.6 is by combining Brat-
teli and Kishimoto’s characterisation of shift equivalence Theorem 3.10 with Mat-
sumoto and Matui’s result on flow equivalence Theorem 7.4.

Corollary 7.7. Let A and B be primitive N-matrices. If there is a *-isomorphism
ϕ : OA⊗K→ OB⊗K satisfying ϕ◦(γA⊗Id) = (γB⊗Id)◦ϕ, then there is a (possibly
different) *-isomorphism ϕ′ : OA ⊗ K → OB ⊗ K satisfying ϕ′(C(XA) ⊗ c0) =
C(XB)⊗ c0.

This means that the *-isomorphism in Example 7.3 cannot be equivariant, since
this would imply flow equivalence.

It is important to note that we cannot expect ϕ and ϕ′ to be identical; that is,
we cannot expect an equivariant *-isomorphism to automatically also be diagonal-
preserving. If this were the case, then we would have a two-sided conjugacy,
cf. Theorem 3.12, but we know from the counterexample of Kim and Roush Example 3.9
that this is not necessarily the case.

8. Continuous orbit equivalence

Finally, we address the notion of one-sided continuous orbit equivalence. This
should be thought of as the one-sided analogue of flow equivalence which we just
discussed. We should emphasise that the one-sided case is quite distinct from the
two-sided case.

8.1. Cantor minimal systems. For a minimal homeomorphism φ : X → X on
the Cantor space X (short: Cantor minimal systems), Giordano, Putnam, and
Skau [GPS95] managed to completely classify φ up to (variations of) orbit equiva-
lence. Important examples of Cantor minimal systems include odometers and Stur-
mian shifts. The crossed product C*-algebra C(X) ⋊φ Z is a simple AT-algebra
(inductive limit of circle algebras) and its K0-group is a simple dimension group
that classifies these crossed products up to *-isomorphism when considered as an
ordered group with a distinguished order unit (the K1-group is always isomorphic
to the integers). The K0-group is order isomorphic to (and may hence be described
concretely as) the coinvariants

K0(X,φ) = C(X,Z)/{f − f ◦ φ−1 : f ∈ C(X,Z)} (8.1)

with a distinguished order unit given by the class of the function 1. An element
a ∈ K0(X,φ) is infinitesimal if −ε1 ≤ a ≤ ε1 for all rational 0 < ε, and the
infinitesimals form a subgroup Inf(K0(X,φ)) of K0(X,φ).

An orbit equivalence is a homeomorphism h : X1 → X2 that sends the orbit of
any x ∈ X1 onto the orbit of h(x) ∈ X2. Equivalently, there are cocycle functions

n : X1 → Z and m : X2 → Z such that h ◦ φ1(x) = φ
n(x)
2 ◦ h(x) for all x ∈ X1 and

h−1 ◦ φ2(y) = φ
m(y)
1 ◦ h−1(y) for all y ∈ X2. Strong orbit equivalence assumes that

the cocycle functions have at most one point of discontinuity, and continuous orbit
equivalence simply assumes that the cocycle functions are continuous.

The full group [φ] of (X,φ) is the group consisting of all self-orbit equivalences,
i.e. a homeomorphism ψ is in [φ] if there is a function n : X → Z such that
ψ(x) = φn(x)(x) for all x ∈ X . The topological full group [[φ]] is the subgroup of
orbit equivalences for which the cocycle function n can be taken to be continuous.
Giordano, Putnam, and Skau proved that Cantor minimal systems (X1, φ1) and
(X2, φ2) are
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• topologically orbit equivalent precisely when their dimension groups with
distinguished unit modulo the infinitesimals are isomorphic [GPS95, Theo-
rem 2.2], and if and only the full groups are isomorphic [GPS99, Corollary
4.6];
• strong orbit equivalent precisely when their dimension groups with units
are isomorphic, and that this happens if and only if the crossed products
are *-isomorphic [GPS95, Theorem 2.2]; and
• continuously orbit equivalent precisely when their crossed products are *-
isomorphic in a diagonal-preserving way [GPS95, Theorem 2.4], and if and
only if their topological full groups are isomorphic [GPS99, Corollary 4.4].

In the third bullet above, we emphasise the definition of continuous orbit equiva-
lence because it provides a nice analogue to the one-sided case that we shall dis-
cuss shortly. However, Boyle [Bo83] showed in his thesis that this coincides with
flip conjugacy (i.e. that φ1 is conjugate to either φ2 or φ−1

2 ), and the facts that
continuous orbit equivalence implies flip conjugacy and that this coincides with
diagonal-preserving *-isomorphism of crossed products was later generalised to the
setting of topologically transitive and topologically free homeomorphisms of com-
pact Hausdorff spaces by Boyle and Tomiyama [BT98].

The topological full groups from Cantor minimal systems admit interesting group
theoretic properties. Indeed, Jushenko and Monod [JM13, Theorem A] showed
that these groups are always amenable, and by restricting to those Cantor minimal
systems that are conjugate to minimal shifts, they exhibited the first examples
of (actually uncountably many) infinite finitely generated simple and amenable
groups, cf. [Ma06].

If we consider homeomorphisms on compact Hausdorff spaces as Z-actions then
flip conjugacy is really the correct notion of conjugacy of such actions, so the Boyle–
Tomiyama result says that topologically transitive and topologically free Z-actions
on compact Hausdorff spaces are continuously orbit equivalence rigid. Continuous
orbit equivalence for general group actions and its connection to diagonal-preserving
*-isomorphism of crossed products was thoroughly studied by Li in [Li18] in which
examples that are not continuously orbit equivalence rigid also appear.

8.2. One-sided continuous orbit equivalence. For irreducible shifts of finite
type, the notion of one-sided continuous orbit equivalence was introduced by Mat-
sumoto [Ma10]. The general definition can be found e.g. in [CRST21, Definition
8.1].

Definition 8.1. Let T : X → X and S : Y → Y be local homeomorphisms on
locally compact Hausdorff spaces X and Y , respectively. Then T and S are contin-
uously orbit equivalent if there exist a homeomorphism h : X → Y and continuous
functions kX , lX : X → N and kY , lY : Y → N such that

SlX(x) ◦ h(x) = SkX(x) ◦ h ◦ T (x), (8.2)

T lY (y) ◦ h−1(y) = T kY (y) ◦ h−1 ◦ S(y), (8.3)

for all x ∈ X and y ∈ Y .

Remark 8.2. Note that if in the above definition, the cocycles for h can be chosen
to be lX = kX + 1 and lY = kY + 1, then h is a Matsumoto eventual conjugacy,
cf. Definition 5.1.
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Example 8.3. The graphs in Example 7.1 are continuously orbit equivalent; an ex-
plicit map can be constructed using the same symbol expansion as in that example,
see [Ma10, p. 203].

Matsumoto had a clear motivation from C*-algebras, and [Ma10, Theorem 1.1]
shows that continuous orbit equivalence is the same as diagonal-preserving *-isomorphism
of Cuntz–Krieger algebras. Later in [MM14, Theorem 3.6], Matsumoto and Matui
characterised continuous orbit equivalence in terms of the unital signed Bowen–
Franks group. The unital Bowen–Franks group is the cokernel BF(A) = Z|A|/(Id−A)Z|A|

together with the class of the vector (1, . . . , 1) ∈ Z|A| in BF(A), we denote the class
as uA. We summarise these results.

Theorem 8.4. Let A and B be irreducible and nonpermutation N-matrices. The
one-sided shifts of finite type (σA, XA) and (σB , XB) are continuously orbit equiva-
lent if and only if (BF(A), uA) ∼= (BF(B), uB) and det(Id−A) = det(Id−B), and if
and only if there is a *-isomorphism ϕ : OA → OB satisfying ϕ(C(XA)) = C(XB).

Part of the proof involves showing that continuous orbit equivalence implies flow
equivalence (see Section 7). The connection between continuous orbit equivalence
and diagonal-preserving *-isomorphism of Cuntz–Krieger algebras and the fact that
continuous orbit equivalence implies flow equivalence was again generalised to re-
ducible shifts of finite type in [CEOR19].

Example 8.5. Ashley’s graphs Example 6.9 are continuously orbit equivalent:
since the two systems are primitive and flow equivalent, and the Bowen–Franks
group are trivial (so the condition on the class of the unit is trivially satisfied), this
follows from the above theorem.

Example 8.6. Kim and Roush’s primitive counterexample to the Williams prob-
lem Example 3.9 are continuously orbit equivalent, cf. [ER, Example 4.9].

Example 8.7. The matrices

A =





1 1 1
1 1 1
1 0 0



 , and B =





1 1 1
1 1 0
1 1 0



 .

are strong shift equivalent: A is an out-split and B is an in-split of

(

1 2
1 1

)

. How-

ever, OA
∼= O3 and OB

∼= O3 ⊗M2, so they are not continuously orbit equivalent,
cf. [Ma17b, Section 3].

An algebraic characterisation of continuous orbit equivalence for reducible shifts
of finite type that generalises the unital signed Bowen–Franks invariant seems to
still be missing. Therefore, it is still not clear whether this is decidable.

For local homeomorphisms, [CRST21, Theorem 8.2] shows that continuous orbit
equivalence is characterised by diagonal-preserving *-isomorphism. The proof of
this relies on groupoid reconstruction, cf. Theorem 2.11.

Theorem 8.8. Let T : X → X and S : Y → Y be local homeomorphisms. Then T
and S are (stabiliser-preserving) continuously orbit equivalent if and only if there
is a *-isomorphism ϕ : C∗(T )→ C∗(S) satisfying ϕ(C0(X)) = C0(Y ).
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This is used to show in [BC20b, Theorem 6.10] (see also [Ma20, Theorem 1.2])
that (under certain technical conditions) shift spaces (σX , X) and (σY , Y ) are con-
tinuously orbit equivalent if and only if there is a *-isomorphism ϕ : OX → OY

satisfying ϕ(C(X)) = C(Y ). Note that this is not immediate from Theorem 8.8:
the shifts σX and σY are generally not local homeomorphisms (only when they

are of finite type) but the actions on the covers (σX̃ , X̃) and (σỸ , Ỹ ) are, so the
theorem can only be applied to the covers; the difficulty is then to understand how
a continuous orbit equivalence among shift spaces passes to the covers (and back
again). At the moment, it is not clear if the technical conditions can be removed.

We also state a question related to flow equivalence.

Question 8.9. Does continuous orbit equivalence imply flow equivalence?

Example 8.10. The labelled graphs

• •

1

0

0

and • •

0

1

1

represent the even and odd shifts, respectively. We encountered the left-most graph
as representing a sofic shift in Example 2.4. In the right-most labelled path space,
only an odd number of 0s are allowed between any two 1s, so this is again a sofic
shifts. A continuous orbit equivalence between the even and odd shifts is given by
sending any occurrence of 1 to 10, cf. [BC20b, Example 6.15] (a similar argument
shows that they are flow equivalent).

Following the ideas of Giordano, Putnam, and Skau, cf. Section 8.1, it is also
possible to characterise the one-sided shifts of finite type up to continuous orbit
equivalence using a notion of topological full group. Let [[σA]] be the subgroup of
homeomorphisms h of XA for which there exist continuous cocycles kX , lX : XA →
N such that relations similar to those in Definition 8.1 are satisfied. Infinite and
irreducible shifts of finite type XA and XB are then continuously orbit equivalent
precisely if there exists a homeomorphism h : XA → XB such that h◦ [[σA]]◦h−1 =
[[σB]], cf. [Ma10, Theorem 1.1].

For the full 2-shift, the topological full group [[σ(2)]] is isomorphic to Thomp-
son’s group V , and [[σ(n)]] is isomorphic to the Higman–Thompson group Vn, cf.
[Ma15, Remark 6.3]. Matui comments that from this perspective, the topological
full groups of shifts of finite type may be viewed as generalisations of Higman–
Thompson groups.

In fact, Matui vastly generalised the notion of topological full group to the setting
of étale groupoids [Ma12]. Suppose G is a locally compact Hausdorff and étale
groupoid whose unit space G(0) is the Cantor space. The compact open bisections
(the subsets of G on which the range and source maps are injective) form an inverse
semigroup, and the topological full group [[G]] of G is the subgroup consisting of
the global bisections (those for which the range and source is the whole unit space).

Matui proves that the (abstract) isomorphism class of the topological full groups
characterise the isomorphism class of the groupoids, cf. [Ma15, Theorem 3.10].
Again we refer the reader to [Si20] for the basics of étale groupoids. The groupoid
GA of a one-sided shift of finite type XA is minimal and effective precisely when A
is an irreducible and nonpermutation matrix.
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Theorem 8.11. Let G1 and G2 be second-countable, minimal, effective, and étale
groupoids whose unit spaces are Cantor spaces. Then G1 and G2 are isomorphic as
topological groupoids if and only if the topological full groups [[G1]] and [[G2]] are
abstractly isomorphic as groups.

Comparing this to Renault’s reconstruction theorem Theorem 2.11 we see how
this vastly generalises Matsumoto’s observations. The groups arising from contin-
uous orbit equivalences of dynamical systems thus exhibit interesting group the-
oretic properties as well as interesting connections to dynamics, groupoids, and
C*-algebras.
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