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Modular functors are traditionally defined as systems of projective representations of mapping
class groups of surfaces that are compatible with gluing. They can formally be described as
modular algebras over central extensions of the modular surface operad, with the values of the
algebra lying in a suitable symmetric monoidal (2, 1)-category S of linear categories. In this pa-
per, we prove that modular functors in S are equivalent to self-dual balanced braided algebras A
in S (a categorification of the notion of a commutative Frobenius algebra) for which a condition
formulated in terms of factorization homology with coefficients in A is satisfied; we call such A
connected. The equivalence in one direction is afforded by genus zero restriction. Our construc-
tion of the inverse equivalence is entirely topological and can be thought of as a far reaching
generalization of the construction of modular functors from skein theory. In order to verify the
connectedness condition in practice, we prove that it can be reduced to a single condition in
genus one. Moreover, we show that cofactorizability of A, a condition known to be satisfied for
modular categories, is sufficient. Therefore, we recover in particular Lyubashenko’s construction
of a modular functor from a (not necessarily semisimple) modular category and show that it is
determined by its genus zero part. Additionally, we exhibit modular functors that do not come
from modular categories and outline applications to the theory of vertex operator algebras.
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1 Introduction and summary

A modular functor, in its simplest form, is a system of projective representations of mapping class groups
of surfaces on vector spaces, the so-called spaces of conformal blocks [Seg88, MS89, Tur94, Til98, BK01].
These are subject to compatibility conditions with respect to the gluing of surfaces. The notion of a modular
functor grew out of attempts to axiomatically capture (aspects of) the mathematical structure underlying
conformal field theory and has, over the last three decades, developed into one of the key concepts at the
cross-roads of low-dimensional topology, representation theory and mathematical physics. More specifically,
the reasons for the interest in modular functors include the following:

• Modular functors provide a rich source for highly non-trivial and explicitly computable mapping class
group representations. A landmark result is the asymptotic faithfulness of the mapping class group
representations built from certain quantum groups established by Andersen [And06] and Freedman-
Walker-Wang [FWW02] by different methods.

• Modular functors are closely related to three-dimensional topological field theory. In fact, the Reshe-
tikhin-Turaev construction [RT90, RT91] provides in particular a class of modular functors. The input
datum for this construction is a semisimple modular category (also called modular fusion category), a
certain type of finitely semisimple braided tensor category introduced by Moore-Seiberg [MS89, MS90]
and Turaev [Tur92, Tur94] that can be seen as a categorical version of modular data (however, the
notion of a modular category is strictly finer [MS21]). Modular categories can for instance be obtained
by taking modules over suitable quantum groups [Tur94, BK01, EGNO15, Kas15] or vertex operator al-
gebras [Hua08]. But modular functors exist under far more general assumptions than three-dimensional
topological field theories. Most importantly, they can also be built from possibly non-semisimple mod-
ular categories as demonstrated by Lyubashenko [Lyu95a, Lyu95b] while the construction of the three-
dimensional topological field theory requires semisimplicity by [BDSPV15] (see however [DRGG+22a]
for a partially defined topological field theory using modified traces). Modular functors also provide
a topological perspective on various homological invariants associated with these non-semisimple cate-
gories [LMSS22, SW21, MW23c].

• From the perspective of mathematical physics, modular functors form one of the key mathematical
structures governing two-dimensional conformal field theory. For example, the famous Verlinde for-
mula [Ver88, MS88, Car89, Wit89, Tur94], i.e. the diagonalization of the fusion rules through the
so-called S-matrix, is ultimately a statement about the orbit of the fusion multiplication on the space
of conformal blocks of the torus under the action of the mapping class group SL(2,Z) of the torus. An-
other reason for the interest in modular functors is the fact that they provide a direct and conceptual
access to the so-called correlators of a conformal field theory [FRS02, FRS04a, FRS04b, FRS05, FS17],
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certain elements in the spaces of conformal blocks invariant under the mapping class group actions and
gluing.

The main result of this article is a classification of modular functors. To motivate our result, recall the
classical theorem that two-dimensional topological field theories in the sense of Atiyah [Ati88] are classified by
commutative Frobenius algebras, i.e. finite-dimensional commutative algebras equipped with a non-degenerate
invariant pairing [Abr96, Koc03]. In particular, every ordinary two-dimensional topological field theory yields
by evaluation on the circle and genus zero surfaces a commutative Frobenius algebra. In the higher categorical
framework, two-dimensional topological field theories and, more generally, modular functors with values in
a symmetric monoidal (2, 1)-category S, yield by evaluation on the circle and genus zero surfaces a cyclic
algebra over the so-called framed E2-operad. Those are explicitly characterized in [MW23b]. In the familiar
case where S is some (2, 1)-category of linear categories, cyclic framed E2-algebras coincide with balanced
braided monoidal categories equipped with an appropriate analog of a non-degenerate pairing. Simply put,
this paper is about identifying necessary and sufficient conditions on such a cyclic framed E2-algebra to
produce a modular functor and the question of whether such an extension to a modular functor is unique.

Most previously known examples of modular functors arise as the restriction to dimension two of an (at
least partially defined) three-dimensional topological field theory which, in turn, is constructed from a braided
monoidal category satisfying strong finiteness and duality conditions [RT91, BK01, KL01, DRGG+22a]. In
fact, the modular functor is often the main ingredient in these constructions, and in all of those cases coincides
with the one which was defined by Lyubashenko [Lyu95a, Lyu95b, Lyu96, KL01]. It is a common theme in the
study of topological field theories that the extension to the top dimension (here this would mean producing
numerical invariants of three-dimensional manifolds) is the step that requires the strongest conditions. If
one is only interested in constructing modular functors, it is natural to expect that these conditions can be
relaxed greatly. Solving the classification problem for modular functors amounts to precisely understanding
these conditions.

1.1 Statement of the main result. In order to state precisely the main results of this article, let us
discuss the definition of a modular functor in more detail using the language of operads: Recall that an
operad, as introduced by Boardman, Vogt and May [BV68, May72, BV73], describes an (algebraic) structure
by giving separately the needed nullary, unary, binary — more generally, n-ary operations (operations with
n inputs and one output) and a prescription for how to compose them. The strength of this description
lies in the fact that the n-ary operations do not necessarily have to form a set, but can form for instance a
space, a groupoid or a chain complex. This allows for the description of highly intricate algebraic structures.
An important family of operads, that in fact motivated to a large extent the invention of the concept in
[BV68, May72, BV73], are the operads Er of little disks of dimension r ≥ 1. These are topological operads
whose space of operations of arity n is given by the space of embeddings of n many r-dimensional disks into
one r-dimensional disk that are composed of translations and rescalings. If one additionally allows rotations,
one obtains the framed Er-operads.

Cyclic operads, as defined by Getzler and Kapranov [GK95], are operads that come with a prescription
how to cyclically permute the inputs of operations with the output, which essentially amounts to consistently
erasing the distinction between inputs and the output altogether. Modular operads [GK98] come additionally
with a self-composition for operations that can also be thought of as a trace.

The prototypical example of a modular operad is the groupoid-valued modular operad Surf of compact
oriented surfaces and their mapping classes or, for short, the modular surface operad. The groupoid of arity
n operations has connected compact oriented surfaces with n + 1 boundary components as objects (here
n+ 1 has to be read as n inputs plus one output) and mapping classes between these surfaces as morphisms,
see Section 2.2 for details. Crucially, the genus zero part of Surf is equivalent to the operad fE2 of framed
little disks. In particular, fE2 has a natural cyclic structure which is not entirely obvious from its original
definition.

Given a modular operad O, one can consider modular algebras over it. These algebras take values in
a suitable (higher) symmetric monoidal category S. If O is groupoid-valued, then it is natural to choose
S as a symmetric monoidal (2, 1)-category because it is enriched over groupoids, and this is in fact the
only case that will be relevant for the treatment of modular functors in this article. More concretely, one
should imagine S as a suitable choice of symmetric monoidal (2, 1)-category of k-linear categories, where
k is a fixed algebraically closed field; an example is the symmetric monoidal (2, 1)-category Rex of finitely
cocomplete linear categories and finitely cocontinuous functors, equipped with the Deligne-Kelly monoidal
product [Fra13]. For an object X ∈ S, a non-degenerate symmetric pairing κ : X ⊗ X −→ I (here I is the
unit of S) turns the endomorphism operad of X into a modular operad. This modular operad is denoted by
EndXκ . The structure of a modular O-algebra on (X,κ) is then by definition a map O −→ EndXκ of modular
operads. This is essentially the original definition of Getzler and Kapranov, but we have to take into account

3



that, since we are considering bicategorical operadic algebras, it is crucial to relax all of the familiar axioms
for modular operads and their algebras up to coherent isomorphism. This is done in [MW23b], and we give
a concise summary in Section 2.2.

Equipped with the theory of modular operads and their algebras, one might tentatively define a modular
functor with values in S as a modular algebra over Surf. While in principal this seems like a reasonable
definition, experience tells us that we should in fact also allow central extensions of mapping class groups.
This very important point in the definition of a modular functor takes into account the well-known fact
that the naturally occurring mapping class group representations built from representation categories tend
to be projective representations because of the so-called framing anomaly [Ati90], see [GM13, Section 3] for
a detailed discussion. In order to incorporate this, we use the following definition: A modular functor with
values in a symmetric monoidal (2, 1)-category S is a modular algebra over an extension of Surf as a modular
operad (see Section 3.1 for what is meant by extension here). We emphasize that the extension is part of
the data; it can a priori be arbitrary and will only be subject to the consistency conditions that we give in
Definition 3.1 and 3.3. The conditions will actually imply that the extension produces extensions of mapping
class groups that are central (Remark 3.2).

As already mentioned, the present article is concerned with an obvious problem in the study of modular
functors, namely the classification of modular functors. More specifically, the present article offers a classi-
fication of modular functors in terms of so-called self-dual balanced braided algebras satisfying a condition
formulated in terms of factorization homology. Let us first recall the following definition from [MW23b]:

Definition 2.1 ([MW23b, Definition 5.4]). A self-dual balanced braided algebra in S is an object A ∈ S
together with the following structure:

• A is a balanced braided algebra in S — in more detail:
– A has a multiplication µ : A ⊗ A −→ A that is associative and unital up to coherent isomorphism

(we denote the unit 1-morphism by u : I −→ A);
– A comes with an isomorphism c : µ −→ µop = µ ◦ τ (where τ is the symmetric braiding of S)

called braiding which satisfies the hexagon relations;
– A comes with an isomorphism θ : idA −→ idA referred to as balancing satisfying

θ ◦ µ = c2 ◦ µ(θ ⊗ θ) ,
θ ◦ u = idu .

• A comes with a non-degenerate pairing κ : A ⊗ A −→ I (a 1-morphism exhibiting A as its own dual in
the homotopy category of S) together with an isomorphism γ : κ(u⊗ µ) −→ κ subject to the following
conditions:

– The isomorphism κ(u⊗µ(u,−)) −→ κ(u,−) coming from γ coincides with the isomorphism coming
from the unit constraint µ(u,−) ∼= idA.

– The equality κ(θ ⊗ idA) = κ(idA ⊗ θ) holds.

Self-dual balanced braided algebras in S are equivalent to cyclic framed E2-algebras in S [MW23b]. It is
generally not true that such a structure already extends to a modular functor. Rather, a cyclic framed E2-
algebra uniquely extends to an ansular functor [MW23a], a consistent system of representations of mapping
class groups of handlebodies (throughout assumed to be compact and oriented) with parametrized disks on
their boundaries. The main result of this paper gives, roughly speaking, a necessary and sufficient condition
for a given framed cyclic E2-algebra to extend to a modular functor, and shows that it does so in an essentially
unique way.

The main ingredient for understanding this necessary and sufficient condition is factorization homology
[Lur, AF15], a type of homology theory with origins in [BD04] that allows us to integrate En-algebras in
a higher symmetric monoidal category S over n-dimensional manifolds. We will throughout be interested
in oriented manifolds. Therefore, we will need framed En-algebras as coefficients (the terminology is very
unfortunate here). For factorization homology to be well-defined, the symmetric monoidal category S, in
which our framed En-algebras take their values, needs to satisfy some rather mild technical assumptions
given in Section 2.1, and we restrict throughout to those S meeting the requirements (these conditions will
be satisfied in the cases of interest such as S = Rex). Let us briefly mention the philosophy, formulated for
the two-dimensional situation that is relevant for us: Factorization homology with coefficients in a framed
E2-algebra A in S evaluated on a surface Σ is an object in S denoted by

∫
Σ

A. The functor Σ 7−→
∫
Σ

A is
characterized through a local-to-global principle, i.e. an analog of the Eilenberg-Steenrod axioms: If Σ is a
disk, then

∫
D2 A is just A. For a more complicated surface,

∫
Σ

A can be computed via excision. When S is a
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suitable symmetric monoidal (2, 1)-category of linear categories,
∫
Σ

A may, in physical terms, be interpreted
as a refinement of the category of modules over the algebra of observables of Σ [CG16]. We give a recollection
of factorization homology in Section 2.1.

Suppose that A is a self-dual balanced braided algebra according to Definition 2.1. The first bullet point
of the definition tells us exactly that A is a framed E2-algebra in S by the description of non-cyclic framed
E2-algebras in [Wah01, SW03]. For this reason, we may consider factorization homology

∫
Σ

A for a compact
oriented surface Σ with n boundary components. We observe that the universal property of factorization
homology implies that for any three-dimensional handlebody H with boundary Σ the ansular functor of A
gives rise to a 1-morphism

ΦA(H) :
∫
Σ

A −→ A⊗n (1.1)

that can be interpreted as a generalized skein module for H, see Section 1.7 of this introduction and Section 4.3
for this viewpoint. A crucial property of factorization homology is that it is canonically pointed: There exists
a canonical map

OΣ : I −→
∫
Σ

A

induced by the embedding of the empty manifold into Σ, and we show that the value on H of the ansular
functor associated with A is given by the composition

I
OΣ−−−→

∫
Σ

A ΦA(H)−−−−−→ A⊗n.

The construction of the map (1.1) is given in Section 4. In fact, a more refined statement can be made: It is
a standard fact that the object

∫
∂Σ×[0,1] A is an algebra in S that acts on both

∫
Σ

A and A⊗n. With respect
to these module structures, ΦA(H) comes canonically with the structure of a module map (Proposition 4.3).
We may now define ΩA(Σ) as the replete full subgroupoid (i.e. full and closed under isomorphisms) of the
category of module maps

∫
Σ

A −→ A⊗n spanned by the maps ΦA(H) with H running over all handlebodies
with boundary Σ. We call a cyclic framed E2-algebra A or, equivalently, a self-dual balanced braided algebra
in S connected if the groupoid ΩA(Σ) is connected for any surface Σ (Definition 5.5).

Although this connectedness condition is fairly abstract, we prove in Proposition 5.4 that it can be verified
in a concrete way: Let H,H ′ be two handlebodies with boundary T2

1 (the torus with one boundary) whose
mapping class groups generate Map(T2

1), i.e. the braid group B3 on three strands. Then A is connected if
and only if ΦA(H) and ΦA(H ′) are isomorphic as A-module maps. This reduction to genus one is of course
a familiar feature of the examples of modular functors constructed from modular categories. There, roughly
speaking, one has a natural candidate for such an isomorphism, and the category at hand is modular if and
only if this map is indeed invertible. Note however that in those examples, as explained below, this actually
follows from the fact that modular categories are in particular cofactorizable, which turns out to be a genus
zero condition. This seems to be a particular feature that makes modular categories remarkable.

We are now in a position to state our main result, namely the classification of modular functors. Instead
of just classifying them up to equivalence, we will in fact describe the moduli space MF of modular functors
whose detailed construction is given in Definition 3.10.

Theorem 6.8 (Classification of modular functors). The moduli space MF of modular functors with values
in the symmetric monoidal (2, 1)-category S is equivalent to the 2-groupoid of connected self-dual balanced
braided algebras A in S. This equivalence is afforded by restricting modular functors to surfaces of genus
zero.

For a given connected self-dual balanced braided algebra A, the modular functor corresponding to A under
the above equivalence is denoted by FA and can be explicitly described, see Section 6.1. In Section 8, we focus
on the linear case: We give a formula for all spaces of conformal blocks (Corollary 8.1) and conclude that they
are always finite-dimensional provided that A is a finite linear category in the sense of Etingof-Ostrik [EO04].

Having stated the main result, let now us now expand on further results, that are either needed for the
proof of the main result or arise as a consequence, and elaborate on the relation to existing modular functor
constructions.

1.2 Essential uniqueness of extensions to a modular functor. An intermediate result of independent
interest appearing in the proof of the main result is the following uniqueness result for extensions to modular
functors:

5



Theorem 6.6 (Weak uniqueness of extensions). For any modular functor defined in genus zero, i.e. a cyclic
framed E2-algebra A in S, the space of extensions of A to a modular functor is empty or contractible. In
other words, if there is an extension of A to a modular functor, this extension is unique up to a contractible
choice.

This uniqueness result can be seen as a generalization of a similar result of Andersen-Ueno [AU12] who
consider modular functors that are built from finitely semisimple categories equipped with an involution. As
a small caveat, we should note that even if we restrict to a symmetric monoidal (2, 1)-category of finitely
semisimple linear categories, our definition of a modular functor substantially differs from the one used
in [AU12]. Instead, our notion is closer to the one of Tillmann [Til98] and contains as a special case the one
of Turaev [Tur94] and Bakalov-Kirillov [BK01].

1.3 Projective representations and equivalences. The construction of the moduli space MF of mod-
ular functors provides in particular a convenient definition of equivalences of modular functors. By definition
a modular functor leads to a coherent system of representations of central extensions of mapping class groups
of surfaces. We allow arbitrary central extensions, and define MF in such a way that if, roughly speaking,
two modular functors produce systems of representations of possibly different central extensions such that
one factors coherently through the other, we regard them to be equivalent. General equivalences are given
by zigzags of those kind of maps.

For a fixed connected cyclic framed E2-algebra A, the particular extension SurfA of Surf that enters the
construction of the modular functor FA associated to A plays a distinguished role: For any other extension
Q, the modular Q-algebra structures on A are in one-to-one correspondence with genuine maps of extensions
Q −→ SurfA (Theorem 6.4). Beware that this does not mean that SurfA is somehow minimal: For example,
if A can actually be given the structure of a Surf-algebra, leading to genuine representations of mapping class
groups, it does not mean that SurfA = Surf, but rather that there is a map of extensions Surf −→ SurfA, i.e. a
section. Different sections could a priori lead to non-equivalent Surf-structures on A which are still identified
in MF. In other words, even if the projective representations at hand can be lifted to genuine representations,
the correct notion of equivalence is still that of projective equivalence.

The origin of the projectiveness of the mapping class group representations is perhaps best illustrated in
the special case where A is a modular category and Σ is closed: For a handlebody H with boundary Σ, the
connectedness condition guarantees that the functors ΦA(H) :

∫
Σ

A −→ vect for different choices of H are
isomorphic, but non-canonically. In that case, we also have

Aut(ΦA(H)) ∼= Aut(idvect) ∼= k× .

There is a natural action of the mapping class group on
∫
Σ

A which happens to be (again, non-canonically)
trivial in that particular situation, so that it can be transported to a trivial action of Map(Σ) on vect. In
the categorical setting, the action being trivial means that each group element acts by the identity functor
and that the composition is controlled by a k×-valued 2-cocycle η on Map(Σ). Having fixed H, changing the
trivialization of the Map(Σ)-action leads to an equivalent trivial action, i.e. one defined by a cocycle in the
same cohomology class as η. The vector space ΦA(H)OΣ then carries a canonical structure of a homotopy
fixed point for this action. This is well-known to be the same as a representation of the central extension
determined by η on that space, thereby producing a projective representation of Map(Σ) on ΦA(H)OΣ . Those
are precisely the representations that the modular functors FA produces in that special case.

1.4 Cofactorizability as a sufficient condition. The condition for a self-dual balanced braided algebra
to be connected is relatively transparent from a topological perspective, but somewhat abstract from an
algebraic perspective. Therefore, a large part of the article is devoted to providing instead sufficient conditions
that can be verified more easily in concrete situations. Most importantly, we prove that cofactorizability in
the sense of [BJSS21] is a sufficient condition that can be verified in genus zero:

Theorem 7.6. For any cofactorizable cyclic framed E2-algebra, there is an essentially unique extension to a
modular functor. More precisely, we have an embedding of 2-groupoids

{cofactorizable self-dual balanced braided algebras in S} ↪−−−→ MF .

For general S, this embedding is not essentially surjective (Remark 7.7).

1.5 Recovering the Lyubashenko construction. We have the following relevant special case of Theo-
rem 7.6: If S = Rex and if the self-dual balanced braided algebra A is actually a finite ribbon category (not
every self-dual balanced braided algebra in Rex is of this form, see the next subsection and [MW23a]), then
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cofactorizability is equivalent to the non-degeneracy of the braiding of A, which means that A is a modular
category (this definition of modularity does not include semisimplicity). In this case, the modular functor
afforded by Theorem 6.8 agrees with Lyubashenko’s modular functor [Lyu95a] (Corollary 8.3). This provides
a purely topological construction of this well-known class of modular functors via factorization homology.
The new insight about this construction is its universality: For any modular category, Lyubashenko’s con-
struction yields, up to a contractible choice, the unique extension to a modular functor. This is a conceptually
appealing description of Lyubashenko’s construction that, to the best of our knowledge, is new. As a con-
crete consequence, this implies that the ribbon automorphisms of a modular category (as 2-group) act on the
associated modular functor. The comparison to Lyubashenko’s construction is fairly abstract, but it can be
made explicit for ribbon categories using the results of [BZBJ18a], thereby recovering Lyubashenko’s mapping
class group representations [Lyu95a] (including the notorious S-transformation) and also their description
in [DRGG+22b] in a direct way that does not appeal to the uniqueness result. We plan to address this in a
forthcoming paper.

1.6 Modular functors that do not come from modular categories. By combining our results with
those of Allen-Lentner-Schweigert-Wood [ALSW21], we give in Corollary 8.5 a criterion for a vertex operator
algebra V to produce a modular functor. This comes with a prescription to obtain spaces of conformal blocks
for V . These spaces of conformal blocks are universal: They are up to equivalence the only ones extending the
‘obvious’ hom space genus zero blocks to a modular functor. This construction produces modular functors that
do not come from modular categories, for example the Feigin-Fuchs boson (Example 8.8). As another class of
not necessarily modular categories that yield modular functors, we discuss Drinfeld centers of (not necessarily
spherical) pivotal finite tensor categories (Corollary 8.9) building on the algebraic results of [MW22].

1.7 Relation to skein theory. Our main result is largely inspired by and specializes to the skein-theoretic
approach to modular functors [Rob94, MR95]. To illustrate this, let A be the modular fusion category
obtained by taking the semisimplifcation of the representation category of quantum SL2 at a root of unity
(with a non-standard ribbon structure [Tin17]). Let Σ be a closed surface and H a handlebody with ∂H = Σ.
In that case:

• The vector space ΦA(H)OΣ is identified with the A-skein module SkA(H) of H, a quotient of the
famous Kauffman bracket skein module of H evaluated at that root of unity.

• The category
∫
Σ

A is identified with the category of modules over End∫
Σ

A(OΣ), which is in turn
identified with the skein algebra SkAlgA(Σ) of Σ by [Coo23].

• Since ΦA(H) is an equivalence in that case (a result that will be proven in subsequent work; we do not
logically depend on it in this article and just mention it for illustration), this recovers the fact proven
in [Rob94, MR95] that there is an algebra isomorphism

SkAlgA(Σ) ∼= End(SkA(H)) .

• In other words, ΦA(H) factors as ∫
Σ

A ≃ End(SkA(H))−mod ≃ vect

where the second equivalence is the standard Morita triviality of matrix algebras. Hence, the whole
functor ΦA(H) can be identified with the skein module of H, this time seen as a k-SkAlgA(Σ) bimodule.

• The statement that A is connected in that case translates into the fact that for any other handlebody
H ′ with ∂H ′ = Σ, the skein modules of H and H ′ are isomorphic not just as vector spaces but as
modules over SkAlgA(Σ).

• The mapping class group action on
∫
Σ

A is induced by the natural action of that group on the skein
algebra of Σ. The fact that this categorical action is trivial means that the action on the skein algebra
is by inner automorphisms. Of course, since the category at hand is equivalent to vect in that case, the
triviality of the action is automatic; this is essentially a reformulation of the Skolem-Noether theorem.

The argument that in the general case of connected cyclic framed E2-algebras produces the projective mapping
class group representations reduces now in this special case to the argument in [Rob94].
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1.8 Relation to higher-dimensional fully extended topological field theories. In some special
cases, the structures and conditions featured in this paper have a natural interpretation in the framework of
fully extended topological field theories. Let us emphasize that this interpretation relies on various statements
which are, as of yet, still conjectural. Our main results thus establish in an independent way (in particular
without relying on the cobordism hypothesis) parts of the field theories that are expected to be associated
with A.

Let us explain in more detail the necessary background: By [JFS17, Hau17] E2-algebras in a symmetric
monoidal (2, 1)-category S form naturally the objects of a certain ‘Morita’ 4-category in which they are
automatically 2-dualizable [GS18]. The Baez-Dolan-Lurie cobordism hypothesis [BD95, Lur09b] then implies
that any E2-algebra A induces a framed two-dimensional topological field theory valued in that Morita 4-
category. If A is a framed E2-algebra, this produces an oriented theory and its value on surfaces agrees with
factorization homology with coefficients in A. If one assumes that A is in fact 3-dualizable and equipped
with the structure of a homotopy SO(3)-fixed point compatible with its framed structure, this extends to an
oriented three-dimensional topological field theory. In particular, the evaluation on a handlebody H with
boundary Σ, seen as a three-dimensional bordism from Σ to a disjoint union of n disks yields a map∫

Σ

A −→ A⊗n . (1.2)

We expect that (1.2) agrees with the map ΦA(H) in that case. There is then a canonical choice of a
certain boundary conditions leading to the construction of a relative topological field theory in the sense
of [FT14, JFS17] which roughly speaking attaches an object, rather than a morphism, of S to a three-
dimensional manifold with closed boundary. We expect that the data for this relative theory to itself be
oriented includes a cyclic structure on A, and that the value of such a relative theory on handlebodies should
then recover the ansular functor associated with A.

If A enjoys the much stronger property of being invertible in the Morita 4-category of E2-algebras, then
it induces an invertible four-dimensional topological field theory. Invertibility implies that the value of that
theory on a handlebody H depends on H only up to four-dimensional bordisms. The relative theory should
then produce an anomalous, partially defined, oriented three-dimensional topological field theory. Such a
structure induces, by restriction to dimension two, a modular functor, whose value on a surface is given by
evaluating the relative theory on any handlebody H for that surface. The anomaly in that case reflects the
fact that the theory still depends, albeit very weakly, on the choice of H, which recovers the well-known
topological description of the central extensions of mapping class groups in that particular setting [MR95].
In summary, it is widely expected from this perspective that cyclic, invertible framed E2-algebras should lead
to examples of modular functors. Our results thus provide a direct proof that this is indeed the case, under
the generally weaker condition of cofactorizability.

We note that Lyubashenko’s modular functor is expected to fit into this general picture as follows: If
A is a ribbon category with enough projective objects, then the main result of [BJS21] states that A is
3-dualizable in the Morita category of braided tensor categories. On the one hand, it is expected that the
ribbon structure on A canonically extends to a homotopy SO(3)-fixed point structure. On the other hand, A
turns out to be canonically cyclic in that case [MW23b]. If A is finite and non-degenerate (i.e. modular), it
is shown in [BJSS21] that it is in fact invertible, hence in particular cofactorizable (in the finite ribbon case,
cofactorizability is sufficient for invertibility, although we do not expect this to be the case in general). Finally,
if A is additionally semisimple, the corresponding anomalous field theory is expected [Fre12a, Fre12b, Wal] to
extend to dimension three and to recover the Reshetikhin-Turaev theory and its underlying modular functor.

Acknowledgments. We are grateful to David Jordan, Gwénaël Massuyeau, Lukas Müller, Pavel Safronov,
Christoph Schweigert, Noah Snyder, Nathalie Wahl, Simon Wood and Yang Yang for helpful discussions re-
lated to this project. LW gratefully acknowledges support by the Danish National Research Foundation
through the Copenhagen Centre for Geometry and Topology (DNRF151) at Københavns Universitet during
the period in which this project was initiated. Moreover, LW gratefully acknowledges support by the ANR
project CPJ n°ANR-22-CPJ1-0001-01 at the Institut de Mathématiques de Bourgogne (IMB). The IMB
receives support from the EIPHI Graduate School (ANR-17-EURE-0002).

2 Preliminaries

2.1 Factorization homology of framed E2-algebras. In this subsection, we recall the framework of
factorization homology for surfaces. References include [Lur, Chapter 5.5] and [AF15] for factorization
homology in general and [BZBJ18a, BZBJ18b] for category-valued two-dimensional case. It allows us to
integrate a framed little 2-disk algebra in a suitable symmetric monoidal (2, 1)-category over a surface.
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In order to supply a few more details, let us fix some conventions and notation for the symmetric monoidal
(2, 1)-category S that factorization homology and all operadic algebras will take their values in (unless
otherwise stated):

For the rest of the article, S will be a bicomplete symmetric monoidal (2, 1)-category with
monoidal product ⊗ such that for M ∈ S the functor M ⊗ − commutes with colimits.

An excellent reference for symmetric monoidal (2, 1)-categories is [SP09, Chapter 2]. However, having in
mind the case S = Rex, the symmetric monoidal (2, 1)-category of finitely cocomplete linear categories,
cocontinuous (‘right exact’) functors and natural isomorphisms, that we will define in Section 2.4, is fully
sufficient.

We denote by E2 the little disk operad, a topological operad whose space of n-ary operations is given
by the space of embeddings of n disks into one disk that are obtained as a combination of rescalings and
translations. If additionally one allows rotations, one obtains the framed little disk operad fE2. We refer
to [Fre17, Section 5] for a textbook reference on the E2-operad and additionally to [SW03] for the framed
case. Both E2 and fE2 are aspherical, i.e. their homotopy groups πℓ for ℓ ≥ 2 are trivial. Hence, they
can be seen as groupoid-valued operads. In fact, in arity n, the spaces E2(n) and fE2(n) are equivalent to
the classifying spaces of the pure braid group on n strands and the framed pure braid group on n strands,
respectively. Since S, by virtue of being a (2, 1)-category, is enriched over Grpd, we can consider E2-algebras
and fE2-algebras in S. An algebra in S over a Grpd-valued operad O is an object A in S together with maps
O(n) −→ S(A⊗n,A) that respect equivariance under the symmetric group actions and operadic composition
up to coherent isomorphism; we will explain how to formally define cyclic and modular operadic algebras in
Section 2.2.

Factorization homology attaches to a given fE2-algebra A in S and a surface Σ an object
∫
Σ

A ∈ S. This
construction is functorial with respect to oriented embeddings. For us, ‘surface’ means throughout compact
oriented two-dimensional manifold with parametrized, possibly empty boundary. A priori, factorization
homology with coefficients in a framed E2-algebra can only be evaluated on an oriented two-dimensional
manifold without boundary. For the extension to the case with boundary, it is understood throughout that
we extend the framed E2-algebra in a trivial way to a framed Swiss-Cheese algebra, see [BZBJ18a, Remark 2.2]
for this convention.

Roughly speaking, factorization homology is defined on disks and their embeddings into each other using the
fE2-structure of A. Then one performs a homotopy left Kan extension along the inclusion of the symmetric
monoidal category of disks into the symmetric monoidal category of all surfaces. This entails that

∫
Σ

A can
be described as a homotopy colimit (or simply put, the ‘correct’ (2, 1)-categorical colimit)∫

Σ

A = hocolim
φ:(D2)⊔n−→Σ

n≥0

A⊗n (2.1)

over all oriented embeddings of n disks into Σ with n running over all non-negative integers. As usual,
A⊗ 0 = I.

The object
∫
Σ

A ∈ S is characterized by the fact that
∫
D2 A ≃ A and by a locality property called excision:

Suppose that a surface Σ is obtained by gluing surfaces Σ0 and Σ1 together along a boundary component,
then

∫
Σ0

A and
∫
Σ1

A is a left and right module, respectively, over the algebra
∫
S1×[0,1] A, and the embedding

Σ0 ⊔ Σ1 −→ Σ obtained by choosing a collar of the gluing boundary component induces an equivalence∫
Σ0

A ⊗∫
S1×[0,1]

A
∫
Σ1

A ≃−−→
∫
Σ

A from the relative monoidal product over
∫
S1×[0,1] A to

∫
Σ

A; we refer to

[AF15, Section 3.3] for details.
For any surface Σ, the diffeomorphisms Σ −→ Σ preserving the orientation and boundary parametrization

form a topological group Diff(Σ). The group of path components Map(Σ) := π0(Diff(Σ)) is the mapping
class group of the surface Σ. If we mention in the sequel diffeomorphisms or mapping classes, it will always
be implicit that we are only interested in those that preserve the orientation and boundary parametrization.
By construction

∫
Σ

A comes with a homotopy coherent Diff(Σ)-action.
For a surface Σ, the embedding ∅ −→ Σ yields a map OΣ : I −→

∫
Σ

A from the unit I of S to
∫
Σ

A. This
uses the functoriality of factorization homology with respect to embeddings and the canonical equivalence∫

∅ A ≃ I. Hence,
∫
Σ

A comes with a generalized object that we refer to as the distinguished object of
∫
Σ

A.
In [BZBJ18a, Section 5.1] it is also referred to as quantum structure sheaf. Since the diffeomorphism group
of Σ preserves tautologically the embedding ∅ −→ Σ, the distinguished object OΣ canonically comes with
the structure of a homotopy Diff(Σ)-fixed point.

2.2 The modular extension of cyclic framed little disks algebras. The operad fE2 is a cyclic
operad in the sense of Getzler and Kapranov [GK95], i.e. the spaces of operations come with a prescription
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to cyclically permute the inputs with the output. Below we will make ample use of this cyclic structure. In
order to handle cyclic operads, but also modular operads [GK98] efficiently, we will use the description given
in [Cos04] based on certain categories of graphs: First recall that a graph consists of a set of half edges and
a set of vertices (for us always finite) plus a map from half edges to vertices telling us to which vertex a half
edge is attached and an involution on the set of half edges telling us how the half edges are glued together.
A corolla is a contractible graph with one vertex and a finite number of legs attached to it. We denote by
Legs(T ) the set of legs of a corolla T . Unless otherwise stated, Legs(T ) can be empty. Now we denote by
Graphs the category whose objects are finite disjoint unions of corollas. A morphism T −→ T ′ between two
disjoint unions of corollas is an equivalence class of graphs Γ together with

• an identification φ1 of T with

ν(Γ ) := the disjoint union of corollas obtained from Γ by cutting Γ at all internal edges

(an identification of graphs is here a bijection between the sets of half edges and vertices compatible in
the obvious way with the gluing information),

• and an identification of T ′ with

π0(Γ ) := the disjoint union of corollas obtained from Γ by contracting all internal edges.

We illustrate the definition of ν(Γ ) and π0(Γ ) in Figure 1. Such triples (Γ, φ1, φ2) and (Γ ′, φ′
1, φ

′
2) are defined

to be equivalent if there is an identification Γ ∼= Γ ′ of graphs compatible in the obvious way with φ1, φ2, φ
′
1

and φ′
2.

Γ ν(Γ ) π0(Γ )

Figure 1: On the definition of ν(Γ ) and π0(Γ ).

In order to form the composition Γ2 ◦ Γ1, one replaces the vertices of Γ2 with the graph Γ1, we refer
to [MW23b, Section 2.1] for more details and explaining pictures. Disjoint union endows Graphs with a
symmetric monoidal structure. We denote by Forests ⊂ Graphs the symmetric monoidal subcategory of
Graphs whose objects are finite disjoint unions of corollas (hence, it has the same objects as Graphs) and
whose morphisms are forests, i.e. disjoint unions of trees (a tree is a contractible graph).

A cyclic operad in a symmetric monoidal (2, 1)-category S (the requirements on S encountered in the last
section on factorization homology are not needed here) can now be defined as a symmetric monoidal functor
O : Forests −→ S, where the 1-category Forests is seen as a symmetric monoidal (2, 1)-category without non-
identity 2-morphisms and where ‘symmetric monoidal functor’ is understood up to coherent isomorphism
[SP09, Chapter 2]; a summary of what that means is given in [MW23b, Section 2.1]. A modular operad
in S is a symmetric monoidal functor O : Graphs −→ S. (Ordinary non-cyclic operads can be described as
symmetric monoidal functors out of RForests, the version of Forests where the graphs come equipped with
a distinguished leg, the so-called root.) We have to highlight a minor technical point: Cyclic and modular
operads, when defined this way using graph categories, do a priori not have an operadic identity, i.e. a
distinguished unary operation that behaves neutrally with respect to composition — of course up to coherent
isomorphism. Operadic identities can be included via [MW23b, Definition 2.5]. In this article, the term
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‘operad’ (and its cyclic and modular variants) will by default always include operadic identities, and all maps
between operads preserve these operadic identities up to coherent isomorphism.

An important example for us is the modular handlebody operad Hbdy : Graphs −→ Cat. To a corolla T , it
assigns the groupoid Hbdy(T ) whose objects are compact oriented three-dimensional handlebodies (hereafter
just referred to as handlebodies) that are connected and come with |Legs(T )| many disks embedded in the
boundary. The embedded disks are parametrized, i.e. they come with an identification of the boundary
disks of H with

(
D2)⊔Legs(T ). Morphisms are isotopy classes of orientation-preserving diffeomorphisms of

handlebodies respecting the disk parametrizations (we will just call these ‘mapping classes’). If T has n legs,
then in short

Hbdy(T ) =

 groupoid of connected handlebodies
with n parametrized disks embedded in the boundary

and mapping classes as morphisms

 .

The assignment is extended monoidally, i.e. Hbdy(T ⊔ T ′) = Hbdy(T ) × Hbdy(T ′) for corollas T and T ′. We
see a pair (H,H ′) ∈ Hbdy(T ⊔ T ′) = Hbdy(T ) × Hbdy(T ′) as the handlebody H ⊔ H ′. In other words, non-
connected handlebodies are allowed in the operad Hbdy, but they are associated to an object in Graphs that
is not a corolla. Operadic composition is by gluing. The cyclic action on the parametrizations of embedded
disks gives us the cyclic structure; we refer to [Gia11, Section 4.3] for details.

If T has n legs, we might be tempted to denote Hbdy(T ) as Hbdy(n) with n as the total arity (or, alter-
natively, Hbdy(n − 1) since we have n − 1 inputs and one output), but seeing the arity really as a (disjoint
union of) corollas has the advantage that no ordering of the legs is implied through the numbering.

If we restrict to genus zero handlebodies, we obtain a cyclic operad that we can identify with the framed
E2-operad fE2. In other words, fE2 is the cyclic operad of genus zero handlebodies or, equivalently, genus
zero surfaces.

By replacing in the definition of Hbdy handlebodies with surfaces (again, let us recall that for us these
are always compact and oriented), we obtain the modular operad Surf of surfaces, also called the modular
surface operad. Again, if T has n legs, this definition amounts to

Surf(T ) =

 groupoid of connected surfaces
with n parametrized boundary components

and mapping classes as morphisms

 .

For Σ ∈ Surf(T ), Map(Σ) = π1(Surf(T ), Σ) is the mapping class group of Σ. Since it consists of automor-
phisms of Σ in Surf(T ), the boundary parametrizations must be preserved. This version of the mapping class
group is often referred to as the pure mapping class group. Nonetheless, ‘non-pure’ mapping classes of Σ are
still contained in Surf(T ), but as isomorphisms instead of automorphisms.

Given any cyclic or modular operad O in Cat, one can consider cyclic or modular algebras in any symmetric
monoidal (2, 1)-category S. We will give here only a rather dense summary and refer for the details to [GK95]
for the 1-categorical case and moreover to [MW23b, Section 2] for the bicategorical generalization that we
are interested in: Suppose that X is a self-dual object in the symmetric monoidal (2, 1)-category S, i.e. X
comes with a map κ : X ⊗ X −→ I, called evaluation, and a map ∆ : I −→ X ⊗ X, called coevaluation,
such that the usual zigzag identities are fulfilled up to isomorphism (this exhibits X as its own dual in the
homotopy category of S). A map κ : X ⊗X −→ I that is part of a self-duality of X and that is symmetric
up to coherent isomorphism is referred to as non-degenerate symmetric pairing on X. For any corolla T ,
we denote by X⊗Legs(T ) the unordered monoidal product of X running over the set Legs(T ) of legs of T
and set EndXκ (T ) := S(I,X⊗Legs(T )) for a corolla T (this is dual to the conventions in [MW23b, Section 2],
but the difference is insignificant). The definition is extended monoidally to the non-connected case, i.e.
EndXκ (T ) =

∏
c∈C(T ) S(I,A⊗Legs(c)) for a possibly non-connected object T in Graphs with set C(T ) of path

components. This assignment extends to a symmetric monoidal functor Graphs −→ Cat, i.e. to a modular
operad, the endomorphism operad of (X,κ). Its restriction to Forests is called the cyclic endomorphism
operad of (X,κ).

For a given Cat-valued cyclic operad O, the structure of a cyclic O-algebra on X ∈ S is defined as the
choice of a non-degenerate symmetric pairing κ : X ⊗X −→ I on X and a morphism O −→ EndXκ of cyclic
operads. Modular algebras are defined analogously.

For the cyclic framed E2-operad fE2, which can be regarded as being groupoid-valued, one can now consider
cyclic fE2-algebras in any symmetric monoidal (2, 1)-category S. Similarly, one can consider modular Hbdy-
algebras in S. A modular Hbdy-algebra is called ansular functor in [MW23a].

The results in [MW23a] building on [MW23b, MW23c] give an explicit description of cyclic framed E2-
algebras and ansular functors in (2, 1)-categories. In order to state these results, we need the following
notion:
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Definition 2.1 ([MW23b, Definition 5.4]). A self-dual balanced braided algebra in S is an object A ∈ S
together with the following structure:

• A is a balanced braided algebra in S — in more detail:
– A has a multiplication µ : A ⊗ A −→ A that is associative and unital up to coherent isomorphism

(we denote the unit 1-morphism by u : I −→ A);
– A comes with an isomorphism c : µ −→ µop = µ ◦ τ (where τ is the symmetric braiding of S)

called braiding which satisfies the hexagon relations;
– A comes with an isomorphism θ : idA −→ idA referred to as balancing satisfying

θ ◦ µ = c2 ◦ µ(θ ⊗ θ) ,
θ ◦ u = idu .

• A comes with a non-degenerate pairing κ : A ⊗ A −→ I (a 1-morphism exhibiting A as its own dual in
the homotopy category of S) together with an isomorphism γ : κ(u⊗ µ) −→ κ subject to the following
conditions:

– The isomorphism κ(u⊗µ(u,−)) −→ κ(u,−) coming from γ coincides with the isomorphism coming
from the unit constraint µ(u,−) ∼= idA.

– The equality κ(θ ⊗ idA) = κ(idA ⊗ θ) holds.

We give examples of self-dual balanced braided algebras in Subsection 2.4. Framed E2-algebras in a sym-
metric monoidal (2, 1)-category are equivalent to balanced braided algebras [Wah01, SW03]. The following
is an extension of this result characterizing cyclic algebras over that operad:

Theorem 2.2 ([MW23b, MW23a]). The following structures are equivalent:
(i) A cyclic framed E2-algebra in S.
(ii) A self-dual balanced braided algebra in S.
(iii) A modular Hbdy-algebra in S, i.e. an S-valued ansular functor.

The algebraic structures described under each of these points form naturally a 2-groupoid, and the equivalence
is an equivalence of 2-groupoids.

The equivalence between (i) and (ii) is the main result of [MW23b]. The equivalence between (i) and (iii)
is established in [MW23a] and is, roughly, based on the following: Clearly, any modular Hbdy-algebra can be
restricted to a cyclic fE2-algebra. The inverse is given by the modular extension for cyclic algebras [MW23a,
Section 4] and uses results of Giansiracusa [Gia11] on the derived modular envelope of fE2 (the notion of
the modular envelope is due to Costello [Cos04]) and the strengthening of Giansiracusa’s result in [MW23c,
MW23a]. We denote the modular extension of a framed E2-algebra A, i.e. the unique extension to a Hbdy-
algebra (an ansular functor) by Â. The evaluation of the modular extension on an arbitrary handlebody is
explicitly described in [MW23a, Corollary 6.3] via a ‘coend formula’ that will appear in Corollary 8.1 below.

Remark 2.3. The assumptions on S from Section 2.1 are not needed in Definition 2.1 and Theorem 2.2.
Both are true for any symmetric monoidal (2, 1)-category.

Remark 2.4. Even though we will, for the construction of modular functors in the context of this article,
always be interested in mapping classes instead of diffeomorphisms, let us, for some applications in the proof
of Theorem 5.2, mention that there is also the modular operad SURF of surfaces and diffeomorphisms (as
always, it is implicit that surfaces are compact, oriented and with boundary parametrization, and that the
diffeomorphisms preserve this). Note that SURF, as opposed to Surf, is not groupoid-valued, but a priori a
topological modular operad, or equivalently a modular operad with values in ∞-groupoids, i.e. a symmetric
monoidal functor from Graphs to spaces or ∞-groupoids up to coherent homotopy. The framework for this
∞-categorical approach to operads is laid out in [Lur, Chapter 2], see also [HRY20]. The details of the
∞-categorical approach will not concern us here because we are, at the end of the day, interested in the
1-categorical truncation Surf = ΠSURF, where Π is the fundamental groupoid.

2.3 The boundary map. For H ∈ Hbdy(T ) with T ∈ Graphs, we can form the boundary surface ∂H
of H which is defined as the boundary of H minus the interior of the parametrized disks embedded in its
boundary. Then we obtain a functor ∂ : Hbdy(T ) −→ Surf(T ), and in fact, a morphism of modular operads

∂ : Hbdy −→ Surf , (2.2)
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the boundary map, see also [MW23b, Section 7.3].
In order to investigate (2.2), let us recall the following notion: We call a functor F : Γ −→ Ω between

groupoids a fibration if any lifting problem in simplicial sets

0 BΓ

∆1 BΩ

BF
∃

has a solution (here B denotes the nerve of a category). Functors between categories with this lifting property
are also called isofibrations. For categories, there is the a priori stronger notion of a Grothendieck fibration,
but for groupoids, both notions agree. Therefore, we will just call this type of functor a fibration. For
fibrations, the strict fiber and the homotopy fiber are equivalent. We call a map of (modular) groupoid-
valued operads a fibration if it has this property arity-wise.
Proposition 2.5. The natural map ∂ : Hbdy −→ Surf taking the boundary of handlebodies is a fibration of
modular operads. The fiber and, equivalently, the homotopy fiber over some Σ ∈ Surf(T ) is discrete up to
equivalence in the sense that its automorphism groups are trivial. Its isomorphism classes can be identified
with the set Map(Σ)/Map(H) of left cosets of Map(H) in Map(Σ), where H is any handlebody with boundary
Σ.

Since the fibers of the fibration ∂ : Hbdy −→ Surf are discrete, we should think of ∂ as a covering of
modular operads.

In the sequel, we will not only use the lifting property, but also sometimes rather specific lifts. Before giving
the full proof of Proposition 2.5, let us record these for later reference: For a diffeomorphism f : Σ −→ Σ′

and a handlebody H with ∂H = Σ, we define the handlebody f.H as the pushout

Σ × {0} ∼= Σ = ∂H H

Σ′ × [0, 1] f.H ;

f×0 f̃

similar constructions are often described as ‘gluing a mapping cylinder’ to H.
Lemma 2.6. The diffeomorphism f̃ : H −→ f.H satisfies ∂f̃ = f , and the mapping class f̃ : H −→ f.H
solves the lifting problem

0 BHbdy(T )

∆1 BSurf(T ) .

H

B∂

f

f̃

Proof. This follows immediately from the definition of f.H and f̃ .

Remark 2.7. In Lemma 2.6 and similar situations below, we will use the same symbol for a diffeomorphism
and the associated mapping class in order to avoid clumsy notation. We will always make clear through the
context what is meant.
Proof of Proposition 2.5. Lemma 2.6 implies that the boundary map is a fibration. The homotopy fiber
∂/Σ of ∂ over Σ is the groupoid of pairs (H, f) consisting of a handlebody H ∈ Hbdy(T ) plus a mapping
class f : ∂H −→ Σ. Every object in ∂/Σ, up to isomorphism, is of the form (H0, f), where H0 is one
fixed handlebody with ∂H0 ∼= Σ and f : ∂H0 −→ Σ is any mapping class (this follows from the fact that
two handlebodies with isomorphic boundary are isomorphic, although not isomorphic relative boundary of
course). A morphism (H0, f) −→ (H0, f

′) is a mapping class g : H0 −→ H0 with f ′∂g = f which implies
∂g = (f ′)−1f . Since the mapping class group of a handlebody is a subgroup of the mapping class group of its
boundary, ∂ is injective on morphisms. As a result, the automorphism groups of the groupoid ∂/Σ are trivial,
and π0(∂/Σ) can be identified with the set Map(Σ)/Map(H0) of left cosets of Map(H0) in Map(Σ).

Remark 2.8. Let f : Σ −→ Σ′ be a diffeomorphism. If f = ∂g for a diffeomorphism g : H −→ H ′ of
handlebodies, there is a unique diffeomorphism ξg : f.H −→ H ′ with ∂ξg = idΣ′ and ξg ◦ f̃ = g. Indeed, we
are forced to define ξg := g ◦

(
f̃
)−1

. Now ∂ξg = idΣ′ follows from Lemma 2.6.
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2.4 A concrete description of cyclic framed E2-algebras with values in linear categories. There
is an inexhaustible supply of examples of cyclic framed E2-algebras or, equivalently, self-dual balanced braided
algebras coming from representation theory. This section will briefly name the main sources. The reader
only interested in the abstract treatment of modular functors may skip this subsection.

If we specialize the symmetric monoidal (2, 1)-category S in Theorem 2.2 to be Lexf , the symmetric
monoidal bicategory of

• finite categories, i.e. k-linear abelian categories with finite-dimensional morphism spaces, finitely many
simple objects up to isomorphism, enough projective objects, finite length for every object (such cate-
gories are exactly the ones that are linearly equivalent to finite-dimensional modules over some algebra),

• left exact functors,

• and natural isomorphisms

with the Deligne product as monoidal product, then each of the structures mentioned in Theorem 2.2
can equivalently be described as ribbon Grothendieck-Verdier categories in the sense of Boyarchenko and
Drinfeld [BD13] by the results of [MW23b]: A Grothendieck-Verdier category in Lexf is a monoidal cate-
gory A ∈ Lexf in which the functor A(K,X ⊗ −) is representable by DX ∈ A for each X (that means
A(K,X ⊗ −) ∼= A(DX,−)) such that the functor D : A −→ Aop sending X to DX is an equivalence. One
calls D the duality functor. It is very important to emphasize that this is not necessarily a rigid duality (we
discuss the rigid case in Example 2.9). In fact even if A is rigid, then D needs not coincide with the rigid
duality. A ribbon Grothendieck-Verdier category in Lexf comes additionally with

• a braiding, i.e. isomorphisms cX,Y : X ⊗ Y −→ Y ⊗X satisfying the hexagon axioms,

• and a balancing θX : X −→ X, i.e. a natural automorphism of the identity functor with
– θX⊗Y = cY,XcX,Y (θX ⊗ θY ) for X,Y ∈ A,
– and θI = idI for the monoidal unit I of A,

such that additionally the ribbon condition θDX = DθX is satisfied for all all X ∈ A.
We should mention that Lexf , due to lack of (co)completeness, is not suitable as a target category for

factorization homology. Instead, one can use Rex, the symmetric monoidal (2, 1)-category of

• finitely cocomplete linear categories,

• finitely cocontinuous functors (that one calls right exact functors even though we are not necessarily
dealing with abelian categories)

• and natural isomorphisms.

The monoidal product is the Deligne-Kelly product, see [Fra13, Section 4] for details. The symmetric monoidal
(2, 1)-category Rex meets the technical requirements mentioned in Section 2.1 that allow us the define fac-
torization homology with values in Rex.

There is a symmetric monoidal sub-(2, 1)-category Rexf of Rex spanned by all finite linear categories, as
defined above as the objects of Lexf . We can see Rexf as dual version of Lexf . More precisely, the functor
taking the opposite category of a finite linear category provides us with a symmetric monoidal equivalence
Lexf ≃ Rexf . Therefore, any cyclic framed E2-algebra in Lexf gives rise to a cyclic framed E2-algebra in Rexf

and hence in Rex.

Example 2.9 (Finite ribbon categories). A finite tensor category in the sense of Etingof, Gelaki, Nikshych
and Ostrik [EO04, EGNO15] is a finite linear category with a monoidal product that is rigid, i.e. admits
left and right duals, and has a simple monoidal unit. A finite ribbon category A is a finite tensor category
that comes with a braiding c, a balancing θ such that θX∨ = θ∨

X , where X∨ is the dual object of X ∈ A
(in finite ribbon categories, left and right duality coincide). One may obtain a finite ribbon category for
example by taking finite-dimensional modules over a finite-dimensional ribbon Hopf algebra, see [Kas15,
Section XIV.3] for a textbook reference. Thanks to rigidity, the monoidal product of a finite tensor category
is exact. Therefore, a finite ribbon category provides also an example of a cyclic framed E2-algebra in Lexf ,
Rexf or Rex. For a braided category A, one defines the Müger center Z2(A) ⊂ A as the full subcategory
spanned by the transparent objects, i.e. those objects that trivially double braid with every other object.
A modular category [MS88, Tur92, Tur94] is a finite ribbon category whose Müger center contains just the
monoidal unit and finite direct sums of it. In this case, we call the braiding non-degenerate.
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Example 2.10 (Module categories of vertex operator algebras). A rich source for ribbon Grothendieck-
Verdier categories are vertex operator algebras. This is investigated by Allen, Lentner, Schweigert and Wood
in [ALSW21], and this example is essentially a short summary of some of their results. Presenting a de-
tailed definition of vertex operator algebras and the construction of their categories of modules is beyond
the scope of this article. Instead, it will suffice for us to use the connection between vertex operator al-
gebras and ribbon Grothendieck-Verdier duality presented in [ALSW21], namely that suitable categories of
modules over a C2-cofinite vertex operator algebra form a ribbon Grothendieck-Verdier category. Let us
discuss an example [ALSW21, Section 3] that can be described in relatively simple terms and that will be
relevant for us later: The Feigin-Fuchs boson is a ribbon Grothendieck-Verdier category or rather a class
of ribbon Grothendieck-Verdier categories. While the underlying monoidal category will still be rigid, the
duality functor of the Grothendieck-Verdier structure will not necessarily coincide with the rigid duality.
The categories in question are built from bosonic lattice data, i.e. a quadruple Ψ = (h, ⟨−,−⟩ , Λ, ξ), where
h is a finite-dimensional real vector space with non-degenerate symmetric real-valued bilinear form ⟨−,−⟩,
a lattice Λ ⊂ h (i.e. a discrete subgroup) that is even with respect to ⟨−,−⟩, and an element ξ ∈ Λ∗/Λ,
where Λ∗ := {x ∈ h | ⟨x,Λ⟩ ⊂ Z}. We will assume that Λ has full rank. In this case, G := Λ∗/Λ is a
finite abelian group. From bosonic lattice data Ψ = (h, ⟨−,−⟩ , Λ, ξ), one may construct a vertex operator
algebra whose category of modules VM(Ψ) is a ribbon Grothendieck-Verdier category over C. The details
on the vertex operator algebra are given in [ALSW21, Section 3.3] and need not concern us here because
there is a group-cohomological description [ALSW21, Theorem 3.12]: A class ω ∈ H3

ab(G;C×) in the third
abelian group cohomology of G = Λ∗/Λ (we refer to [EML53] for a background on abelian group cohomology)
determines on the category vectG of finite-dimensional G-graded vector spaces over C a braided monoidal
structure [EGNO15, Section 8.4] that we denote by vectωG. By [Zet18, Theorem 4.2.2] the choice of a group
element g0 ∈ G with g0 = 2h0 for some h0 ∈ G gives us in fact a ribbon Grothendieck-Verdier structure
whose dualizing object is the ground field Cg0 seen as graded vector space supported in degree g0. We denote
the resulting ribbon Grothendieck-Verdier category by vectω,g0

G . Now by [ALSW21, Theorem 3.12] we can
construct from bosonic lattice data Ψ = (h, ⟨−,−⟩ , Λ, ξ) a class ω(Ψ) ∈ H3

ab(G;C×) such that

VM(Ψ) ≃ vectω(Ψ),2ξ
G with G = Λ∗/Λ

as ribbon Grothendieck-Verdier categories. The Feigin-Fuchs boson forms a rigid monoidal category, but its
Grothendieck-Verdier duality will not necessarily coincide with the rigid duality. In fact, this is the case if
and only if ξ = 0. We should mention that the results of [ALSW21] can also produce ribbon Grothendieck-
Verdier categories whose monoidal product is not exact, so that the category cannot even be rigid in that
case (rigidity would imply exactness).

3 The definition of a modular functor and the moduli space of modular functors

The purpose of this section is to give a sufficiently general definition of a modular functor. Having at our
disposal the groupoid-valued surface operad Surf and the framework to define its modular (2, 1)-categorical
algebras, one might be tempted to define modular functors with values in a symmetric monoidal (2, 1)-category
S as modular S-valued Surf-algebras. As already briefly explained in the introduction, this definition would be
unsatisfactory as it is known to exclude rich classes of examples, namely systems of projective mapping class
group representations. Those can be included by allowing for central extensions of mapping class groups.
The ‘projectiveness’ of the mapping class group actions of a modular functor is sometimes referred to as
anomaly. We refer to [GM13] for a discussion about how and why this appears in the classical constructions
of modular functors.

3.1 The definition of a modular functor. Since we would like to systematically treat all extensions at
once, we need to develop a rather general theory of extensions for modular operads, and more specifically
the surface operad. Fortunately, a formalism to treat extensions of groupoids is available in [BBF05]. We
can easily adapt this to groupoid-valued modular operads.

Definition 3.1. Let O be a modular groupoid-valued operad. An extension of O is a map q : P −→ O of
groupoid-valued modular operads such that for any o ∈ O(T ) and any T ∈ Graphs the homotopy fiber Po of
qT : P(T ) −→ O(T ) over o ∈ O(T ) is connected.

As in this definition, we will throughout denote the homotopy fiber of P over o by Po. For an extension
q : P −→ Q, any o ∈ O(T ) and any p ∈ Po, we obtain a short exact sequence of groups

1 −→ AutPo(p) −→ AutP(T )(p) −→ AutO(T )(o) −→ 1 ; (3.1)
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here we see p also as object in P(T ) by applying the forgetful map Po −→ P(T ), but we use the same symbol
by a slight abuse of notation. The short exact sequence (3.1) is the only non-trivial part of the long exact
sequence of homotopy groups for the fiber sequence |BPo| −→ |BP(T )| −→ |BO(T )| (B is the nerve of a
category; | − | is the geometric realization of a simplicial set). We then say that at o ∈ O the extension is by
the group AutPo(p).

Remark 3.2. An extension P −→ O of modular operads gives us at every operation o ∈ O(T ) for some
corolla T a group extension, namely (3.1). Generally, a group extension 1 −→ G −→ H −→ J −→ 1 can
equivalently be described by a Dedecker-Schreier cocycle following [Sch26, Ded64] which is a J-action up to
coherent isomorphism on ⋆//G. In other words, we get for every j ∈ J an equivalence ψj : ⋆//G −→ ⋆//G
and coherence data consisting of natural isomorphisms α(j, j′) : ψj ◦ ψj′ ∼= ψjj′ for j, j′ ∈ J . We say that
the action of every element of J on G is by an inner automorphism if for any j ∈ J one of the following
equivalent conditions are satisfied:

(I1) The group automorphism of G determined by evaluation of ψj on morphisms is inner for every j ∈ J .

(I2) The functor ψj : ⋆//G −→ ⋆//G is isomorphic to the identity for every j ∈ J .

Group extensions satisfying (I1) or (I2) will be the type of extensions that we will later on allow in the
definition of modular functors as the correct generalization of central extensions (we will discuss the details
in Section 3.1). One could ask why we do not concentrate on extensions 1 −→ G −→ H −→ J −→ 1
that are central in the conventional sense, i.e. extensions for which G maps to the center of H (thereby
implying that G is abelian). The reason for this is that the difference of this more familiar description to
the conditions (I1) or (I2) is just a matter of perspective: If any of the conditions (I1) or (I2) are satisfied,
then after replacing the Dedecker-Schreier cocycle by an equivalent one, we may assume that ψj = id⋆//G
for every j ∈ J . Nonetheless, the coherence data may be non-trivial. In fact, the coherence data will now
amount to a 2-cocycle α on J with coefficients in Z(G), in the conventional abelian sense. This is because the
automorphism group of the functor id⋆//G is Z(G). From the abelian cocycle α, we may now build a central
extension 1 −→ Z(G) −→ H ′ −→ J −→ 1, where the middle group comes with a canonical map H ′ −→ H.
In other words, once we are given an extension 1 −→ G −→ H −→ J −→ 1 such that every element of J acts
by an inner automorphism, we may reduce to a central extension because the a priori non-abelian G-valued
cocycle on J just takes values in Z(G).

For the definition of a modular functor, we will have to further refine the notion of an extension. This will
mean the following:

• We would like to consider extensions of Surf that are relative to Hbdy (i.e. come with a trivialization
over Hbdy). Requirements in this direction are already implicit in the discussion of the framing anomaly
in [Tur94, IV.3.5], see also the operadic discussion of this point in [MW23b, Lemma 7.15].

• We would like the extension term, i.e. the fiber of the extension, to satisfy some very mild locality
properties. Such requirements are standard in the theory of modular functors, see e.g. [FS17, Section 3.2]
for a discussion in a slightly different mathematical language.

We will now make such requirements precise in our framework. To this end, we need a few rather technical
definitions: Consider the bicategory ModOp(Grpd)/Hbdy of groupoid-valued modular operads over Hbdy,
i.e. the bicategory of groupoid-valued modular operads together with a map of modular operads to Hbdy.
Clearly, idHbdy ∈ ModOp(Grpd)/Hbdy, so we may consider the slice idHbdy/(ModOp(Grpd)/Hbdy). This is the
bicategory of groupoid-valued modular operads E together with a map p : E −→ Hbdy plus a section s of p
up to isomorphism. We define the bicategory Triv/Hbdy of trivial extensions of Hbdy as the full subcategory
of idHbdy/(ModOp(Grpd)/Hbdy) spanned by those (E , p, s) such that p : E −→ Hbdy is an extension and such
that for H ∈ Hbdy(T ) the Map(H)-action on AutEH (s(H)) determined by the short exact sequence

1 −→ AutEH (s(H)) −→ AutE(T )(s(H)) −→ AutHbdy(T )(H) = Map(H) −→ 1

is trivial. Here EH denotes again the homotopy fiber of E(T ) −→ Hbdy(T ) over H. Clearly, we have a
forgetful map Triv/Hbdy −→ ModOp(Grpd)/Hbdy.

Consider now an object in the homotopy pullback

ModOp(Grpd)/Surf ×ModOp(Grpd)/Hbdy Triv/Hbdy ModOp(Grpd)/Surf

Triv/Hbdy ModOp(Grpd)/Hbdy

∂∗

forget

(3.2)
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in bicategories, where ∂∗ is the pullback along ∂ : Hbdy −→ Surf. In plain terms, the homotopy pullback (3.2)
is the bicategory whose objects are formed by a groupoid-valued modular operad Q with a map q : Q −→ Surf
and an equivalence χ : E ≃ ∂∗Q := Q ×Surf Hbdy over Hbdy for a trivial extension (E , p, s) of Hbdy. This
means that χ is a trivialization of Q over Hbdy. For brevity, we will often denote an object (Q, q, χ, E , p, s) ∈
ModOp(Grpd)/Surf ×ModOp(Grpd)/Hbdy Triv/Hbdy by its underlying modular operad Q. We can make a few
observations:

• The map q : Q −→ Surf is an extension of Surf. Indeed, denote by QΣ the homotopy fiber of q :
Q −→ Surf over a surface Σ and choose a handlebody H with ∂H = Σ. The equivalence χ : E ≃ ∂∗Q
restricts to an equivalence EH ≃ Q∂H = QΣ . This tells us that QΣ is connected because E is assumed
to have connected homotopy fibers. This makes q : Q −→ Surf an extension of Surf in the sense of
Definition 3.1. Every element of the mapping class group Map(Σ) of any surface Σ acts by an inner
automorphism on the extension term π1(QΣ). Equivalently, any mapping class of Σ acts by a non-
canonically trivializable functor QΣ −→ QΣ (Remark 3.2). Indeed, this is true for all mapping classes
of all handlebodies since Q is a trivial extension when restricted to Hbdy. It then also holds for mapping
classes of surfaces.

• The tuple (Q, p, χ,G) canonically determines a map Hbdy −→ Q of modular operads over Surf. Indeed,
the needed map Hbdy −→ Q can be obtained as follows:

Hbdy s−−→ E
χ
≃ ∂∗Q = Q ×Surf Hbdy projection−−−−−−−→ Q . (3.3)

By abuse of notation we will denote this map again by s (there will be no confusion as long as we
specify source and target).

• After the choice of a handlebody H with ∂H = Σ, the homotopy fiber QΣ comes with a specific object,
i.e. a pointing, namely ⋆

s−−→ EH
χ
≃ QΣ . As a consequence, QD2 also comes with a pointing because

there is up to unique isomorphism only one handlebody with boundary D2; in fact, this is true for all
genus zero surfaces. This implies that for any oriented embedding φ : (D2)⊔J −→ Σ we have a functor

λφ : QΣ\i̊mφ

pointing×id−−−−−−−−−→ Q(D2)⊔J × QΣ\i̊mφ

operadic
composition−−−−−−−−−→ QΣ , (3.4)

where i̊mφ is the interior of the image of φ. We say that an object Q in the homotopy pullback (3.2)
admits insertions of vacua if for any surface and any oriented embedding the functor (3.4) is an equiv-
alence.

Definition 3.3. We define the bicategory Ext◦(Surf) of extensions of Surf relative Hbdy that admit insertions
of vacua as the full subbicategory of the homotopy pullback (3.2) spanned by those objects that admit
insertions of vacua.

This finally gives us the class of ‘reasonable’ extensions of Surf that we would like to consider: They are
extensions relative genus zero or, equivalently, relative to the handlebody operad, and they satisfy a rather
mild locality property in the sense that they are compatible with the insertion of disks.

Lemma 3.4. The 2-morphisms in the bicategory Ext◦(Surf) are invertible, thereby making Ext◦(Surf) a
(2, 1)-category. In other words, this means that the morphism categories MapExt◦(Surf)(−,−) in Ext◦(Surf) are
groupoids.

Proof. Let Q,Q′ ∈ Ext◦(Surf) and let α0, α1 : Q −→ Q′ be 1-morphisms. We have seen in (3.3) that
Q and Q′ come with their canonical maps s : Hbdy −→ Q and s′ : Hbdy −→ Q′. After unpacking the

definitions, it follows from αi : Q −→ Q′ being a 1-morphism in Ext◦(Surf) that αis
βi∼= s′ by a canonical

isomorphism for i = 0, 1. Now if γ : α0 −→ α1 is a 2-morphism in Ext◦(Surf), then we have in particular
β1,Hγs(H) = β0,H for any handlebody. This tells us that all components of γ that lie in the image of
s : Hbdy −→ Q are invertible. But s is arity-wise essentially surjective (because the homotopy fibers of Q
over Surf are connected). Therefore, it follows that all components of γ are invertible.

We have now achieved the main goal of this section and are finally in a position to define modular functors:

Definition 3.5. A modular functor is a pair (Q,B), where Q ∈ Ext◦(Surf) is an extension of Surf in the
sense of Definition 3.3 (i.e. it is implied that the extension is relative Hbdy and admits insertions of vacua),
and B is a modular Q-algebra.
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3.2 The extension problem for cyclic framed E2-algebras and the moduli space of modular
functors. In the next step, we will, using Definition 3.5 as a starting point, define a moduli space of
modular functors. To this end, we will define some auxiliary notions that will be convenient later.

Given an extension Q of Surf relative Hbdy and a cyclic framed E2-algebra, it is natural to ask about a
description of the space of modular Q-algebras that extend A.

Definition 3.6 (Extensions of a cyclic framed E2-algebra over a fixed extension of Surf). For a cyclic framed
E2-algebra A in S and Q ∈ Ext◦(Surf), we define the groupoid Ext◦(A; Q) of extensions of A on Q as the
homotopy fiber of

ModAlg(Q)
restriction along

the section Hbdy −→ Q−−−−−−−−−−−−−−−−→ ModAlg(Hbdy)
genus zero
restriction−−−−−−−−→ CycAlg(fE2)

over A.

Remark 3.7. Cyclic and modular algebras with values in a symmetric monoidal bicategory form 2-groupoids
[MW23b, Proposition 2.18]. Therefore, Ext◦(A; Q), as a homotopy fiber of a map between 2-groupoids, is a
priori a 2-groupoid itself. However, from the definition of 1-morphisms and 2-morphisms of cyclic and modular
algebras [MW23b, Section 2.4] and the definition of the homotopy fiber, it follows that all 2-automorphisms
of Ext◦(A; Q) are actually trivial. For this reason, we will see Ext◦(A; Q) as groupoid.

Definition 3.8 (All extensions of a cyclic framed E2-algebra). For a cyclic framed E2-algebra A in S, we
define the bicategory Ext◦(A) of all extensions of A as the bicategory of pairs (Q,B) formed by Q ∈ Ext◦(Surf)
and B ∈ Ext◦(A; Q). A 1-morphism (Q,B) −→ (Q′,B′) is a 1-morphism ψ : Q −→ Q′ in Ext◦(Surf) together
with a map α : B −→ ψ∗B′ in Ext◦(A; Q). The 2-morphisms are defined in a similar way.

We can now define the moduli space of modular functors:

Definition 3.9. We define the bicategory of modular functors MF as the bicategory formed by pairs (Q,B),
where Q ∈ Ext◦(Surf) and B ∈ ModAlg(Q). A 1-morphism (Q,B) −→ (Q′,B′) is a 1-morphism ψ : Q −→ Q′

in Ext◦(Surf) together with a map α : B −→ ψ∗B′ in Ext◦(A; Q), where A is the cyclic framed E2-algebra
obtained from B via genus zero restriction. The 2-morphisms are defined in a similar way.

By taking nerves of morphism categories we may see a bicategory as a simplicial category to which we can
assign its homotopy coherent nerve, see e.g. [Rie14, Section 16.3]. This allows us to speak about the nerve
BC of a bicategory C. This version of the nerve is also called the Duskin nerve [Dus02].

Definition 3.10. We define the moduli space of modular functors as the geometric realization MF := |BMF|
of the Duskin nerve of MF.

Remark 3.11. One may ask why one should consider the realization |BMF| of the nerve of MF as the moduli
space of modular functors and not MF, as plain bicategory. The reason is the following: Suppose we are given
(Q,B), (Q′,B′) in MF. A 1-morphism (Q,B) −→ (Q′,B′) in MF is a map α : Q −→ Q′ of extensions of Surf
relative to Hbdy plus an equivalence ϕ : α∗B′ ≃ B of modular Q-algebras. In other words, B factors through
α and produces B′. By definition the map α is over Surf; it just changes the fibers of the extensions. Spelled
out in more detail, this means that for a surface Σ the modular algebra B produces an action of an extension
π : GQ,Σ −→ Map(Σ) on B(Σ) while B′ produces an action of an extension π′ : GQ′,Σ −→ Map(Σ) on
B′(Σ). The map α : Q −→ Q′, when evaluated at Σ, gives us a group morphism αΣ : GQ,Σ −→ GQ′,Σ with
π′αΣ = π, and ϕ : α∗B′ ≃ B provides an isomorphism ϕΣ : α∗

ΣB′(Σ) ∼= B(Σ) of GQ,Σ-representations. Then
we want to regard (Q,B) and (Q′,B′) as the same modular functor because B and B′ both factor through
Q′ and agree as Q′-algebras. But these pairs are only identified through a 1-isomorphism in MF = |BMF|,
and not MF. In general, two objects in MF are isomorphic if they are connected by a zigzag of such maps.

4 Ansular functors and handlebody skein modules

This section is devoted to our first result, a connection between the ansular functor associated to a framed
cyclic E2-algebra and factorization homology. The connection will be through handlebody skein modules that
we define abstractly in Section 4.1. The connection to more classical skein-theoretic methods is summarized
in Section 4.3, but this is not the focus of this article and also logically not relevant for our main results.
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H

φ : ⊔JD2 −→ Σ = ∂H

boundary components of Σ / embedded disks of H

disks embedded via φ become ‘additional’ disks in the boundary of H

Figure 2: On the definition of Hφ.

4.1 The handlebody skein modules for a cyclic framed E2-algebra. Let A be a cyclic framed E2-
algebra in S, Σ ∈ Surf(T ) for T ∈ Graphs (we assume for the moment that T is a corolla) and φ : ⊔JD2 −→ Σ
an oriented embedding (J is a finite set). If H ∈ Hbdy(T ) is a handlebody with ∂H = Σ, then the boundary
components of Σ induce embedded disks in ∂H. Additionally, we obtain embedded disks in ∂H from φ. In
total, we obtain a handlebody with |J | + |Legs(T )| embedded disks. We denote this handlebody by Hφ, see
Figure 2.

The evaluation of the modular extension Â (see Theorem 2.2 and the remarks afterwards) on Hφ yields a
map I −→ A⊗Legs(T ) ⊗ A⊗J . Since A is a cyclic algebra, we can use the cyclic structure to obtain a map

Â(Hφ) : A⊗J −→ A⊗Legs(T ) . (4.1)

Proposition 4.1. Let A be a cyclic framed E2-algebra in S, T ∈ Graphs a corolla, H ∈ Hbdy(T ) and
Σ = ∂H. The maps Â(Hφ) : A⊗J −→ A⊗Legs(T ) from (4.1) are natural in the embedding φ : ⊔JD2 −→ Σ
and descend to the factorization homology

∫
Σ

A, inducing a map

ΦA(H) :
∫
Σ

A −→ A⊗Legs(T ) .

We call ΦA(H) the handlebody skein module for the cyclic framed E2-algebra A and the handlebody H,
or just the Φ-map for A and H.

Proof. In order for the maps (4.1) to descend to
∫
Σ

A, we need to show that they provide a coherent co-cone;
this is because of the homotopy colimit description of factorization homology recalled in (2.1). To this end,
let J = {1, . . . , n} and J ′ = {1, . . . ,m} (here n or m can be zero in which case J = ∅ or J ′ = ∅, respectively);
moreover, let φ : ⊔JD2 = (D2)⊔n −→ Σ be an oriented embedding and φ′ : ⊔J′D2 = (D2)⊔m −→ D2 an
fE2-operation. The operation φ′ gives rise to a morphism A(φ′) : A⊗m −→ A. It suffices now to prove that
for the i-th partial composition φ ◦i φ′ the triangle

A⊗(j−1) ⊗ A⊗m ⊗ A⊗(n−j)

A⊗Legs(T ) ,

A⊗n

Â(Hφ◦iφ
′
)

A⊗(j−1)⊗A(φ′)⊗A⊗(n−j)

Â(Hφ)

commutes up to coherent isomorphism. This isomorphism is obtained as follows: Observe that A⊗(j−1) ⊗
A(φ′) ⊗ A⊗(n−j) can be written up to canonical isomorphism as

A⊗(j−1) ⊗ A(φ′) ⊗ A⊗(n−j) = Â
(

([0, 1] × D2)⊔(j−1) ⊔ B3
n,1 ⊔ ([0, 1] × D2)⊔(n−j)

)
,
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where B3
n,1 is a closed three-dimensional ball with n incoming and one outgoing embedded disks in its

boundary; this is because the modular algebra Â extends the cyclic algebra A. The statement follows now
from the canonical isomorphism

Hφ◦iφ′ ∼= Hφ ∪i
(

([0, 1] × D2)⊔(j−1) ⊔ B3
n,1 ⊔ ([0, 1] × D2)⊔(n−j)

)
and the fact that Â is a modular algebra and hence respects gluing.

We now obtain a factorization homology description of the ansular functor. The key ingredient, namely
the Φ-maps, have already been established. The rest is relatively formal: Since

∫
Σ

A is the homotopy colimit
of A⊗J running over all embeddings φ : ⊔JD2 −→ Σ, there is for any oriented embedding φ : ⊔JD2 −→ Σ
a canonical map A⊗J −→

∫
Σ

A that by abuse of notation we will again denote by φ. In the case J = ∅, we
have the unique embedding φ0 : ∅ −→ Σ. We consider the following diagram:

I
∫
Σ

A A⊗Legs(T )

A⊗ 0 = I

OΣ

Â(H)

idI

ΦA(H)

Â(Hφ0 )
φ0

First we investigate the two upper triangles: The left upper triangle commutes by definition of OΣ while the
right upper triangle commutes by construction of ΦA(H) in Proposition 4.1. The lower triangle commutes
up to a canonical isomorphism, again by construction. Let us summarize this:

Theorem 4.2 (Factorization homology description of the ansular functor). Let A be a cyclic framed E2-
algebra in S. Then for any corolla T ∈ Graphs and H ∈ Hbdy(T ) with boundary Σ = ∂H, the diagram

I
∫
Σ

A A⊗Legs(T )OΣ

Â(H)

ΦA(H)

commutes up to canonical isomorphism.

For a surface Σ (which, for simplicity, we assume to be connected), it is standard that
∫
Σ

A is a module
over the algebra

∫
∂Σ×[0,1] A, see e.g. [Gin15, Lemma 5.2]. The algebra structure on

∫
∂Σ×[0,1] A comes from

stacking cylinders over ∂Σ. One can obtain the action
∫
∂Σ×[0,1] A ⊗

∫
Σ

A −→
∫
Σ

A by choosing a collar for
∂Σ, i.e. an embedding

j : (∂Σ × [0, 1]) ⊔Σ −→ Σ (4.2)

which by functoriality of factorization homology with respect to embeddings induces the action. Up to
isomorphism, the action does not depend on the collar. By applying this to the disk, we find that A is
a
∫
S1×[0,1] A-module. This also implies that A⊗Legs(T ) is a module over

∫
∂Σ×[0,1] A for any corolla T and

Σ ∈ Surf(T ).

Proposition 4.3. Let A be a cyclic framed E2-algebra in S, T ∈ Graphs a corolla and H ∈ Hbdy(T ) with
boundary Σ = ∂H. Then the map ΦA(H) :

∫
Σ

A −→ A⊗Legs(T ) comes naturally with the structure of a∫
∂Σ×[0,1] A-module map.

Proof. Let ψ : ⊔KD2 −→ ∂Σ×[0, 1] and φ : ⊔JD2 −→ Σ be oriented embeddings. Postcomposition with (4.2)
gives us an embedding j(ψ,φ) : ⊔K⊔JD2 −→ Σ. Since Â is a modular algebra, the map

A⊗(K⊔J) Â(Hj(ψ,φ))
−−−−−−−−−→ A⊗Legs(T ) (4.3)
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is canonically isomorphic to the partial composition of
Â(Hφ) : A⊗J −→ A⊗Legs(T ) (4.4)

with
Â((∂Σ × [0, 1])ψ) : A⊗K ⊗ A⊗Legs(T ) −→ A⊗Legs(T ) . (4.5)

(A priori, Â((∂Σ × [0, 1])ψ) is a map A⊗K −→ A⊗Legs(T ) ⊗ A⊗Legs(T ), but we move one of the A⊗Legs(T ) to
the left via the pairing.) But the maps (4.3) induce the map∫

∂Σ×[0,1]
A ⊗

∫
Σ

A action−−−−−→
∫
Σ

A ΦA(H)−−−−−→ A⊗Legs(T ) (4.6)

while the (partial) composition of (4.4) and (4.5)

A⊗(K⊔J) id⊗Â(Hφ)−−−−−−−−→ A⊗K ⊗ A⊗Legs(T ) Â((∂Σ×[0,1])ψ)−−−−−−−−−−−→ A⊗Legs(T )

induces the map(∫
∂Σ×[0,1]

A

)
⊗
∫
Σ

A id⊗ΦA(H)−−−−−−−−→

(∫
∂Σ×[0,1]

A

)
⊗ A⊗Legs(T ) action−−−−−→ A⊗Legs(T ) . (4.7)

Therefore, we obtain a canonical isomorphism between (4.6) and (4.7). It is a straightforward observation
that this equips ΦA(H) with the structure of a module map.

4.2 Equivariance properties of handlebody skein modules under the mapping class group ac-
tion. In this subsection, we discuss the transformation behavior of handlebody skein modules under the
action of the mapping class group on factorization homology.
Definition 4.4. Let A be a cyclic framed E2-algebra in S and T a corolla. For Σ ∈ Surf(T ), we denote
by S∂

(∫
Σ

A,A⊗Legs(T )) the groupoid of
∫
∂Σ×[0,1] A-module maps

∫
Σ

A −→ A⊗Legs(T ) with module map
isomorphisms as morphisms.
Remark 4.5. Any diffeomorphism f : Σ −→ Σ′ induces a 1-morphism f∗ :

∫
Σ

A −→
∫
Σ′ A and an algebra

map αf :
∫
∂Σ×[0,1] A −→

∫
∂Σ′×[0,1] A (if Σ = Σ′, this is the identify) such that f∗ comes naturally with the

structure of a
∫
∂Σ×[0,1] A-module map

∫
Σ

A −→ α∗
f

∫
Σ′ A. Here α∗

f

∫
Σ′ A is the restriction of

∫
Σ′ A along αf .

The isomorphism class of the module map that f gives rise to depends only on the mapping class of f .
Proposition 4.6. Let A be a cyclic framed E2-algebra in S, T ∈ Graphs a corolla and f : Σ −→ Σ′ a
diffeomorphism. Then for any H ∈ Hbdy(T ) with ∂H = Σ, the diagram∫

Σ
A

A⊗Legs(T )

∫
Σ′ A

ΦA(H)

f∗

ΦA(f.H)

(4.8)

commutes up to canonical isomorphism of
∫
∂Σ×[0,1] A-module maps, i.e. up to an isomorphism in the category

S∂
(∫
Σ

A,A⊗Legs(T )). This isomorphism, when combined with the isomorphism from Theorem 4.2 and the
homotopy fixed point structure of OΣ , yield the isomorphism Â

(
f̃
)

: Â(H) −→ Â(f.H):

∫
Σ

A

I A⊗Legs(T ) = Â
(
f̃
)

∫
Σ′ A

ΦA(H)

f∗

OΣ

OΣ′

Â(H)

Â(f.H)

ΦA(f.H)

(4.9)
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Proof. Let φ : ⊔JD2 −→ Σ be an oriented embedding, then f ◦ φ : ⊔JD2 −→ Σ′ is also an oriented
embedding. The diffeomorphism f̃ : H −→ f.H from Lemma 2.6 induces a diffeomorphism Hφ −→ (f.H)f◦φ

giving us, after evaluation with the modular extension Â, an isomorphism Â(Hφ) −→ Â((f.H)f◦φ). By the
construction of ΦA these isomorphisms descend to factorization homology to yield the isomorphism (4.8). It
is an isomorphism of

∫
∂Σ×[0,1] A-module maps because f respects the boundary parametrizations. Now (4.9)

can be verified directly using the definitions.

A relevant special case of Proposition 4.6 is the following:
Corollary 4.7. Let A be a cyclic framed E2-algebra in S, T ∈ Graphs a corolla and g : H −→ H ′ a
diffeomorphisms between H,H ′ ∈ Hbdy(T ). Set f := ∂g. Then after the identification ΦA(f.H) ∼= ΦA(H ′)
induced by ξg from Remark 2.8, we obtain an isomorphism of

∫
∂Σ×[0,1] A-module maps filling the triangle∫

Σ
A

A⊗Legs(T )

∫
Σ′ A

ΦA(H)

f∗=∂g∗

ΦA(H′)

such that

∫
Σ

A

I A⊗Legs(T ) = Â (g)

∫
Σ′ A

ΦA(H)

f∗=∂g∗

OΣ

OΣ′

Â(H)

Â(H′)

ΦA(H′)

In particular, if a diffeomorphism g of Σ lies in the diffeomorphism group of some handlebody H, there is a
canonical canonical isomorphism

ΦA(H)g∗ ∼= ΦA(H) .

This endows ΦA(H) with the structure of a homotopy fixed point for the Diff(H)-action on the category
S∂
(∫
Σ

A,A⊗Legs(T )).
4.3 The connection to skein algebras and skein modules. It was briefly mentioned in the introduction
that the ΦA(H)-maps can be understood as generalized skein modules for handlebodies, formulated via the
modular envelope and factorization homology. We will explain now why this is indeed just a different
perspective on Theorem 4.2. These considerations are not vital for the rest of the article, but hopefully
insightful to anyone interested in skein theory: For a framed E2-algebra A in S and a surface Σ, one defines
the skein algebra of A and Σ by

SkAlgA(Σ) := End(OΣ) ,

where the endomorphisms on the right hand side are taken in the hom category S
(
I,
∫
Σ

A
)
. The crucial fact

that this definition of the skein algebra coincides with the ‘traditional’ definition in the case where A is a
semisimple ribbon category follows from [Coo23].

We will now see that this implies that the value Â(H) of the modular extension Â of A on H becomes a
module over the skein algebra of Σ = ∂H. Indeed, the action is the algebra map

SkAlgA(Σ) −→ End(Â(H))

(the endomorphisms on the right hand side are taken in the hom category S
(
I,
∫
Σ

A⊗Legs(T ))) defined as the
composition

SkAlgA(Σ) = End(OΣ) ΦA(H)◦−−−−−−−−→ End(ΦA(H) ◦ OΣ)
Theorem 4.2∼= End(Â(H)) .
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In case A is ribbon and semisimple, following [Wal, GJS23], any handlebody H with n embedded disks in
its boundary ∂H = Σ also leads to a functor

SkA(H) :
∫
Σ

A −→ A⊗n

whose components are given by relative skein modules. This functor tautologically also satisfies the universal
property of Proposition 4.2 so that there is a canonical isomorphism SkA(H) ∼= ΦA(H) in that case.

5 Connected cyclic framed E2-algebras and their associated extensions of the surface
operad

One of the main goals of this article is to identify general necessary and sufficient conditions for a cyclic
framed E2-algebra to extend to a modular functor. In this subsection, we encounter the main technical
condition that will be relevant in this context, namely the notion of connectedness that will be defined in
terms of handlebody skein modules. In this section, we will be occupied with studying this notion in detail;
we will see why the notion is relevant in Section 6, and we will discuss how to produce examples in Section 7.

5.1 The ΩA-groupoids and the map SurfA −→ Surf of modular operads. This subsection contains
a technical construction that lies at the heart of the paper: For any cyclic framed E2-algebra A, we will
construct a modular operad SurfA (depending on A) and a canonical map SurfA −→ Surf. This map will
later on produce for us the extensions of Surf over which the modular functors will live.

Definition 5.1. Let A be a cyclic framed E2-algebra in S and T a corolla. For Σ ∈ Surf(T ), we define

ΩA(Σ) :=


replete full subgroupoid of S∂

(∫
Σ

A,A⊗Legs(T ))
spanned by all module maps ΦA(H) :

∫
Σ

A −→ A⊗Legs(T )

given in Proposition 4.1 for any handlebody H with boundary Σ
(with the module map structure from Proposition 4.3)

 . (5.1)

Here replete full (as opposed to just full) means that ΩA(Σ) is closed under isomorphisms: It does not only
contain all the ΦA(H), but also all maps

∫
Σ

A −→ A⊗Legs(T ) isomorphic, as module map, to some ΦA(H). (Of
course, passing from a full subcategory to its repletion does not change the subcategory up to equivalence.)
The definition (5.1) is extended to the case of non-connected T = ⊔ni=1T

(i) by ΩA(⊔ni=1Σi) =
∏n
i=1 ΩA(Σi)

for Σi ∈ Surf(T (i)) for i = 1, . . . , n.

For the definition of SurfA, recall that for a functor F : C −→ Cat, i.e. a category-valued precosheaf, the
Grothendieck construction of F is the category GrF formed by pairs (c, x), where c ∈ C and x ∈ F (c), see
[MLM92, Section I.5] for a textbook reference. A morphism (c, x) −→ (c′, x′) is a morphism f : c −→ c′

in C together with a morphism α : F (f)x −→ x′ in F (c′). The Grothendieck construction comes with a
canonical projection functor GrF −→ C. (Often, the Grothendieck construction of F is denoted by

∫
F . In

this article, we will not use the integral sign for the Grothendieck construction because of the notational
conflict with factorization homology.) There is also a version of the Grothendieck construction for functors
F : Cop −→ Cat, i.e. for category-valued presheaves. It is defined as the category GrF formed by pairs (c, x),
where c ∈ C and x ∈ F (c). A morphism (c, x) −→ (c′, x′) is a morphism f : c −→ c′ in C together with a
morphism α : x −→ F (f)x′ in F (c). It comes again with a projection functor GrF −→ C (not to Cop).

Theorem 5.2. For any cyclic framed E2-algebra A in S and T ∈ Graphs, the assignment

SurfA : Graphs −→ Cat , T 7−→ SurfA(T ) := Gr (Surf(T )op −→ Cat , Σ 7−→ ΩA(Σ)) (5.2)

yields a groupoid-valued modular operad SurfA that comes with a map pA : SurfA −→ Surf and a map
sA : Hbdy −→ SurfA of modular operads over Surf.

From the statement of the result, it is not supposed to be obvious how Σ 7−→ ΩA(Σ) is a functor (which
is needed to form the Grothendieck construction). It is certainly clear how to define it on surfaces and
diffeomorphisms, but it is non-trivial that only the mapping classes are detected. This will be covered in the
proof.

Proof. (i) We need some preliminary considerations: Let us recall from Remark 2.4 the topological modular
operad SURF of surfaces and diffeomorphisms as opposed to mapping classes. Clearly, we have for every
corolla T a functor

S∂
(∫

−
A,A⊗Legs(T )

)
: SURFop(T ) −→ Grpd , Σ 7−→ S∂

(∫
Σ

A,A⊗Legs(T )
)
. (5.3)
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This gives us also a functor

ΩA : SURFop(T ) −→ Grpd , Σ 7−→ ΩA(Σ) ,

by restriction in range. To see that this is true, we only need to verify that the ΩA-subgroupoids
ΩA(Σ) ⊂ S∂(

∫
Σ

A,A⊗Legs(T )) are stable under the precomposition with diffeomorphisms, but this
follows from their definition and Proposition 4.6.

(ii) The key step in the proof of the result will be the following auxiliary statement: There is a topological
modular operad GA sending a corolla T to the Grothendieck construction

(GA) (T ) := Gr

SURFop(T )
S∂
(∫

−
A,A⊗Legs(T )

)
−−−−−−−−−−−−−−−→ Grpd

 . (5.4)

of the functor (5.3). For this definition, we need a Grothendieck construction which is more general
than the 1-categorical one recalled above, but this is available; the case needed here is covered e.g. by
the treatment in [Lur09a, Chapter 3.2].
The construction of this modular operad is rather involved: First of all, we extend the prescription (5.4)
to non-connected objects in Graphs by sending disjoint unions of corollas to products of groupoids. Next
we need to extend the definition of GA to morphisms in Graphs. Let Γ : T −→ T ′ be a morphism in
Graphs. Without loss of generality, we can assume that T ′ is connected, i.e. a corolla. We write the
decomposition of T into corollas as T = ⊔ni=1T

(i). The image (GA) (Γ ) of Γ under GA, that we now
want to construct, is by definition a functor

(GA) (Γ ) :
n∏

i=1

Gr

Surfop(T )
S∂

(∫
−

A,A⊗Legs(T (i))
)

−−−−−−−−−−−−−−−−−−−→ Grpd

 −→ Gr

Surfop(T )
S∂

(∫
−

A,A⊗Legs(T ′)
)

−−−−−−−−−−−−−−−−−→ Grpd

 .

We define this functor as follows: An object on the left consists of a surface Σ = ⊔ni=1Σi ∈ Surf(T ) and
a family Ψ = (Ψi)1≤i≤n of maps Ψi ∈ S∂

(∫
Σi

A,A⊗Legs(T (i))
)

. Since Surf is already a modular operad,
we may evaluate Surf on Γ and obtain a functor Γ∗ : Surf(T ) −→ Surf(T ′) sending Σ to Γ∗Σ. We will
accomplish the definition of (GA) (Γ ) by assigning to Ψ an object Γ∗Ψ ∈ S∂

(∫
Γ∗Σ

A,A⊗Legs(T )
)

. Then
we can define

(GA) (Γ )(Σ,Ψ) := (Γ∗Σ,Γ∗Ψ) . (5.5)

The definition of Γ∗Ψ is the hard part and done as follows: First we observe that Γ induces a map
n⊗
i=1

A⊗Legs(T (i)) −→ A⊗Legs(T ′) ; (5.6)

this is dual to constructions used for the definition of the modular endomorphism operad in [MW23b,
Section 2.3]. Essentially, this map performs cyclic permutations and contracts copies of A via the
pairing κ : A ⊗ A −→ I — just as prescribed by Γ . As a consequence, we obtain the following map:

n∏
i=1

S∂

(∫
Σi

A, A⊗Legs(T (i))
)

⊗−−→ S∂

(
n⊗

i=1

∫
Σi

A,

n⊗
i=1

A⊗Legs(T (i))

)
(5.6)

−−−−→ S∂

(
n⊗

i=1

∫
Σi

A, A⊗Legs(T ′)

)
(5.7)

The ‘∂’ reminds us of the restriction to module maps with respect to the boundary, which means
precisely:

• For the first step, these are maps of
∫
∂Σi×[0,1] A-modules in each factor.

• For the second step, these are maps of
∫
∂Σ×[0,1] A-modules.

• For the third step, these are maps of
∫
∂Γ∗Σ×[0,1] A-modules, where

⊗n
i=1
∫
Σi

A is seen as
∫
∂Γ∗Σ×[0,1] A-

module by restriction along the algebra map∫
∂Γ∗Σ×[0,1]

A −→
∫
∂Σ×[0,1]

A

induced by ∂Γ∗Σ ⊂ ∂Σ.
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In order to obtain the desired map Γ∗Ψ :
∫
Γ∗Σ

A −→ A⊗Legs(T ′), we need to show that the image of
Ψ under (5.7) that we will denote by Ψκ actually factors naturally through the map

⊗n
i=1
∫
Σi

A −→∫
Γ∗Σ

A induced by the gluing prescribed by Γ . To this end, we will use the excision property of
factorization homology which, in the case at hand, tells us the following: If Γ prescribes a gluing of
r pairs of boundary components, then

⊗n
i=1
∫
Σi

A is a module over
(∫

S1×[0,1] A
)⊗r

in two ways; we

denote the actions by αℓ :
(∫

S1×[0,1] A
)⊗r

⊗
⊗n

i=1
∫
Σi

A −→
⊗n

i=1
∫
Σi

A, ℓ = 1, 2. By the excision
property of factorization homology,

∫
Γ∗Σ

A is the homotopy coequalizer of α1 and α2. Hence, we need
to show that Ψκ :

⊗n
i=1
∫
Σi

A −→ A⊗Legs(T ′) coequalizes α1 and α2 up to isomorphism (this is structure
and not just a property). To see this, we first observe that

⊗n
i=1 A⊗Legs(T (i)) also comes with two actions

of
(∫

S1×[0,1] A
)⊗r

, namely by action on the first and the second copy of A associated to a gluing pair.
We denote these two actions β1 and β2. Now consider the diagram:

(∫
S1×[0,1] A

)⊗r
⊗
⊗n

i=1
∫
Σi

A
⊗n

i=1
∫
Σi

A A⊗Legs(T ′)

(∫
S1×[0,1] A

)⊗r
⊗
⊗n

i=1 A⊗Legs(T (i)) ⊗n
i=1 A⊗Legs(T (i)) .

αℓ

id⊗
⊗n

i=1
Ψi

⊗n

i=1
Ψi

Ψκ

βℓ

(5.6)

The left square commutes by a canonical isomorphism (this is part of data that makes the Ψi module
maps). The triangle on the right commutes by definition. The needed isomorphism Ψκα1 ∼= Ψκα2 can
now be obtained by evaluating the above diagram at ℓ = 1 and ℓ = 2 and by combining these two cases.
This uses additionally the fact that (5.6) homotopy coequalizes β1 and β2 thanks to the cyclicity of the
pairing. This completes the construction of Γ∗Ψ .
Having completed the definition of Γ∗Ψ , we can define (GA) (Γ )(Σ,Ψ) via (5.5). All of the constructions
so far are functorial in module maps. Therefore, the definition extends to morphisms, thereby giving
us the functor (GA) (Γ ). This concludes the construction of GA as modular operad. The canonical
projection to the base of the Grothendieck construction yields a morphism GA −→ SURF of modular
operads.

(iii) Next we observe that we can perform the Grothendieck construction (5.4) also with the ΩA-groupoids
instead of the S∂

(∫
− A,A⊗Legs(T )

)
-groupoids (these are full subgroupoids). Then all of the construc-

tions in (ii) restrict in range and give us a new topological modular operad GΩA with a map GΩA −→ GA.
This is because the ΩA-subgroupoids are stable under compositions and cyclic permutations. The lat-
ter is obvious, the former follows from the fact that the gluing of module maps

∫
Σ

A −→ A⊗Legs(T ),
when applied to maps of the form ΦA(H), translates to the gluing of handlebodies. More precisely, the
functor (GA) (Γ ) associated to a morphism Γ : T −→ T ′ in Graphs sends ΦA(H) for H ∈ Hbdy(T ) to
ΦA(Γ∗H). This is a consequence of the construction of the ΦA-maps in Proposition 4.1 and properties
of the modular extension Â.

(iv) So far we have maps GΩA −→ GA −→ SURF of modular operads. After applying the symmetric monoidal
fundamental groupoid functor, we obtain a map ΠGΩA −→ Surf of groupoid-valued operads. Now we
define SurfA via

SurfA := ΠGΩA , (5.8)

thereby giving us a map pA : SurfA −→ Surf of modular operads. It is however not obvious that this
definition of SurfA has arity-wise the claimed description (5.2). Clearly, we can write SurfA(T ) again
as a Grothendieck construction over the homotopy fibers of pA : SurfA −→ Surf, see [Hol08], but it is
unclear that the homotopy fiber over Σ ∈ Surf(T ) is actually the groupoid ΩA(Σ). By construction the
homotopy fiber of GΩA −→ SURF over Σ is ΩA(Σ), but the homotopy fiber will generally not commute
with taking the fundamental groupoid. To see that ΩA(Σ) is indeed the fiber of pA over Σ, we look
at the long exact sequence of the homotopy groups for the fibration GΩA (T ) −→ SURF(T ). To this end,
choose a base point in the fiber over Σ, i.e. some ΦA(H) with ∂H = Σ. With the definition (5.8), we
find the exact sequence
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1 π2(GΩA (T ), ΦA(T )) π1(Diff0(Σ))

π1(ΩA(Σ), ΦA(H)) π1(SurfA(T ), ΦA(H)) Map(Σ)

π0(ΩA(Σ)) π0(SurfA(T )) π0(Surf(T )) ,

where Diff0(Σ) is the unit component of the topological group Diff(Σ). For ΩA(Σ) to be the homotopy
fiber of pA over Σ, we need π1(ΩA(Σ), ΦA(H)) −→ π1(SurfA(T ), ΦA(H)) to be injective. By exactness
this is the case if and only if π1(Diff0(Σ)) = π2(SURF(T ), Σ) −→ π1(ΩA(Σ), ΦA(H)) is trivial. This
map is indeed trivial because the map Diff0(H) −→ Diff0(Σ) is an equivalence (this is a consequence of
[Hat76, Theorem 2], see also the comments in [MW23c, Section 2]) and because ΦA(H) is a homotopy
fixed point under the Diff(H)-action by Corollary 4.7. This tells us that pA : SurfA −→ Surf is indeed
a map with homotopy fiber ΩA(Σ) over Σ, thereby justifying (5.2).

5.2 Connectedness of the ΩA-groupoids: General connectedness and reduction to genus one.
We will now investigate the connectedness of the ΩA-groupoids. This will inform the definition of a connected
cyclic framed E2-algebra in the next subsection.

To this end, we need to establish some terminology: With the presentation of Map(Σ) given in [FM12,
Section 4.4.4] we can find two handlebodies H and H ′ such that the subgroups Map(H) and Map(H ′)
together generate Map(Σ). We call such a pair (H,H ′) of handlebodies a generating pair of handlebodies
with boundary Σ.

Lemma 5.3. For a cyclic framed E2-algebra A in S, the groupoid ΩA(Σ) is connected if and only if for some
generating pair (H,H ′) of handlebodies with boundary Σ the

∫
∂Σ×[0,1] A-module maps ΦA(H) and ΦA(H ′)

are isomorphic as module maps.

Proof. If ΩA(Σ) is connected, then clearly ΦA(H) ∼= ΦA(H ′) for any two handlebodies with boundary Σ
(simply by definition). Let us prove the converse: After the choice of an isomorphism u : H −→ H ′, we have
a group isomorphism

Map(H) −→ Map(H ′) , a 7−→ uau−1 .

With s := ∂u ∈ Map(Σ), we may now without loss of generality assume that H ′ = s.H, see Remark 2.8.
For arbitrary handlebody H̃ with boundary Σ, we now need to show ΦA(H̃) ∼= ΦA(H) as module maps.
First note that H̃ can be written as H̃ = f.H for some f ∈ Map(Σ). Since Map(H) and Map(H ′) generate
Map(Σ) and since Map(H) ∼= Map(H ′) via conjugation with u, we can write f = a1ub1u

−1 . . . anubnu
−1 with

a1, b1, . . . , an, bn ∈ Map(H). With Proposition 4.6, we find

ΦA(H̃) = ΦA(f.H) ∼= ΦA(H)f−1
∗

∼= ΦA(H)s∗∂b
−1
n ∗s

−1
∗ ∂a−1

n ∗ . . . s∗∂b
−1
1 ∗s

−1
∗ ∂a−1

1 ∗ ,

where ∼= is always an isomorphism of module maps. For this reason, it suffices to prove:

ΦA(H)s∗ ∼= ΦA(H) , (5.9)
ΦA(H)s−1

∗
∼= ΦA(H) , (5.10)

ΦA(H)∂a∗ ∼= ΦA(H) for all a ∈ Map(H) . (5.11)

First we use Proposition 4.6 to conclude ΦA(H ′) = ΦA(s.H) = ΦA(H)s−1
∗ . With ΦA(H ′) ∼= ΦA(H) — which

holds by assumption — this yields ΦA(H) ∼= ΦA(H)s−1
∗ and proves (5.10). After applying s∗ from the right

to both sides, we obtain (5.9). Finally, (5.11) is a consequence of the homotopy Diff(H)-fixed point structure
of ΦA(H), see Corollary 4.7.

Proposition 5.4. For a cyclic framed E2-algebra A in S, the following conditions are equivalent:
(i) All groupoids ΩA(Σ), where Σ runs over all surfaces, are connected.
(ii) For some generating pair (H,H ′) of handlebodies whose boundary is the torus T2

1 with one boundary
component, the handlebody skein modules ΦA(H) and ΦA(H ′) are isomorphic as

∫
S1×[0,1] A-module

maps.
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Proof. Clearly, (i) ⇒ (ii). Let us prove (ii) ⇒ (i): By Lemma 5.3 the condition (ii) implies that ΩA(T2
1) is

connected. Therefore, it remains to prove that connectedness of ΩA(T2
1) implies connectedness of ΩA(Σ) for

all surfaces Σ. For this, we will make use of the Lego Teichmüller game from [BK00]. For each surface Σ,
one can define a groupoid C(Σ) of cut systems of Σ. Roughly, these are pair of pants decompositions; for
details, we refer to [BK00, Section 7.1-7.3]. The morphisms are generated by the following two moves that
can be applied to subsurfaces (the cuts are displayed in blue):

S̄F̄

The F̄-move deletes a cut in a cylindrical region, assuming of course that we are still left with a cut system
afterwards. The S̄-move replaces a cut on T2

1 with a transversal one. If we freely generate a groupoid with
these moves, we obtain a groupoid C̃(Σ). The actual groupoid C(Σ) of cut system is then obtained by
imposing further relations. These will however not be relevant for us. For us, it suffices to know that C(Σ)
is connected and simply connected [BK00, Theorem 7.9]. This implies that C̃(Σ) is connected. We will now
construct a functor

T : C̃(Σ) −→ ΩA(Σ) . (5.12)

For a cut system C ∈ C̃(Σ), we take the genus zero surface ΣC obtained by cutting Σ at C. We fill each
component of ΣC with a handlebody; this choice is essentially unique because Hbdy −→ Surf is an equivalence
in genus zero. This gives us a handlebody HC with ∂HC = ΣC . The cut system describes a gluing operation
from ΣC to Σ, i.e. Σ = ∪ΣC , or more formally, Σ = Γ∗ΣC for a morphism Γ in Graphs described by C. The
operadic composition of SurfA sends ΦA(HC) to an object that we define to be T (C). Thanks to step (iii) in
the proof of Theorem 5.2, we know

T (C) ∼= ΦA(∪HC) . (5.13)

Every handlebody with boundary Σ can be obtained as ∪HC for some cut system C for Σ. Thanks to 5.13,
this makes T , so far just as an assignment on object level, essentially surjective. To an F̄-move C −→ C ′,
we associate an isomorphism T (C) ∼= T (C ′) that we obtain from (5.13) and the fact that ∪HC = ∪HC′ .
In order to define T an S̄-move C −→ C ′, we can, thanks to the compatibility of the ΦA-maps with gluing
(again, this is step (iii) in the proof of Theorem 5.2 and (5.13)), assume that Σ = T2

1. In that case, we just
assign to C −→ C ′ some morphism T (C) −→ T (C ′) existing by the assumption that ΩA(T2

1) is connected.
In C̃(Σ) we do not impose further relations on the moves. Therefore, the assignments provide us with the
functor (5.12). Since C̃(Σ) is connected and T , as already remarked, is essentially surjective, ΩA(Σ) must
be connected.

5.3 The notion of connectedness. Having established Proposition 5.4, we can now finally define:
Definition 5.5. We call a cyclic framed E2-algebra A or, equivalently, a self-dual balanced braided algebra
in S connected if any of the two equivalent conditions from Proposition 5.4 hold.

With the results and constructions of the previous two subsection, we can now see easily that, for any
connected cyclic framed E2-algebra A, the map SurfA −→ Surf is an extension. In fact, we will then see later
in Theorem 6.4 that these extensions are universal in a precise sense.
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Theorem 5.6. For a cyclic framed E2-algebra A in S, the map pA : SurfA −→ Surf is an extension if and
only if A is connected. In that case, the extension of Map(Σ) provided by SurfA takes the form of a short
exact sequence of groups

1 −→ Aut∂(ΦA(H)) −→ MapA(Σ) −→ Map(Σ) −→ 1 with MapA(Σ) = π1(SurfA(T ), Σ) ,

where Aut∂(ΦA(H)) denotes the group of automorphisms of ΦA(H) :
∫
Σ

A −→ A⊗Legs(T ) as maps of∫
∂Σ×[0,1] A-modules. The action of every element of Map(Σ) on Aut∂(ΦA(H)) determined by this short

exact sequence is by an inner automorphism.

Proof. It follows from (5.2) immediately that pA is an extension if and only if are groupoids ΩA(Σ) are con-
nected. In that case, the resulting extension of mapping class groups takes the form 1 −→ Aut∂(ΦA(H)) −→
MapA(Σ) −→ Map(Σ) −→ 1 (this just amounts to specializing the sequence (3.1) to the case at hand).
It remains to prove that every element in Map(Σ) acts on Aut∂(ΦA(H)) = π1(ΩA(Σ), ΦA(H)) by an inner
automorphism. To this end, it suffices by Remark 3.2 to prove that the Map(Σ)-action on ΩA(Σ) is (the
one that it obtains by being the homotopy fiber of pA : SurfA −→ Surf), for each mapping class separately,
trivializable. For this, in turn, we just need to prove that the Map(H)-action on ΩA(Σ) is trivializable for
every handlebody H with ∂H = Σ (of course, this relies on the fact that the handlebody groups generate
the mapping class groups of surfaces). This can be seen as follows: Consider the inclusion functor

χH : ⋆//Aut∂(ΦA(H)) −→ ΩA(∂H) = ΩA(Σ) (5.14)

that sends ⋆ to ΦA(H) and is defined tautologically on morphisms. If we equip ⋆//Aut∂(ΦA(H)) with the
trivial Map(H)-action, then χH is Map(H)-equivariant up to coherent isomorphism as follows from the
homotopy Diff(H)-fixed point structure of ΦA(H) from Corollary 4.7. By construction χH is fully faithful.
Since ΩA(Σ) is assumed to be connected, it is also essentially surjective and hence an equivalence. The
existence of a Map(H)-equivariant equivalence from a category with trivial Map(H)-action to ΩA(Σ) proves
that the Map(H)-action on ΩA(Σ) is trivial up to coherent isomorphism (again, let us emphasize that the
Map(Σ)-action on ΩA(Σ) will be trivial in a possibly non-coherent way).

In Definition 3.3 we single out the admissible extensions of Surf that we will be interested in. This leads
to the obvious question whether the extension SurfA from Theorem 5.2 fits into this framework. This is
answered affirmatively in the next result.

Theorem 5.7. Let A be a connected cyclic framed E2-algebra. Then pA : SurfA −→ Surf is in a canonical
way an extension of Surf relative Hbdy that admits insertions of vacua in the sense of Definition 3.3, i.e. we
have SurfA ∈ Ext◦(Surf).

Proof. By Theorem 5.2 the connectedness assumption ensures that SurfA is an extension. Moreover, the
pullback SurfA ×Surf Hbdy −→ Hbdy comes with a canonical trivialization, i.e. with a canonical equivalence
to a trivial extension of Hbdy: On the fiber over a handlebody H, the trivialization is given by the Map(H)-
equivariant equivalence

χ : ⋆//Aut∂(ΦA(H)) −→ ΩA(∂H) (5.15)

from (5.14). It is straightforward to see that the maps (5.15) combine into an equivalence of modular operads
over Hbdy.

It remains to establish the insertion of vacua property. This will be implied by Proposition 5.9 that follows
below. We formulate it as a separate statement because we would like to prove a slightly stronger statement
that does not depend on the connectedness of the ΩA-groupoids.

Remark 5.8. The map Hbdy −→ SurfA that the trivialization over Hbdy gives rise to thanks to (3.3) agrees
with the map sA : Hbdy −→ SurfA already given in Theorem 5.2.

Proposition 5.9 (Insertion of vacua). Let A be a cyclic framed E2-algebra in S, Σ ∈ Surf(T ) for T ∈ Graphs
and φ : ⊔JD2 −→ Σ an oriented embedding. Then

ΩA(Σ \ i̊mφ) id×ΦA(B3
1)−−−−−−−−→ ΩA(Σ \ i̊mφ) ×ΩA(D2)×J gluing−−−−−→ ΩA(Σ) (5.16)

is an equivalence.
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Proof. Without loss of generality, we can assume that T is a corolla. For any handlebody H with boundary
Σ, we can form the handlebody Hφ which has additional embedded disks in its boundary coming from φ; we
have used this notation on page 19 already. On the object level, (5.16) sends ΦA(Hφ) 7−→ ΦA(H), thereby
making the functor essentially surjective. In order to see that (5.16) is also fully faithful, we observe that it
is given by the restriction in domain and range of the equivalence

S∂

(∫
Σ\i̊mφ

A,A⊗Legs(T ) ⊗ A⊗J

)
≃ S∂

∫
Σ\i̊mφ

A ⊗(∫
S1×[0,1]

A
)⊗J A⊗J ,A⊗Legs(T )


≃ S∂

(∫
Σ

A,A⊗Legs(T )
)

which uses the pairing and excision.

6 The construction and classification of modular functors

The goal of this section is to give a general construction procedure for modular functors and to ultimately
use this construction to classify modular functors.

6.1 The construction of modular functors. As a first result, we will construct a modular SurfA-algebra
for any cyclic framed E2-algebra A. This modular SurfA-algebra will be a modular functor if and only if A
is connected.

Definition 6.1. For any cyclic framed E2-algebra A, a corolla T ∈ Graphs and Σ ∈ Surf(T ), the distinguished
object OΣ : I −→

∫
Σ

A gives us by precomposition a functor

FT,ΣA : ΩA(Σ) inclusion−−−−−−−→ S∂
(∫

Σ

A,A⊗Legs(T )
)

−◦OΣ−−−−−→ S
(
I,A⊗Legs(T )

)
.

This is extended to the case of non-connected T .

Theorem 6.2 (Construction of modular functors). For any cyclic framed E2-algebra A, the functors from
Definition 6.1 yield the structure of a modular SurfA-algebra FA whose restriction to Hbdy can be canonically
identified with the modular extension Â of A. This modular SurfA-algebra A is a modular functor if and
only if A is connected.

Proof. Let T ∈ Graphs be a corolla. Then for any diffeomorphism f : Σ −→ Σ′, the triangle

ΩA(Σ′)

S(I,A⊗Legs(T ))

ΩA(Σ)

FT,Σ
′

A

−◦f∗

FT,ΣA

commutes by a canonical natural isomorphism coming from the homotopy fixed point structure f∗OΣ
∼= OΣ′

of the distinguished object OΣ under diffeomorphisms (this homotopy fixed point structure was recalled
in Section 2.1). This entails that the functors FT,ΣA descend to the Grothendieck construction GΩA (T ) =
Gr
(

SURF(T )op ΩA−−−→ Grpd
)

and yield functors FA : SurfA(T ) −→ S(I,A⊗Legs(T )) because SurfA(T ) is the
fundamental groupoid of GΩA (T ), see (5.8), and because S(I,A⊗Legs(T )) is just a 1-category. This extends in
a straightforward way to the case of non-connected T . Now the functors FA endow A with the structure
of a modular SurfA-algebra. The restriction of FA along the map Hbdy −→ SurfA from Theorem 5.2 sends
a handlebody H to ΦA(H)O∂H , which can be canonically identified with Â(H) by Theorem 4.2. In other
words, it agrees with the ansular functor associated to A. By Theorem 5.2 and 5.7 SurfA is an extension if
and only if A is connected. Therefore, (SurfA,FA) is a modular functor if and only if A is connected.

Remark 6.3. The construction of Theorem 6.2 is suitably functorial in maps of cyclic framed E2-algebras
that by [MW23b, Proposition 2.18] are always invertible. More precisely, it is straightforward to verify the
following: Let φ : A ≃−−→ B be an equivalence of cyclic framed E2-algebras. Then φ gives rise to a modular
operad SurfA,B that comes with equivalences εA : SurfA,B

≃−−→ SurfA and εA : SurfA,B
≃−−→ SurfB such that

the map φ induces an equivalence ε∗
AFA

≃−−→ ε∗
BFB of modular SurfA,B-algebras.
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6.2 Universality of SurfA and FA. We will ultimately use the construction A 7−→ FA from the previous
subsection to classify modular functors. To this end, the next result will be crucial: We will prove that, if
A is connected, then an extension of A to a modular functor living over an extension Q of Surf amounts
exactly to a map Q −→ SurfA of extensions. In other words, SurfA is a ‘classifying space’ for modular functors
extending A.

Theorem 6.4 (Universality of SurfA and FA). For any connected cyclic framed E2-algebra A, the SurfA-
algebra FA from Theorem 6.2 is universal in the sense that, for Q ∈ Ext◦(Surf), the map

MapExt◦(Surf)(Q,SurfA) ≃−−→ Ext◦(A; Q) , ψ 7−→ ψ∗FA (6.1)

is an equivalence of groupoids.

The fact that the morphism category in Ext◦(Surf) is indeed a groupoid is a consequence of Lemma 3.4.

Proof. The proof is based on a thorough investigation of Ext◦(A; Q) that we will present first. Afterwards,
we will be able to describe a weak inverse to (6.1) directly.

(i) Let B ∈ Ext◦(A; Q), moreover T ∈ Graphs a corolla and Σ ∈ Surf(T ). In this first step, it is our goal to
construct natural maps

Λ−
B : QΣ −→ S∂

(∫
Σ

A,A⊗Legs(T )
)
, q 7−→ ΛqB .

As usual QΣ is the homotopy fiber of the extension Q −→ Surf over Σ.
For any oriented embedding φ : (D2)⊔J −→ Σ, we have the equivalence

λφ : QΣ\i̊mφ
≃−−→ QΣ (6.2)

from Definition 3.3 since Q admits insertions of vacua by assumption. Now for q ∈ QΣ and r = (o, α) ∈
λφ/q, i.e. an object o ∈ QΣ\i̊mφ and a morphism λφo

α−−→ q, the algebra B gives us a map

B⊗J Bo−−−→ B⊗Legs(T ) .

These maps combine into a map

Bφq : hocolim
q′∈λφ/q

B⊗J −→ B⊗Legs(T ) .

We will now show that Bφq is natural in φ and hence gives us a map

ΛqB : hocolim
φ

hocolim
r∈λφ/q

B⊗J −→ B⊗Legs(T ) . (6.3)

To see this, we write J = {1, . . . , n} and J ′ = {1, . . . ,m} and pick in addition to φ a framed E2-
operation φ′ : ⊔J′D2 = (D2)⊔m −→ D2. We will see φ′ not only as a fE2-operation, but also as genus
zero surface. The functor

ci(φ,φ′) : QΣ\i̊mφ

pointing of Qφ′
−−−−−−−−−−−→ QΣ\i̊mφ × Qφ′

gluing−−−−−→ QΣ\i̊m (φ◦iφ′)

makes the triangle
QΣ\i̊mφ

QΣ ,

QΣ\i̊m (φ◦iφ′)

λφ

ci(φ, φ′)

λφ◦iφ′

commute up to a canonical natural isomorphism. Since λφ and λφ◦iφ′ are equivalences by assumption,
so is ci(φ,φ′). As a result, we may identify

λφ◦iφ′/q ≃ λφ/q . (6.4)
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Consider now the following triangle:

hocolim
r′∈λφ◦iφ′/q

B⊗(j−1) ⊗ B⊗m ⊗ B⊗(n−j)

B⊗Legs(T ) ,

hocolim
r∈λφ/q

B⊗n

Bφ◦iφ
′

q

(∗)

Bφq

The map (∗) is induced by Bs(φ′) : B⊗m −→ B (we are using here the section s : Hbdy −→ Q associated
to Q) and (6.4). Since B is a modular algebra, this triangle commutes up to a canonical isomorphism.
This tells us that we indeed obtain the map (6.3).
The key point is that the slices λφ/− are contractible (see (6.2)). For this reason, the double homotopy
colimit on the left hand side of (6.3) models the factorization homology of the restriction of B to fE2.
But as part the data, we have an equivalence of cyclic framed E2-algebras between this restriction of
B and A. Therefore, we may identify the left hand side of (6.3) canonically with

∫
Σ

A. In other words,
we may see ΛqB as a map

ΛqB :
∫
Σ

A −→ A⊗Legs(T ) .

By construction this comes with the structure of an
∫
∂Σ×[0,1] A-module map (this is essentially the same

argument as in the proof of Proposition 4.3). Moreover, the assignment q 7−→ ΛqB naturally extends
to a functor out of QΣ , and it sends the morphisms in QΣ to morphisms of

∫
∂Σ×[0,1] A-module maps.

Therefore, we obtain natural functors

Λ−
B : QΣ −→ S∂

(∫
Σ

A,A⊗Legs(T )
)
,

where S∂
(∫
Σ

A,A⊗Legs(T )) is the groupoid of
∫
∂Σ×[0,1] A-module maps

∫
Σ

A −→ A⊗Legs(T ) with module
isomorphisms as morphisms. Then

QΣ

Λ−
B−−−→ S∂

(∫
Σ

A,A⊗Legs(T )
)

−◦OΣ−−−−−→ S(I,A⊗Legs(T )) (6.5)

can be canonically identified with QΣ
B−−→ S(I,A⊗Legs(T )) under the identification of A and B as cyclic

algebras (this is the same argument as in the proof of Theorem 4.2).
(ii) Next consider the following diagram (the dashed arrow is to be ignored for the moment):

∂−1(Σ) ΩA(Σ)

QΣ S∂
(∫
Σ

A,A⊗Legs(T )) S(I,A⊗Legs(T ))

S(I,B⊗Legs(T ))

s

sA

FT,ΣA
ι

Λ−
B

ψB
Σ

B

−◦OΣ

≃

(6.6)

Here ι is the full subgroupoid inclusion. The lower surface commutes by a canonical isomorphism
because the composition (6.5), as just discussed, can be identified with B. The right triangle com-
mutes strictly by Definition 6.1. By construction the square on the left commutes up to a canonical
isomorphism (this is the identification of B with Â over Hbdy that is part of data). The fact that by
connectedness of QΣ the functor s : ∂−1(Σ) −→ QΣ is essentially surjective implies that Λ−

B must
factor through ΩA(Σ). In other words, there is a unique functor ψB

Σ : QΣ −→ ΩA(Σ) with ιψB
Σ = Λ−

B .
Now ιψB

Σs = Λ−
B s

∼= ιsA by a canonical isomorphism. Since ι is a full subgroupoid inclusion, this
gives us a canonical isomorphism ψB

Σs
∼= sA. We have now established that the entire diagram (6.6)

commutes up to a canonical isomorphism.
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(iii) The map ψB
Σ , being natural in Σ, gives us a map ψB : Q −→ SurfA of modular operads, in fact,

of modular operads over Surf (because it is constructed fiberwise anyway). Over Hbdy, the map is
trivialized thanks to ψBs ∼= sA.

With all these preparations, we can describe the desired inverse Ext◦(A; Q) −→ MapExt◦(Surf)(Q,SurfA)
to (6.1). It sends B ∈ Ext◦(A; Q) to the map ψB : Q −→ SurfA from step (iii). This gives us indeed an
inverse: For any map θ : Q −→ SurfA of extensions, we find Λ−

θ∗FA
≃ Λ

θ(−)
FA

, and hence ψθ∗FA ≃ ψFA ◦ θ = θ

(this uses that ψFA is the identity). Similarly, for B ∈ Ext◦(A; Q), we find (ψB)∗FA ≃ B by the commutativity
of the lower surface in the above diagram.

Lemma 6.5. Let A be a cyclic framed E2-algebra. If the bicategory Ext◦(A) of extensions of A is not empty,
then A is connected.

Proof. Let us assume that we have some B ∈ Ext◦(A; Q) for some Q ∈ Ext◦(Surf). Even though A is not
connected, the proof of Theorem 6.4 still gives us a map ψB : Q −→ SurfA of modular operads over Surf (the
construction of this map in the proof did not need anywhere the ΩA-groupoids are connected; without the
assumption, we only have the problem that the map ψB : Q −→ SurfA is not a map in Ext◦(Surf), simply
because SurfA might have non-connected fibers and hence might not qualify as an extension). We can verify
ψBs ≃ sA for the canonical maps s : Hbdy −→ Q and sA : Hbdy −→ Surf. This entails that the essentially
surjective functor ∂−1(Σ) sA−−−→ ΩA(Σ) factors as ∂−1(Σ) s−−→ QΣ

ψB

−−−→ ΩA(Σ). But this is only possible if
ψB : QΣ −→ ΩA(Σ) is essentially surjective. Since QΣ is connected by assumption, so is ΩA(Σ).

6.3 Weak uniqueness of extensions. For a cyclic framed E2-algebra A, we defined the bicategory of
extensions of A to a modular functor in Definition 3.8. The following result is mostly an application of the
universality of SurfA:

Theorem 6.6 (Weak uniqueness of extensions). For any cyclic framed E2-algebra A, the realization |BExt◦(A)|
of the Duskin nerve of the bicategory Ext◦(A) is empty or contractible. In other words, if there is an extension
of A to a modular functor, this extension is unique up to a contractible choice.

In the case of cyclic framed E2-algebras whose underlying category is finitely semisimple and equipped
with an involution, such a uniqueness result has been established by Andersen-Ueno [AU12] (with a different
definition of modular functor). The above result applies to cyclic framed E2-algebras regardless of finiteness
and semisimplicity assumptions and makes a statement about the space of extensions rather than extensions
up to equivalence.

Proof of Theorem 6.6. We need to show that the bicategory Ext◦(A) is either empty or has a contractible
nerve. We will do this by proving that Ext◦(A) is contractible under the assumption that it is not empty.
Under this assumption, it is automatic that A is connected by Lemma 6.5.

Let us now prove the contractibility of Ext◦(A) in the case that A is connected: By Definition 3.8 Ext◦(A)
is the Grothendieck construction of the bicategory-valued functor Ext◦(A; −) : Ext◦(Surf)op −→ BiCat (the
bicategorical version of the Grothendieck construction can be defined in complete analogy to the categorical
one). By Theorem 6.4 we have equivalences Ext◦(A; Q) ≃ MapExt◦(Surf)(Q,SurfA) natural in Q, which implies
the equivalence

Ext◦(A) ≃ Gr
(

Q 7−→ MapExt◦(Surf)(Q,SurfA)
)

(6.7)

of bicategories. But the Grothendieck construction Gr
(

Q 7−→ MapExt◦(Surf)(Q,SurfA)
)

is, after spelling out
the definition, the slice bicategory Ext◦(Surf)/SurfA. The identity of SurfA is a terminal object in this slice
bicategory. This proves that the nerve of Gr

(
Q 7−→ MapExt◦(Surf)(Q,SurfA)

)
is contractible. By (6.7) and

homotopy invariance of the nerve under equivalences of bicategories we find that Ext◦(A) is contractible as
well.

Theorem 6.6 proves under very general conditions that a modular functor is determined up to a contractible
choice by its genus zero data. But for this it is important to understand ‘genus zero data’ precisely as the
data of a cyclic framed E2-algebra. Prescribing just the non-cyclic genus zero data, i.e. a balanced braided
monoidal structure, leads already to a different situation about which a different statement can be made:
Let A be a framed E2-algebra in Rex with underlying finite category (that is a balanced braided category).
We denote by Zbal

2 (A) ⊂ Z2(A) the subcategory of the Müger center spanned by the objects with trivial
balancing and denote by PIC(Zbal

2 (A)) the Picard groupoid of Zbal
2 (A), i.e. the groupoid of invertible objects

in Zbal
2 (A). Then the following holds:
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Corollary 6.7. For any non-cyclic framed E2-algebra A in Rex with underlying finite category, the space
|BExt◦(A)| of extensions of A to a modular functor (with maps between such extensions being relative to A)
is either empty or

|BExt◦(A)| ≃ |BPIC(Zbal
2 (A))| .

If the braiding of A is non-degenerate and the unit of A is simple, then the space on the right is the classifying
space Bk× of the group of units of the ground field k.

Proof. If |BExt◦(A)| is not empty, then a cyclic structure exists on A and an extension to a modular functor is
unique up to a contractible choice once a cyclic structure is chosen; this follows from Theorem 6.6. Therefore,
the remaining choice is exactly the ambiguity in choosing a cyclic structure. In Lexf and, equivalently, Rexf

this ambiguity is described in [MW22, Theorem 4.2] through PIC(Zbal
2 (A)) as groupoid or |BPIC(Zbal

2 (A))|
as space.

6.4 The classification of modular functors. In this subsection, we state and prove the main result of
this paper, namely an explicit description of the moduli space of modular functors. This will however be
relatively straightforward because most of the work was already done in the previous subsections.

Theorem 6.8 (Classification of modular functors). The moduli space MF of modular functors with values
in S is equivalent the 2-groupoid of connected cyclic framed E2-algebras A in S. The equivalence is afforded
by restriction to genus zero. An inverse sends A to FA.

If we take into account that cyclic framed E2-algebras are self-dual balanced braided algebras by the main
result of [MW23a] (this was recalled as Theorem 2.2 in this article), MF is also equivalent to the 2-groupoid
of connected self-dual balanced braided algebras in S.

The proof of Theorem 6.8 will use a bicategorical version of Thomason’s Theorem [Tho79, Theorem 1.2]
that can be obtained by a straightforward modification of the version of this result given in [CCG10, Ceg11]:
Recall that for a functor F : C −→ BiCat from a 2-groupoid C, seen as tricategory, to the tricategory of
bicategories (by default we understand this to be a functor is the weak sense), the Grothendieck construction
GrF is the bicategory formed by pairs (c, x), where c ∈ C and x ∈ F (c), in analogy to the usual Grothendieck
construction. Thomason’s Theorem gives us a canonical homotopy equivalence

BGrF ≃ hocolim
c∈C

BF (c) (6.8)

of simplicial sets (but we can of course apply the geometric realization | − | to get a homotopy equivalence of
spaces).

Proof of Theorem 6.8. With Thomason’s Theorem (6.8), we can prove the desired statement as follows: We
consider the genus zero restriction map R : MF −→ CycAlg(fE2) and first observe that by Lemma 6.5 it
actually factors through the full sub-2-groupoid CycAlgΩ(fE2) ⊂ CycAlg(fE2) of connected cyclic framed
E2-algebras. Therefore, the restriction map R : MF −→ CycAlg(fE2) restricts in range to a map

R̃ : MF −→ CycAlgΩ(fE2) . (6.9)

The homotopy fiber of (6.9) is Ext◦(A) by definition. In other words, we can describe MF as a Grothendieck
construction MF = Gr (A 7−→ Ext◦(A)); in fact, that is just a different way to express the definition of MF.
Now Thomason’s Theorem (6.8) gives us

BMF ≃ hocolim
A∈CycAlgΩ(fE2)

BExt◦(A) .

But BExt◦(A), for an arbitrary cyclic framed E2-algebra is always empty or contractible by Theorem 6.6,
and for those algebras in CycAlgΩ(fE2), the latter is the case by Lemma 6.5. This implies that (6.9) in-
duces an equivalence after taking the nerve. The statement about the inverse equivalence follows from the
description (6.7) of Ext◦(A).

Since by Theorem 6.8 MF forms a full sub-2-groupoid of cyclic framed E2-algebras, we immediately obtain:

Corollary 6.9. Let A be a cyclic framed E2-algebra. Then the 2-group of automorphisms of A as cyclic
framed E2-algebra is equivalent to the 2-group of automorphisms of any modular functor extending A.
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7 Sufficient conditions for connectedness

The connectedness condition that is needed for a cyclic framed E2-algebra to uniquely extend to a modular
functor is relatively abstract. Even though one of the different equivalent characterizations of connectedness
just boils down to a genus one condition, it will still be involved to check the condition in practice. In this
section, we provide concrete algebraic conditions that are sufficient for connectedness. These will be used in
the next section to discuss classes of examples of modular functors.

7.1 Triviality of the mapping class group action on factorization homology. We start with the
following observation that will still not produce a concrete criterion, but instead a valuable tool:

Lemma 7.1. If for a cyclic framed E2-algebra A and every surface Σ, the 1-morphism f∗ :
∫
Σ

A −→
∫
Σ

A
is trivializable for all f ∈ Map(Σ), i.e. isomorphic as a

∫
∂Σ×[0,1] A-module map to the identity, then A is

connected.

The Lemma assumes that we can trivialize each f∗ separately. It is not implied that we can trivialize
coherently.

Proof. For handlebodies H and H ′ with ∂H = ∂H ′ = Σ, pick an isomorphism g : H −→ H ′. Then
ΦA(H ′)f∗ ∼= ΦA(H) with f := ∂g by Proposition 4.6. This implies the assertion.

The triviality of the mapping class group action on factorization homology can be checked locally:

Lemma 7.2. Let A be a cyclic framed E2-algebra in S. The action f∗ :
∫
Σ

A −→
∫
Σ

A of every diffeomor-
phism f : Σ −→ Σ of every surface Σ is isomorphic, as

∫
∂Σ×[0,1] A-module map, to the identity if and only if

this is the case for the action d∗ :
∫
S1×[0,1] A −→

∫
S1×[0,1] A of the Dehn twist on the factorization homology

of the cylinder.

Proof. First recall from Remark 4.5 that the isomorphism class of f∗ :
∫
Σ

A −→
∫
Σ

A, as
∫
∂Σ×[0,1] A-module

map, depends only on the mapping class of f . Now the statement follows from the fact that the pure mapping
class group of any surface is generated by Dehn twists (see [FM12, Theorem 4.11] for a textbook reference)
and the excision property of factorization homology.

7.2 Cofactorizability. Using the tools from the previous subsection, we will now prove that cofactoriz-
ability of E2-algebras [BJSS21, Section 3.3] is sufficient for connectedness. Let us review the notion: If S
has an internal hom [−,−], then for any algebra A in S the multiplication A ⊗ A −→ A induces a map
A −→ [A,A]. If A is an E2-algebra, this map descends to the cocenter

∫
S1×[0,1] A and yields an algebra map∫

S1×[0,1]
A −→ [A,A] . (7.1)

Definition 7.3. Let S be a symmetric monoidal (2, 1)-category with internal hom. An E2-algebra A is called
cofactorizable if (7.1) is an equivalence.

Remark 7.4. Let A be a cyclic framed E2-algebra in a symmetric monoidal (2, 1)-category with internal
hom. Then by direct inspection the map

ΦA(D2 × [0, 1]) :
∫
S1×[0,1]

A −→ A ⊗ A (7.2)

agrees with (7.1) after the identification [A,A] ≃ A ⊗ A via the pairing. This implies that A is cofactorizable
if and only if (7.2) is an equivalence. Consequently, we will by definition refer to a cyclic framed E2-algebra A
as cofactorizable if (7.2) is an equivalence regardless of whether S has internal homs. Since cofactorizability
is just the invertibility of ΦA(D2 × [0, 1]), it is a genus zero condition.

Proposition 7.5. For any cofactorizable cyclic framed E2-algebra A in S, any diffeomorphism f : Σ −→ Σ
of any surface Σ acts on

∫
Σ

A by a 1-morphism that is, as
∫
∂Σ×[0,1] A-module map, isomorphic to the identity.

In particular, cofactorizability implies connectedness.

Proof. For the Dehn twist d of the cylinder, Corollary 4.7 gives us an isomorphism

ΦA(D2 × [0, 1]) ◦ d∗ ∼= ΦA(D2 × [0, 1])
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of maps of modules over
(∫

S1×[0,1] A
)⊗2

. Since ΦA(D2 × [0, 1]) is assumed to be invertible, this implies that d∗

is isomorphic, as
(∫

S1×[0,1] A
)⊗2

-module map, to the identity. By Lemma 7.2 this implies that every mapping
class acts trivially on factorization homology. Thanks to Lemma 7.1, this implies connectedness.

Theorem 7.6. For any cofactorizable cyclic framed E2-algebra, there is an essentially unique extension to a
modular functor. More precisely, we have an embedding of 2-groupoids

{cofactorizable self-dual balanced braided algebras in S} ↪−−−→ MF , A −→ FA .

Proof. Proposition 7.5 says that cofactorizable cyclic framed E2-algebras are connected. The rest is a conse-
quence of Theorem 6.8.

Remark 7.7. This embedding is not an equivalence in general: If we take S to be a symmetric monoidal
1-category, seen as a symmetric monoidal (2, 1)-category with only identity 2-morphisms, then cyclic framed
E2-algebras in S are just commutative Frobenius algebras, so that any of those gives rise to a two-dimensional
topological field theory (hence to a modular functor). This is a consequence of π0(Hbdy) ∼= π0(Surf) and
recovers the well-known classification of ordinary two-dimensional topological field theories [Abr96, Koc03].
But non-trivial Frobenius algebras are in general not cofactorizable.

7.3 Simplification of SurfA. So far, we have said relatively little about the extension SurfA −→ Surf of
Surf provided by a connected cyclic framed E2-algebra. In particular, we have not been very explicit about
the fibers of the extension (we only gave a relatively abstract description in Theorem 5.6). In this subsection
we will calculate the fibers in relevant special cases.

The following notion is a natural generalization of cofactorizability:

Definition 7.8. A cyclic framed E2-algebra A in S is called Φ-invertible on a connected surface Σ ∈ Surf(T )
if for some handlebody H with boundary ∂H = Σ the 1-morphism ΦA(H) :

∫
∂H

A −→ A⊗Legs(T ) is an
equivalence. A cyclic framed E2-algebra is called Φ-invertible if it is Φ-invertible on all connected surfaces.

Remark 7.9. If ΦA(H) is an equivalence for some handlebody with boundary Σ, then this is true for all
handlebodies with boundary Σ. This follows from Proposition 4.6.

Remark 7.10. In detecting whether ΩA(Σ) is connected, the following implications are helpful:

A is Φ-invertible at Σ =⇒ f∗ ∼= id for all f ∈ Map(Σ)
as module map =⇒ ΩA(Σ) connected .

The proof of the first implication repeats essentially the argument of Proposition 7.5 while the second one is
Lemma 7.1.

Proposition 7.11. Let A be a cyclic framed E2-algebra. If A is Φ-invertible on a connected surface Σ ∈
Surf(T ) (as defined in Definition 7.8), then the extension of Map(Σ) defined by pA : SurfA −→ Surf is of the
form

1 −→ Aut∂(id∫
Σ

A) −→ MapA(Σ) −→ Map(Σ) −→ 1 ,

i.e. it is an extension of Map(Σ) by the abelian group Aut∂(id∫
Σ

A) of automorphisms of id∫
Σ

A as
∫
∂Σ×[0,1] A-

module map. In other words, the extension can be described by a 2-cocycle H2(Map(Σ); Aut∂(id∫
Σ

A)).

Proof. We first note that Theorem 5.2 combined with Remark 7.10 tells us that we get extensions of the form

1 −→ Aut∂(ΦA(H)) −→ MapA(Σ) −→ Map(Σ) −→ 1

for H with ∂H = Σ. Additionally, the module equivalence ΦA(H) :
∫
Σ

A −→ A⊗Legs(T ) provides us with
an isomorphism Aut∂(id∫

Σ
A) ∼= Aut∂(ΦA(H)) of groups. Finally, we observe that Aut∂(id∫

Σ
A) is abelian

because it is a subgroup of Aut(id∫
Σ

A) which by the bicategorical Eckmann-Hilton argument is abelian.

In the particular case that A is cofactorizable, one obtains a modular functor featuring extensions of
mapping class groups that are of a particularly nice form.
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Proposition 7.12. Let A be a cofactorizable cyclic framed E2-algebra. Then the resulting extensions of
mapping class groups of connected surfaces are of the form

1 −→ Aut(ΦA(B3)) −→ MapA(Σ) −→ Map(Σ) −→ 1 . (7.3)

Proof. By Proposition 7.5 SurfA is connected. It remains to prove that the resulting extensions of mapping
class groups are of the form (7.3): Let Σ be a connected surface with n + 2 boundary components and Σ′

the surface obtained by gluing two of these boundary components together. With the map ΦA(D2 × [0, 1]) :∫
S1×[0,1] A −→ A ⊗A that is in fact a map of

(∫
S1×[0,1] A

)⊗2
-modules by Proposition 4.3, we obtain a square

S∂

(∫
Σ

A, A⊗(n+2)
)

S∂

(∫
Σ′ A, A⊗n

)

S∂

∫
Σ

A ⊗(∫
S1×[0,1]

A
)⊗2 A⊗2, A⊗n

 S∂

∫
Σ

A ⊗(∫
S1×[0,1]

A
)⊗2

∫
S1×[0,1] A, A⊗n

 .

gluing, see proof of Theorem 5.2

≃ via pairing κ ≃ via excision

− ◦ ΦA(D2 × [0, 1])

(7.4)

It is straightforward to observe that it commutes up to natural isomorphism. Since A is assumed to be
cofactorizable, ΦA(D2 × [0, 1]) is by definition an equivalence. This implies that the lower horizontal map in
the square is an equivalence. But then the upper horizontal map must be an equivalence as well. The gluing
functor ΩA(Σ) −→ ΩA(Σ′) is by the construction in the proof of Theorem 5.2 the restriction the upper
horizontal map in (7.4) in domain and range. Therefore, it must be fully faithful. Moreover, it is essentially
surjective because both groupoids are connected. This makes ΩA(Σ) −→ ΩA(Σ′) an equivalence and proves
after iterated application ΩA(Σ0,n+2g) ≃ ΩA(Σg,n), where Σg,n denotes the surface with genus g and n
boundary components. Thanks to the insertion of vacua (Proposition 5.9), we have additionally ΩA(Σg,n) ≃
ΩA(Σg,0). This gives us ΩA(Σ) ≃ ΩA(S2) for every connected surface Σ. Thanks to Aut(ΦA(B3)) =
π1(ΩA(S2)), this proves that the extensions resulting from A are of the form (7.3).

Let A be any cyclic framed E2-algebra. The factorization homology for the sphere S2 is equivalent to
A ⊗∫

S1×[0,1]
A A thanks to excision. Under this identification, the map ΦA(B3) :

∫
S2 A −→ I is the map

A ⊗∫
S1×[0,1]

A A −→ I (7.5)

induced by the pairing κ : A⊗A −→ I. This leads to the following notion that is analogous to cofactorizability:

Definition 7.13. We call a cyclic framed E2-algebra A co-non-degenerate if it is Φ-invertible on the sphere,
i.e. if the map A ⊗∫

S1×[0,1]
A A −→ I induced by the pairing of A is an equivalence.

Remark 7.14. If A is co-non-degenerate, then Aut(ΦA(B3)) ∼= Aut(idI), which for S = Rex is just the group
k× of units in the ground field k. If the ambient symmetric monoidal (2, 1)-category S has internal homs,
then application of [−, I] to (7.5) yields the canonical map I −→ Z2(A) from the monoidal unit of S to the
Müger center of A (we recalled the definition on page 14). This follows from the description of the Müger
center in [BJSS21, Definition 2.6] as the internal endomorphisms of A as

∫
S1×[0,1] A-module. This implies:

If A is co-non-degenerate, then A is non-degenerate (i.e. Z2(A) is trivial). The converse holds if
∫
S2 A is

dualizable in S, which applies for instance to a finite ribbon category. This has an important consequence: A
finite ribbon category, seen as cyclic framed E2-algebra in Rex, is co-non-degenerate if and only if its braiding
is non-degenerate, i.e. if its Müger center Z2(A) is trivial. In this case, we find Aut(ΦA(B3)) ∼= k×. Hence,
the extensions appearing in (7.3) will really be central extensions by k×.

8 Applications and examples

This section is devoted to applications of the main result in the case that our ambient symmetric monoidal
(2, 1)-category S is given by Rex; this special case was covered in Section 2.4.

8.1 The spaces of conformal blocks of a Rex-valued modular functor. Let A be a cyclic framed
E2-algebra in Rex. In fact, we will assume that the underlying linear category of A is a finite linear category,
as defined in Section 2.4. This certainly restricts the generality, but for all of the examples that we want to
discuss, it will be sufficient. Under these assumptions, A is in fact a Grothendieck-Verdier category in Rexf .
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Corollary 8.1. Let A be a ribbon Grothendieck-Verdier in Rexf . Then A extends in at most one way to
a modular functor. In that case, the space of conformal blocks for the surface of genus g and n boundary
components labeled with X1, . . . , Xn ∈ A is isomorphic to

A(X1 ⊗ · · · ⊗Xn ⊗ A⊗g,K)∗ , (8.1)

where K ∈ A is the dualizing object and A ∈ A is the result of applying the monoidal product to the end∫
X∈A X ⊠DX ∈ A ⊠ A.
(i) A sufficient condition for the existence of the modular functor extension is cofactorizability of A.
(ii) The spaces of conformal blocks are always finite-dimensional.

Proof. The uniqueness statement is Theorem 6.6, and the existence in the cofactorizable case, i.e. state-
ment (i), is Theorem 7.6. The formula for the vector space (8.1) follows immediately from the description
of the underlying ansular functor, i.e. the Hbdy-algebra, see [MW23a, Corollary 6.3] (note that those results
refer to Lexf ; we need to dualize them to Rexf). Statement (ii) follows from (8.1).

Remark 8.2. We should warn the reader that the identification of the space of conformal blocks with the
vector space (8.1), while being very explicit, uses non-canonical choices. This problem is often ignored in the
classical literature on modular functors, see [MW23b, Remark 7.10] for a more detailed comment.

8.2 Modular categories. Let us now treat the case of modular categories, as defined in Example 2.9:

Corollary 8.3. For any modular category A, seen as non-cyclic framed E2-algebra in Rex, there is an
essentially unique extension to a modular functor, and this modular functor is equivalent to Lyubashenko’s
modular functor. The 2-group of ribbon autoequivalences of A acts, up to coherent isomorphism, on this
modular functor.

This proves that for a given modular category the Lyubashenko construction is the essentially unique
possible modular functor construction in a precise sense. To the best of our knowledge, this was previously
not known.

Proof. Since A is a finite ribbon category, it is a cyclic framed E2-algebra in Rex by Example 2.9. Moreover,
this is the unique cyclic structure by [MW22, Corollary 4.4] because the braiding of A is non-degenerate.

Thanks to [Shi19, Theorem 1.1], A is factorizable and then also cofactorizable by [BJSS21, Theorem 1.6].
Now Theorem 7.6 gives us a unique extension to a modular functor. The extensions of mapping class groups
are central extensions by the abelian group k× by Remark 7.14. By Theorem 6.6 this modular functor
must agree, up to equivalence with Lyubashenko’s modular functor, provided that Lyubashenko’s modular
functor in genus zero actually agrees with A as cyclic framed E2-algebra. This is indeed the case by [MW23b,
Proposition 7.14].

For the additional statement on the action of the 2-group AUTfE2(A) of ribbon autoequivalences of A
on the modular functor, we observe that ribbon autoequivalences are automatically compatible with the
duality, so that they come automatically with the structure of a cyclic automorphism; in other words, the
forgetful map cAUTfE2(A) −→ AUTfE2(A) from cyclic fE2-automorphisms to non-cyclic ones has a section
s : AUTfE2(A) −→ cAUTfE2(A), see also [MW22, Corollary 4.6]. Now the action of AUTfE2(A) on the
modular functor FA is given by

AUTfE2(A) s−−→ cAUTfE2(A)
Corollary 6.9

≃ AUT(FA) .

Since, in the semisimple case, the spaces of conformal blocks of this modular functor are exactly the state
spaces of the Reshetikhin-Turaev construction, Corollary 8.3 is in line with [AKZ17], where the Reshetikhin-
Turaev state spaces of an anomaly-free modular fusion category (i.e. a semisimple modular category) — as
vector spaces, not as mapping class group representations — are produced from factorization homology.

Example 8.4 (The Hopf algebra case). If a modular category A arises as finite-dimensional modules over a
ribbon factorizable Hopf algebra H, the spaces of conformal blocks A(X1 ⊗ · · · ⊗ Xn ⊗ A⊗g,K)∗ reduce to
the familiar ones HomH(X1 ⊗ · · · ⊗Xn ⊗H⊗g

ad , k)∗, where Had is the adjoint representation of H and k is the
ground field with H-action via the counit. This is dual to the statement in [MW23b, Corollary 7.13].
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8.3 Vertex operator algebras. Using the classification of modular functors we can give a universal
construction for spaces of conformal blocks from a suitable vertex operator algebra. We refer to [Fre00] for
one possible introduction to the topic of vertex operator algebras. Let V be a C2-cofinite vertex operator
algebra and fix a notion of V -module that meets the requirements listed in [ALSW21, Theorem 2.12], so
that the category of V -modules becomes a ribbon Grothendieck-Verdier category in Rexf that we denote by
V-mod. We will not list these conditions here and refer to [ALSW21] for the details, but these conditions are
roughly speaking the weakest known conditions that make V-mod braided monoidal and closed under taking
the contragredient representation X 7−→ X∗.

Corollary 8.5 (Universal construction of spaces of conformal blocks for a vertex operator algebra). Let V be
a C2-cofinite vertex operator together with a notion of V -modules, subject to the conditions just mentioned.
Then we have the following universal construction procedure for spaces of conformal blocks: We define spaces
of conformal blocks in genus zero by sending an n-holed sphere whose boundary components are labeled by
V -modules X1, . . . , Xn to the dual hom space

HomV (X1 ⊗ · · · ⊗Xn, V
∗)∗ (8.2)

while the mapping class groups in genus zero (ribbon braid groups) act through the ribbon Grothendieck-
Verdier structure present on V-mod. Then the following statements hold:

(i) This definition of spaces of genus zero conformal blocks (understood as cyclic Surf0-structure on V-mod)
is the unique possible one that extends the balanced braided structure of V-mod if the Müger center of
V-mod is trivial (for example if V-mod is modular).

(ii) There is, up to equivalence, at most one extension of the genus zero blocks (8.2) to a modular functor.
The higher genus blocks are then given by the formula (8.1).

(iii) The unique extension to a modular functor mentioned under (ii) exists if and only V-mod is connected.
A sufficient condition is cofactorizability (which is satisfied for instance if V-mod is modular).

(iv) If V-mod fails to be connected, then the higher genus blocks still exist and are compatible with gluing
(sometimes called ‘factorization’). They will still carry a representation of handlebody groups instead
of mapping class groups of surfaces.

Proof. The hypotheses guarantee that V -mod is a ribbon Grothendieck-Verdier category in Rexf by [ALSW21,
Theorem 2.12] and hence a cyclic framed E2-algebra in Rexf and also in Rex by the results from [MW23b]
recalled in Section 2.4. The genus zero blocks are then given by (8.2), as follows from Corollary 8.1.

If the Müger center of V -mod is trivial, then so is the balanced Müger center. Therefore, this cyclic
structure is the only one by [MW22, Corollary 4.4]. This proves (i).

Moreover, Theorem 6.6 and Corollary 8.1 give us (ii) while the Theorems 6.8 and 7.6 prove (iii). Finally,
[MW23a, Theorem 5.9] implies (iv).

Corollary 8.6. The ansular functor from Corollary 8.5 (iv) built from the vertex operator algebra V extends
always, regardless of connectedness of the category of V -modules, to a modular SurfV-mod-algebra that is the
best possible approximation to an extension of the cyclic framed E2-algebra V-mod to a modular functor
in the sense that any possibly existing extension of V-mod to a modular functor factors, uniquely up to a
contractible choice, through this modular SurfV-mod-algebra structure.

Proof. This is a consequence of Theorems 6.2 and 6.4.

Remark 8.7. For a given vertex operator algebra V , one can attempt to build spaces of conformal blocks/a
modular functor in at least two ways:

(i) By forming a suitable category of modules over V (this usually involves making some choices) to obtain
a nice representation category (which in good cases will be a modular category) that can be inserted
into the available modular functor constructions [Tur94, BK01, Lyu95a].

(ii) By performing constructions directly using the vertex operator algebra, see the monograph of Ben-
Zvi-Frenkel [BZF04] or, as a summary, [Fre00], and additionally the construction of Damiolini-Gibney-
Tarasca [DGT21].

The comparison between these approaches is a major open problem in conformal field theory, see e.g. the
review article [FRS10, Section 3.2 & 3.3]. We will not attempt here to describe the construction (ii) within
the framework of this article (it is not at all clear that this is in fact possible), but Corollary 8.5 provides a
potentially powerful comparison tool by introducing in a sense a third construction which is doubtlessly closer
to (i), but is ultimately just characterized by a universal property and not tied to certain specific construction
or even a certain ‘ansatz’ of what the spaces of conformal blocks at a certain genus should look like. If one
then exhibits arbitrary constructions of a modular functor, along the lines of (i), (ii) or even something else,
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such that they all agree in genus zero — as cyclic framed E2-algebras — then all these constructions agree
with the universal one up to equivalence. However, let us emphasize again that it is by no means obvious that
a construction following (ii) actually produces a modular functor in the sense of this article. In fact, even
for nice classes of rational vertex operator algebras V , the gluing property (‘factorization’) for the the blocks
constructed directly from V is extremely non-trivial and a major and recent result [DGT19]. In contrast to
that, the blocks appearing in Corollary 8.5 always glue correctly.

The cofactorizability of V−mod is an algebraic condition that one could hope to verify in relevant examples,
but an in-depth investigation of this point is beyond the scope of this article. Nonetheless, we want to give
at least one example that goes beyond the situation of Corollary 8.3:

Example 8.8 (Feigin-Fuchs boson). Let Ψ = (h, ⟨−,−⟩ , Λ, ξ) be bosonic lattice data in the sense of [ALSW21,
Definition 3.1] as recalled in Example 2.10. Denote by VM(Ψ) the associated ribbon Grothendieck-Verdier
category, i.e. the category associated to the Feigin-Fuchs boson. The braiding of this category is non-
degenerate. This is a consequence of the fact that the bilinear form ⟨−,−⟩ is assumed to be non-degenerate.
The underlying braided monoidal category of VM(Ψ) is rigid (but careful: the rigid duality is generally not
the ribbon Grothendieck-Verdier duality of VM(Ψ)). By the [Shi19, Theorem 1.1] and [BJSS21, Theorem 1.6]
this implies that VM(Ψ) is cofactorizable (recall that this is a property of the underlying E2-algebra). Now
Corollary 8.5 tells us that the ribbon Grothendieck-Verdier category describing the Feigin-Fuchs boson admits
an essentially unique extension to a modular functor. We should remark that this category is not modular
unless ξ = 0. The ribbon Grothendieck-Verdier category VM(Ψ) has a group-cohomological description by
[ALSW21, Theorem 3.12] (we have recalled this in Example 2.10): VM(Ψ) ≃ vectω(Ψ),2ξ

Λ∗/Λ . The underlying
Hbdy-algebra for group-cohomological ribbon Grothendieck-Verdier categories is given in detail [MW23b,
Example 7.12]. In particular, this allows us to conclude that the space of conformal blocks associated to
a closed surface of genus g has dimension |Λ∗/Λ|g if 2(g − 1)ξ = 0. Otherwise, it is zero. In [ALSW21] a
suggestion of a space of conformal blocks for the Feigin-Fuchs boson is already made in the case of the torus,
and the question is raised whether a full modular functor can be built. The considerations of this example
prove that this is indeed the case.

8.4 Drinfeld centers of possibly non-spherical pivotal finite tensor categories. We conclude with
an example built from categories which are neither modular nor necessarily semisimple:

Corollary 8.9. Let A be a pivotal finite tensor category. Then the Drinfeld center Z(A) comes naturally
with a cyclic framed E2-structure that admits an essentially unique extension to a modular functor. This is,
up to equivalence, the only modular functor whose underlying balanced braided monoidal category is Z(A)
with its usual balanced braided structure.

Proof. By [MW22, Theorem 2.12] we have a cyclic framed E2-structure (equivalently, ribbon Grothendieck-
Verdier structure) on Z(A), namely the one with the distinguished invertible object of A [ENO04] as dualizing
object of Z(A). This cyclic framed E2-structure is the only one whose underlying non-cyclic framed E2-
structure is the usual balanced braided structure of Z(A).

Now once again, we use that Z(A) is not only factorizable by [ENO04, Proposition 4.4], but in fact
cofactorizable [BJSS21, Theorem 1.6] and apply Theorem 7.6.

For the cyclic framed E2-structure on Z(A) from Corollary 8.9, we have

Z(A) is modular ⇐⇒ A is spherical ,

by [MW22, Corollary 2.13]. If Z(A) is modular, then the associated modular functor is a special case of the
modular functor associated to a modular category, but Corollary 8.9 does not assume that A is spherical.
We refer to [MW22, Section 3] for a description of the underlying ansular functor and the discussion of
non-spherical examples.

The modular functor for Z(A), with A being a pivotal finite tensor category, should be thought of as
a generalization of a modular functor of Turaev-Viro type. Indeed if A is a spherical fusion category, it
coincides with the Reshetikhin-Turaev modular functor of the modular category Z(A) by Corollary 8.3, and
therefore with the Turaev-Viro type modular functor of A [TV10, Bal10]. In that case, there is a string-
net description [Kir11, FSY23]. For non-spherical fusion categories, one would expect a relation to the
non-spherical string-nets in [Run20]. For a pivotal finite tensor category A that is not necessarily fusion,
it is conjectured in [DSPS20, Conjecture 3.5.11] and the comments following afterwards that A gives rise
to a three-dimensional combed local field theory (a combing on a three-dimensional manifold is a choice
of a non-vanishing vector field). Corollary 8.9 provides the underlying modular functor. If one drops the
pivotal structure, then at least a framed modular functor is guaranteed through [DSPS20, Theorem 3.2.2
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and Corollary 3.2.3] via the cobordism hypothesis. A state sum construction of this framed modular functor
is given in [FSS22]. The modular functor from Corollary 8.9 should admit a description that is an oriented
extension of this state sum construction, see also [FSS22, Remark 5.28].
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