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Abstract

We study scaling limits of nonlinear functions G of random grain model X on Rd with

long-range dependence and marginal Poisson distribution. Following [15] we assume that the

intensity M of the underlying Poisson process of grains increases together with the scaling

parameter λ asM = λγ , for some γ > 0. The results are applicable to the Boolean model and

exponential G and rely on an expansion of G in Charlier polynomials and a generalization

of Mehler’s formula. Application to solution of Burgers’ equation with initial aggregated

random grain data is discussed.
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stable random field, Burgers’ equation, initial random grain data

1 Introduction

Limit theorems for random fields (RFs) with continuous or discrete d-dimensional argument have

been extensively studied in the literature. Quite often, such work refer to the limit distribution

of integrals

Xλ(φ) :=

∫

Rd

X(t)φ(t/λ)dt, as λ→ ∞, (1.1)

(or respective sums in the discrete argument case), where X = {X(t); t ∈ R
d} is a given

stationary RF, for each φ from a class of (test) functions Φ = {φ : R
d → R}. A suitably

normalized limit of (1.1) is a RF indexed by φ ∈ Φ, called the (isotropic) scaling limit of X in

this paper. The above approach is common in the theory of generalized RFs, and is discussed in

1

http://arxiv.org/abs/2212.12203v2


[5] together with various classes of Φ. For φ(t) = I(t ∈ A), where A is a bounded Borel subset of

R
d, (1.1) is the integral (sum) of X(t)’s over t ∈ λA whose limit distribution was studied in [18]

for linear RFX on Z
d and A having irregular boundary. For Φ = Φrec,d := {I(t ∈]0,x]);x ∈ R

d
+},

]0,x] :=
∏d

i=1]0, xi], (1.1) present a d-dimensional analog of the partial integral process of time

series, leading to a limit RF indexed by x ∈ R
d
+.

A stationary RF X on R
d with finite variance with is said long-range dependent (LRD) if

its covariance function rX(t) := Cov(X(0),X(t)) is not integrable:
∫
Rd |rX(t)|dt = ∞. It is

well-known that LRD RFs can display a variety of Gaussian and non-Gaussian limit behaviors

and scaling limits, see [6, 20, 36, 31] and the references therein. The framework in (1.1) can

be modified by replacing the isotropic scaling t → t/λ in the test function with anisotropic

scaling t → λ−Γt, where Γ = diag(γ1, · · · , γd), (γ1, · · · , γd) = γ ∈ R
d
+. It was observed in

[34, 35, 27, 28, 41, 42] that in dimensions d = 2, 3 and a rich class of LRD RFs (including Gaussian

and linear RFs) the corresponding anisotropic limits in (1.1) exist for any γ ∈ R
d
+, φ ∈ Φrec,d

and depend on γ. Particularly, when d = 2 a scaling transition may occur meaning that there

exists a critical γ0 > 0 depending on internal parameters of RF X such that the limit RFs do

not depend on γ = (γ1, γ2) for γ2/γ1 > γ0 and γ2/γ1 < γ0 and exhibit a trichotomy of the

(anisotropic) scaling behavior [34, 35, 28, 42].

The above scaling procedures can be extended to include aggregation, as follows. Let Xi, i =

1, 2, · · · ,M be independent copies of RF X in (1.1). Consider the limit distribution of the

‘aggregate’

Xλ,M (φ) :=

M∑

i=1

∫

Rd

Xi(t)φ(t/λ)dt (1.2)

as λ→ ∞ andM increases with λ at a certain rate. In as follows, we refer to the limit distribution

of the sums in (1.2) as the scaling limit with aggregation. By concretising M as M = [λγy] for

some γ > 0, y > 0 we see that (1.2) may be regarded as a discretized version of the integral in

(1.1) for stationary RF X ′ on R
d × Z given by X ′(t, s) := Xs(t), (t, s) ∈ R

d × Z, corresponding

to (partly) anisotropic scaling (t, s) → (t/λ, s/λγ) and test function φ′(t, s) := φ(t)I(s ∈]0, y]).
Scaling limits with aggregation in dimension d = 1 were studied in [11, 16, 19, 22, 23, 26, 25, 30]

and other works, in connection with applications in communications and econometrics. As noted

in [19], the trichotomy of the limit distribution observed in these papers can be interpreted as a

scaling transition for RFs on the plane. Iterated limits of (1.2) whenM → ∞ (first) and λ→ ∞
(second) and/or vice versa, were discussed in [2, 33, 35] and other above cited references. A

particularly simple form of aggregation occurs in models based on Poisson process as in (1.3)

where summing over M independent copies reduces to multiplying by M the intensity of the
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underlying Poisson process [3, 4, 15, 16, 19, 22].

Unsurprisingly, most existing results on scaling limits of LRD RFs (d ≥ 2) (with or without

aggregation) apply to linear models. A notable exception is Gaussian subordinated RFs (written

as a nonlinear function G(X(t)) of a Gaussian LRD RF X), treated via Hermite expansion in the

classical work [6]. For more recent developments on chaos expansions and limit theorems under

Gaussian subordination, see [24]. This is in contrast to the one-dimensional case d = 1, where

the martingale approach developed in [14] is applicable to nonlinear functions and statistics of

LRD moving averages. See monographs [8, 13]. Scaling limits of polynomial functions G of LRD

moving-average RFs X are discussed in [38, 28]. The case of indicator functions G(x) = I(x ≤ y)

for the same class of RFs was considered in [7]. See [17] for statistical application.

A class of LRD RFs whose trajectories and distribution is very different from Gaussian and

moving-average RFs are random grain (RG) models, defined as follows. Let {uj; j ≥ 1} ⊂ R
d be

a Poisson point process with intensity du. Let be given a bounded Borel set Ξ0 ⊂ R
d (‘generic

grain’) and and an i.i.d. sequence R,Rj ; j ≥ 1 of r.v.s with values in R+, distribution F (dr),

finite expectation ER =
∫
R+
rF (dr) < ∞, and independent of the Poisson process. The RG

RF is obtained by counting at each point t the number of randomly dilated grains uj +R
1/d
j Ξ0

‘centered’ at uj which cover it, viz.,

X(t) :=
∞∑

j=1

I(t − uj ∈ R
1/d
j Ξ0), t ∈ R

d. (1.3)

For d = 1 and Ξ0 =]0, 1], (1.3) is the number of customers in a stationary M/G/∞ queue

with service time distribution F (dr). The RF in (1.3) is infinitely divisible and has a Poisson

stochastic integral representation

X(t) =

∫

Rd×R+

I(t− u ∈ r1/dΞ0)N (du,dr), t ∈ R
d, (1.4)

where N (du,dr) is a Poisson random measure with mean EN (du,dr) = duF (dr). RF in (1.4)

is stationary and has marginal Poisson distribution with mean µ := EX(t) =
∫
Rd P(t − u ∈

R1/dΞ0)du = Lebd(Ξ
0)ER. It is well-known [15] that under mild conditions on Ξ0 the RG

model is LRD if the distribution F varies regularly at infinity with exponent α ∈ (1, 2). The

conditions on F and Ξ0 in this paper (Assumption LRD in Sec.2) imply that

rX(t) ∼ ‖t‖−d(α−1)ℓ(
t

‖t‖), |t| → ∞, 1 < α < 2

where ℓ(z), ‖z‖ = 1 is a continuous (angular) function on the unit sphere of Rd given in (2.3)

and
∫
Rd |rX(t)|dt = ∞ holds for any d ≥ 1, α ∈ (1, 2).

3



Scaling limits with aggregation of RG model in (1.4) were discussed in [15] (see also [3, 4]).

Let

XM (t) :=

∫

Rd×R+

I(t − u ∈ r1/d Ξ0)NM (du,dr), t ∈ R
d (1.5)

be random grain model with Poisson intensity MduF (dr), a multiple of the intensity in (1.4),

where M > 0. [15] proved that when M increases with λ at certain rate (e.g., M = λγ for some

γ > 0), scaling limits of (1.5) exhibit a trichotomy depending on γ (described in sec. 2).

The main object of this paper are scaling limits of subordinated RFs

Y (t) = G(X(t)) and YM(t) := G
(XM (t)− EXM (t)

M1/2

)
, t ∈ R

d, (1.6)

where X(t),XM (t) are as in (1.4), (1.5) and G(x) is a nonlinear function with EG(X(0))2 <∞
and EY 2

M (0) = EG2
M (XM (0)) < ∞, GM (x) := G((x −Mµ)/M1/2). In other words, we discuss

distributional limits of normalized integrals

Yλ(φ) =

∫

Rd

Y (t)φ(t/λ)dt and Yλ,M(φ) =

∫

Rd

YM (t)φ(t/λ)dt (1.7)

for a large class of test functions φ, as λ → ∞ and M = λγ for some γ > 0. Our main result

- Theorem 2 - says that the scaling limits of (1.6) and (1.5) are essentially the same (including

the trichotomy of the limit distribution) provided the Hermite rank of G is 1, or

hG,µ(1) := E[G(Zµ)Zµ] 6= 0, Zµ ∼ N(0, µ), (1.8)

in which case the difference between the scaling limits of (1.6) and (1.5) reduces to the multi-

plicative factor in (1.8). We also prove a similar result for scaling limits of Y (t) = G(X(t)) with

(1.8) replaced by the first coefficient of the expansion of G in Charlier polynomials (Proposition

2).

The proofs of our results are rather simple, relying on expansion of bivariate Poisson distribu-

tion in orthogonal Charlier polynomials and a Poissonian analog of Mehler’s formula (Lemma

1). We hope that this approach can be useful to other Poisson-based RF models and nonlinear

triangular arrays. Some open problems are indicated in Remarks 5, 6, 7, and 8.

In this paper, the limit results are applied to two subordinated RG models. The first one is

G(x) = x ∧ 1, x ∈ N, or X̂(t) := X(t) ∧ 1, t ∈ R
d, referred to below as the Boolean model. By

taking φ(t) = I(t ∈ A), where A ⊂ R
d is a bounded Borel set, we see that

∫

Rd

I(t/λ ∈ A)X̂(t)dt = Lebd(X ∩ λA) =: X̂λ(A) (1.9)

is the ‘volume’ of the intersection of the Boolean set X :=
⋃∞

j=1(uj + RjΞ
0) ⊂ R

d with large

‘inflated’ set λA. We remark that the Boolean model is a basic model in stereology and stochastic
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geometry [37]. According to Corollary 2, under the above assumptions on (1.3), the limit

distribution of (1.9) is asymmetric α-stable for a general set A. The second example is the

exponential function G(x) = eax, x ∈ R, where a 6= 0 is a real parameter. We have that

hG,µ(1) = aea
2µ/2 satisfies (1.8) and Theorem 2 applies to the above G, see Example 1. The case

G(x) = eax is particular interest to the study of scaling limits of statistical solution of Burgers’

equation with random linear data as in (1.5) discussed in the last Section 4.

Notation. In this paper,
d−→ (respectively,

fdd−→ ) denote respectively the weak convergence

of distributions (respectively, finite dimensional distributions). C stands for a generic positive

constant which may assume different values at various locations and whose precise value has no

importance. R
d := {t = (t1, · · · , td) : ti ∈ R, i = 1, · · · , d},0 = (0, · · · , 0) ∈ R

d,Rd
+ := (0,∞)d.

I(A) denotes the indicator function of a set A.

2 Scaling limits of RG model

Most results in this section either belong to [15], or are variations of the latter work. For reader’s

convenience, short complete proofs are included. The following assumption is used throughout

this paper without further notice.

Assumption LRD Ξ0 ⊂ R
d is a bounded Borel set whereas F (dr) = f(r)dr has a density

function such that

f(r) ∼ cfr
−1−α, r → ∞ (∃ cf > 0, α ∈ (1, 2)). (2.1)

Moreover, the function (r,z) 7→ Lebd
(
Ξ0∩(Ξ0−r−1/d z)

)
is continuous in (r,z) ∈ R+×{‖z‖ = 1}

and nontrivial.

The class of test functions in (1.1) and elsewhere in this paper is

Φ = L1(Rd) ∩ L∞(Rd), (2.2)

where L1(Rd) (L∞(Rd)) stand for the linear space of all Borel functions φ : Rd → R such that
∫
Rd |φ(t)|dt < ∞ (respectively, such that supt∈Rd |φ(t)| < ∞). The proofs of Theorems 1 and 2

use the fact that any Borel function is a.e. continuous on R
d (Lusin’s theorem).

Proposition 1 (i) Relation (1.5) holds with bounded, continuous and nonnegative angular func-

tion

ℓ(z) := cf

∫

R+

Lebd
(
Ξ0 ∩ (Ξ0 − r−1/d z)

)
r−αdr. (2.3)
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(ii) For any φ ∈ Φ as λ→ ∞

cλ(φ) :=

∫

R2d

φ(t1/λ)φ(t2/λ)rX(t1 − t2)dt1dt2 ∼ λd(3−α)c(φ), (2.4)

where

c(φ) :=

∫

R2d

φ(t1)φ(t2)ℓ
( t1 − t2

‖t1 − t2‖
) dt1dt2

‖t1 − t2‖d(α−1)
(2.5)

and the integral on the r.h.s. of (2.5) converges. Moreover,

∫

R2d

φ(t1/λ)φ(t2/λ)(1 ∧ r2X(t1 − t2))dt1dt2 =





O(λd), α > 3/2,

O(λ2d(2−α)), α < 3/2,

O(λd log λ), α = 3/2.

(2.6)

Proof. (i) From (1.5) we have that

‖t‖d(α−1)rX(t) = ‖t‖d(α−1)

∫ ∞

0
Lebd(r

1/dΞ0 ∩ (r1/dΞ0 − t))f(r)dr (2.7)

=

∫ ∞

0
Lebd

(
Ξ0 ∩ (Ξ0 − r−1/d t

‖t‖)
)
f̃(r; ‖t‖d)r−αdr

where, for any r > 0, according to (2.1)

f̃(r;λ) := (λr)1+αf(λr) → cf (λ→ ∞). (2.8)

By boundedness of Ξ0, Lebd
(
Ξ0 ∩ (Ξ0− r−1/d z)

)
≤ Lebd(Ξ

0) is bounded and vanishes for r > 0

small enough uniformly in ‖z‖ = 1. Thus, (1.5) follows from (2.7) and (2.8) by the dominated

convergence theorem. Properties of ℓ(z) follow easily from its definition and Assumption LRD.

(ii) Following (2.7), write

cλ(φ)

λd(3−α)
=

∫

R2d

φ(t1)φ(t2)‖t1 − t2‖d(1−α)dt1dt2

×
∫ ∞

0
Lebd

(
Ξ0 ∩

(
Ξ0 − r−1/d t1 − t2

‖t1 − t2‖
))
f̃(r;λ‖t1 − t2‖)r−αdr

and use (2.8) and the argument as in the proof of (i) to conclude (2.4).

The proof of (2.6) is similar but simpler. Indeed, by boundedness of Ξ0 and (2.1) we

have that |rX(t)| ≤ C(1 ∧ ‖t‖d(1−α)), c.f. (2.7), so that the l.h.s. of (2.6) does not exceed

C
∫
R2d |φ(t1/λ)φ(t2/λ)|(1 ∧ ‖t1 − t2‖2d(1−α))dt1dt2 whose evaluation by the r.h.s. in (2.6) for

φ ∈ Φ in (2.2) is elementary. ✷

Introduce a Gaussian RF Bα(φ) indexed by functions φ ∈ Φ as stochastic integral

Bα(φ) :=

∫

R+×Rd

Wα(dr,du)

∫

Rd

φ(t)I(t − u ∈ r1/dΞ0)dt, φ ∈ Φ (2.9)
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w.r.t. Gaussian white noise Wα with zero mean and variance EWα(dr,du)
2 = cfr

−1−αdrdu.

Observe that the variance

EBα(φ)
2 = cf

∫

R+×Rd

r−1−αdrdu
( ∫

Rd

φ(t)I(t − u ∈ r1/dΞ0)dt
)2

= cf

∫

R2d

φ(t)φ(t′)dtdt′
∫

R+×Rd

I(t− u ∈ r1/dΞ0, t′ − u ∈ r1/dΞ0)r−1−αdrdu

= c(φ) (2.10)

coincides with (2.5). Let be given a centered Poisson randommeasure Ñα(dr,du) = Nα(dr,du)−
ENα(dr,du) on R

d × R+ with variance EÑα(dr,du)
2 = ENα(dr,du) = cfr

−1−αdrdu the same

as the variance of Wα, and an α-stable random measure Lα(du) on R
d with the characteristic

function

EeiθLα(A) := exp
{
Lebd(A) cf

∫ ∞

0
(eiθr − 1− iθr)r−1−αdr

}
(2.11)

= exp
{
− Lebd(A)σα|θ|α

(
1− i sgn(θ) tan(πα/2)

)}
, θ ∈ R,

where A ⊂ R
d is any Borel set with Lebd(A) < ∞ and σα := .... Introduce RFs Lα and Jα as

stochastic integrals

Lα(φ) :=

∫

Rd

φ(u)Lα(du), (2.12)

Jα(φ) :=

∫

R+×Rd

Ñα(dr,du)

∫

Rd

φ(t)I(t − u ∈ r1/dΞ0)dt

w.r.t. to the above random measures which are well-defined for any φ ∈ Φ. Clearly, EJα(φ)
2 =

EBα(φ)
2. Denote Ψ(z) := eiz − 1− iz, z ∈ R.

Theorem 1 Let Xλ,M (φ) =
∫
Rd XM (t)φ(t/λ)dt with XM as in (1.5), M = λγ (γ > 0). Then

for any φ ∈ Φ as λ→ ∞

λ−H(γ)(Xλ,M (φ)− EXλ,M (φ))
d−→





Bα(φ), γ > d(α− 1), H(γ) = γ+(3−α)d
2 ,

Lα(φ), γ < d(α− 1), H(γ) = γ+d
α ,

Jα(φ), γ = d(α− 1), H(γ) = d.

(2.13)

Proof. Let jλ(θ) := log E exp{iθλ−H(γ)(Xλ,M (φ)−EXλ,M (φ))}, θ ∈ R denote the log-characteristic

functional of the l.h.s. in (2.13). We need to show that it converges to the corresponding func-

tional j(θ) of the r.h.s. as λ→ ∞.
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Case γ > d(α − 1). Set j̃λ(θ) := −(θ2/2)Var(λ−H(γ)Xλ,M (φ)), j(θ) := log E exp{iθBα(φ)} =

−(θ2/2)EBα(φ)
2. Then j̃λ(θ) → j(θ) (λ→ ∞), see (2.4), (2.5), (2.10). Next,

jλ(θ)− j̃λ(θ) = λγ
∫

Rd×R+

duf(r)dr
{
Ψ
( θ

λH(γ)

∫

Rd

φ(t/λ)I(t − u ∈ r1/dΞ0)dt
)

+(1/2)
( θ

λH(γ)

∫

Rd

φ(t/λ)I(t − u ∈ r1/dΞ0)dt
)2}

Using |Ψ(z) + (1/2)z2| ≤ |z|3 and (2.4) we get

|jλ(θ)− j̃λ(θ)| ≤ Cλγ
∫

Rd×R+

∣∣∣λ−H(γ)

∫

Rd

φ(t/λ)I(t − u ∈ r1/dΞ0)dt
∣∣∣
3
duf(r)dr

≤ Cλ−(γ/2)−(3/2)(3−α)d

∫

Rd

|φ(t/λ)|dtVar(XM (φ))

≤ Cλ−(γ−d(α−1))/2 = o(1)

since |
∫
Rd φ(t/λ)I(t − u ∈ r1/dΞ0)dt| ≤

∫
Rd |φ(t/λ)|dt < Cλd uniformly in u ∈ R

d. Thus,

jλ(θ) → j(θ)∀θ ∈ R.

Case γ < d(α − 1). We have

jλ(θ) =

∫

Rd×R+

Ψ
(
θλ′

∫

Rd

φ(t + u)I(t ∈ (r/λ′)
1

d Ξ0)dt
)
f̃(r;λ

γ+d
α )

dudr

rα+1
, (2.14)

where λ′ := λd−
γ+d
α → ∞ and f̃ is as in (2.8). Since φ is a.e. continuous and hλ(u, r) :=

λ′
∫
Rd φ(t+u)I(t ∈ ( r

λ′ )
1

d Ξ0)dt → rφ(u)Lebd(Ξ
0) =: h(u, r) at each continuity point u of φ, we

get that hλ(u, r) → h(u, r) for a.e. u ∈ R
d and each r > 0. This fact together with (2.14) and

(2.8) suggest that

jλ(θ) → j(θ) = cf

∫

Rd×R+

(
eiθrφ(u)Lebd(Ξ

0) − 1− iθrφ(u)Lebd(Ξ
0)
)dudr
rα+1

(2.15)

= log E exp{iθLα(φ)},

see (2.11), (2.12). The convergence in (2.15) can be justified using Pratt’s lemma [32], as follows.

It suffices to show that

∫

Rd

Ψ(hλ(u, r))du →
∫

Rd

Ψ(h(u, r))du, ∀ r > 0, (2.16)

∫

Rd

|Ψ(hλ(u, r))|du ≤ C(r ∧ r2), (2.17)

∫ ∞

0
(r ∧ r2)f̃(r;λ γ+d

α )
dr

rα+1
→ cf

∫ ∞

0
(r ∧ r2) dr

rα+1
. (2.18)

Relations (2.16) and (2.18) are rather easy. To show (2.17), use |Ψ(z)| ≤ 2(|z| ∧ |z|2) and

boundedness of Ξ0. Thus, the l.h.s. of (2.17) does not exceed C
∫
Rd min

(
λ′

∫
Rd |φ(t+u)|I(‖t‖ ≤

8



C( r
λ′ )

1

d )dt,
(
λ′

∫
Rd |φ(t + u)|I(‖t‖ ≤ C( r

λ′ )
1

d )dt
)2)

du ≤ Cmin
(
λ′

∫
Rd(

∫
Rd |φ(t + u)|du)I(‖t‖ ≤

C( r
λ′ )

1

d )dt, (λ′)2
∫
R2d(

∫
Rd |φ(t1 + u)φ(t2 + u)|du)I(‖t1‖ ≤ C( r

λ′ )
1

d , ‖t2‖ ≤ C( r
λ′ )

1

d )dt1dt2

)
≤

C‖φ‖L1

(
λ′

∫
Rd I(‖t‖ ≤ C( r

λ′ )
1

d )dt
)
∧
(
λ′

∫
Rd I(‖t‖ ≤ C( r

λ′ )
1

d )dt
)2 ≤ C(r∧ r2). This proves (2.17)

and (2.15).

Case γ = d(α − 1). The expression in (2.14) with λ′ = 1 for jλ(θ) is valid. The proof of (2.13)

in this case is similar to that when γ < d(α− 1) and we omit the details. ✷

Remark 1 Theorem 1 applies also to γ = 0 or integrals in (1.1) of the RG model in (1.4) with

Poisson intensity duF (dr). Indeed, the argument in the case γ < d(α − 1) applies without

change when γ = 0, yielding the stable limit

λ−d/α(Xλ(φ)− EXλ(φ))
d−→ Lα(φ), ∀φ ∈ Φ. (2.19)

Remark 2 Condition M = λγ in Theorem 1 can be weakened [15]. Particularly, it can be

replaced by M = yλγ for some y > 0, in which case the control measure of the limit RFs in

(2.13) contain the extra multiplicative factor y. For d = 1, φs(t) := I(t ∈]0, s]), t ∈ R, (s, y) ∈ R
2
+

we have that Xλ,M (φs) =
∫ λs
0 XM (t)dt, where XM (t) =

∑
j∈Z I(uj(M) < t ≤ uj(M) + Rj) is

the number of customers at time t in the M/G/∞ queue with service time distribution R and

a Poisson arrival process {uj(M); j ∈ Z} with intensity Mdu = yλγdu. Then

λ−H(γ)

∫ λs

0
(XM (t)− EXM (t))dt

fdd−→





Bα(s, y), γ > α− 1, H(γ) = γ+3−α
2 ,

Lα(s, y), γ < α− 1, H(γ) = γ+1
α ,

Jα(s, y), γ = α− 1, H(γ) = 1,

(2.20)

where the limits are RFs indexed by (s, y) ∈ R
2
+ written as stochastic integrals w.r.t. Gaussian,

α-stable and Poisson random measures on R× R
2
+ analogously to (2.9), (2.12). See [19] for de-

tails. Particularly, {Bα(s, v); (s, v) ∈ R
2
+} is a fractional Brownian sheet with Hurst parameters

(H1,H2) = (3−α
2 , 12), {Lα(s, v); (s, v) ∈ R

2
+} is an α-stable Lévy sheet, and {Jα(s, v); (s, v) ∈ R

2
+}

is the Telecom RF defined in [19] as a RF extension of the corresponding Telecom process in

[16]. As noted above, Theorem 1 is essentially due to [15] while (2.20) is a version of the results

in [22, 16] and other previous work.

3 Charlier polynomials and Mehler’s formula

The derivations in this sec. can be compared to the discussion of Hermite polynomials and

expansions in the case of Gaussian distribution [13, pp.22-26]. See [9] for classical Mehler’s

formula for Hermite polynomials.
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Recall from [39, 24] the definition of Charlier polynomials Pk(x;µ) of discrete variable x ∈ N

through the generating function:

P(u;x, µ) :=
∞∑

k=0

uk

k!
Pk(x;µ) = (1 + u)xe−uµ, (3.1)

where the series is convergent for any x ∈ N, µ > 0 and any (complex) u ∈ C. We have

P0(x;µ) = 1, P1(x;µ) = x− µ, P2(x;µ) = x2 − (2µ+ 1)x+ µ2 and

Pk(x;µ) = (−1)kµkp(x;µ)−1Dk
−p(x;µ), k ∈ N (3.2)

where Dk
− := D−D

k−1
− is the backward difference operator, D−G(x) := G(x) − G(x − 1)I(x ≥

1),D0
−G(x) = G(x) and

p(x;µ) = e−µµ
x

x!
, x ∈ N (3.3)

is the distribution of Poisson r.v. N with mean µ. Relation (3.2) follows from (3.1) using the

identity (1 + u)∂P(u;x, µ)/∂u = (x− (1 + u)µ)P(u;x, µ) [39]. We have

EPk(N ;µ) = 0, EPk(N ;µ)2 = k!µk, k = 1, 2, · · · , (3.4)

EPk(N ;µ)Pℓ(N ;µ) = 0, k 6= ℓ = 0, 1, · · · .

Facts (3.4) follow from multiplying the series in (3.1) at the points u and v and taking the

expectation of the product:

∞∑

k,ℓ=0

ukvℓ

k!ℓ!
EPk(N ;µ)Pℓ(N ;µ) = e−(u+v)µE[((1 + u)(1 + v))N ]

= eµuv =

∞∑

k=0

(µuv)k

k!

and equating the coefficients of ukvℓ, k, ℓ ∈ N of the power series on both sides.

Any G = G(x), x ∈ N with EG2(N) <∞ can be uniquely expanded in Charlier polynomials

G(x) =
∞∑

k=0

cG(k;µ)

k!
Pk(x;µ), x ∈ N (3.5)

where

cG(k;µ) := µ−kEG(N)Pk(N ;µ), k ∈ N (3.6)

are Charlier coefficients of G in (4.12). (3.2) and summation by parts yields another expression

for these coefficients

cG(k;µ) = EDk
+G(N), k ∈ N, (3.7)

whereDk
+ := D+D

k−1
+ is the forward difference operator, D+G(x) := G(x+1)−G(x),D2

+G(x) =

D+G(x+ 1)−D+G(x) = G(x+ 2)− 2G(x+ 1) +G(x) etc. (3.6) and (3.4) yield the bound

|cG(k;µ)| ≤ µ−k
√

E[G2(N)]E[P 2
k (N ;µ)] = C(k!/µk)1/2, C =

√
E[G(N)2]. (3.8)
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Lemma 1 Let Mi, i = 1, 2, 3, be independent Poisson distributed r.v.s with respective means

EM1 = µ1 − µ3, EM2 = µ2 − µ3, EM3 = µ3, 0 ≤ µ3 < µ1 ∧ µ2, and

Ni :=Mi +M3, i = 1, 2.

Let

p(x, y;µ1, µ2, µ3) := P(N1 = x,N2 = y), (x, y) ∈ N
2 (3.9)

denote the joint distribution of (N1, N2).

(i) (Orthogonality property): For any k, ℓ ∈ N

EPk(N1;µ1)Pℓ(N2;µ2) =





0, k 6= ℓ,

µk3k!, k = ℓ,
(3.10)

with the convention 00 := 1.

(ii) Let Gi = Gi(x), x ∈ N, i = 1, 2 be given functions such that

EG2
i (Ni) <∞, i = 1, 2. (3.11)

Then

EG1(N1)G2(N2) =
∞∑

k=0

cG1
(k;µ1)cG2

(k;µ2)

k!
µk3. (3.12)

(iii) (Mehler’s formula):

p(x, y;µ1, µ2, µ3) =
∞∑

k=0

µk3
k!
Dk

−p(x;µ1)D
k
−p(y;µ2) (3.13)

= p(x;µ1)p(y;µ2)
∞∑

k=0

ρk12
k!
Pk(x;µ1)Pk(y;µ2),

where ρ12 := µ3/
√
µ1µ2 = Corr(N1, N2) is the correlation coefficient.

Proof. (i) The proof of (3.10) using the generating function in (3.2) is similar as in the univariate

case of (3.4). Consider the expectation

EP(u;N1, µ1)P(v;N2, µ2) = e−uµ1−vµ2E[(1 + u)N1(1 + v)N2 ] (3.14)

= e−uµ1−vµ2E[(1 + u)M1 ]E[(1 + v)M2 ]E[((1 + u)(1 + v))M3 ]

= e−uµ1−vµ2e(µ1−µ3)ue(µ2−µ3)ve((1+u)(1+v)−1)µ3

= euvµ3 =

∞∑

k=0

(uvµ3)
k

k!
.
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On the other hand,

EP(u;N1, µ1)P(v;N2, µ2) =
∞∑

k,ℓ=0

ukvℓ

k!ℓ!
E[Pk(N1;µ1)Pℓ(N2;µ2)]

and (3.10) follows by equating the coefficients of ukvℓ, k, ℓ ∈ N of the power series on both sides.

(ii) Immediate from (4.12) and (3.10).

(iii) Apply (3.12) to G1(x) := I(x = n), G2(x) := I(x = m), for given n,m ∈ N. By (3.7),

(3.2), cG1
(k;µ1) = E[Dk

+I(N1 = n)] = Dk
−p(n;µ1) = (−1)kµ−k

1 Pk(n;µ1)p(n;µ1), cG2
(k;µ2) =

E[Dk
+I(N2 = m)] = Dk

−p(m;µ2) = (−1)kµ−k
2 Pk(m;µ2)p(m;µ2). This proves (3.13) and the

lemma, too. ✷

Remark 3 Let N = {Nt; t = 0, 1, · · · } be a stationary Markov process on N with marginal

Poisson distribution P(Nt = x) = p(x;µ) and transition probabilities

p(y|x;µ) := p(x, y;µ)

p(x;µ)
, x, y ∈ N, (3.15)

where p(x, y;µ) := p(x, y;µ, µ, µ3) is the joint distribution in (3.9) with µ1 = µ2 =: µ > µ3.

This process is well-known in the literature as the Poisson AR(1) or INAR(1) and is related to

M/M/∞ queueing system, see e.g. [21]. Substitution of (3.13) into (3.15) yields an expansion

of (3.15) into a series of Charlier polynomials. Since the transition probability of the Poisson

INAR(1) process is usually written via a different expansion, the coincidence with (3.15) most

easily can be verified through the bivariate generating function of (N1, N2) in (3.14), see [21,

(9)]. We remark that the Poisson INAR(1) process is a particular case of stationary Markov

evolutions of non-interacting particle systems with Poisson marginal distribution discussed in

[39], closely related to chaos expansions in multiple Poisson stochastic integrals.

Given a G(x), x ∈ N,EG(N)2 < ∞ with Charlier expansion in (4.12) we define the Charlier

rank k∗(G;µ) of G as the minimal k ≥ 1 such that cG(k;µ) 6= 0, viz.,

k∗(G;µ) := min{k ≥ 1 : cG(k;µ) 6= 0}.

Lemma 1 (3.12) and the bound in (3.8) imply the following

Corollary 1 Let Gi, Ni, i = 1, 2, be as in Lemma 1, ρ12 = Corr(N1, N2), k
∗ := kC(G1;µ1) ∨

kC(G2;µ2). Then

Cov(G1(N1), G2(N2)) =
∞∑

k=k∗

cG1
(k;µ1)cG2

(k;µ2)

k!
µk3

=
cG1

(k∗;µ1)cG2
(k∗;µ2)

k∗!
µk

∗

3 +R(k∗),
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where

|R(k∗)| ≤ (µ3/
√
µ1µ2)

k∗+1

1− (µ3/
√
µ1µ2)

2∏

i=1

E1/2[G(Ni)
2].

Moreover,

|Cov(G1(N1), G2(N2))| ≤
∞∑

k=k∗

|ρ12|k
|cG1

(k;µ1)cG2
(k;µ2)|(µ1µ2)k/2
k!

≤ |ρ12|k
∗

2∏

i=1

( ∞∑

k=k∗

c2Gi
(k;µi)µ

k
i

k!

)1/2

≤ |ρ12|k
∗
√

Var(G1(N1))Var(G2(N2)).

Particularly, sup{|Cov(G1(N1), G2(N2))| : Var(Gi(Ni)) = 1, i = 1, 2} = |ρ12| and the last supre-

mum is attained by linear functions Gi(x) = x/
√
µi, i = 1, 2.

4 Scaling limits of nonlinear functions of RG model

We study the limit distribution of YM (φ), Yλ,M (φ) defined in (1.6)-(1.7) as λ → ∞ and M =

λγ → ∞, for some γ > 0, where G = G(x), x ∈ R is a general function satisfying some

conditions. We will show that the limit of Yλ,M(φ) is the same as that of the linear integral

Xλ,M (φ) in Theorem 1 up to the multiplicative constant equal to the first coefficient in the

Hermite expansion of G. Since for each t ∈ R
d, the quantity inside G in YM (t) of (1.6), viz.,

(XM (t) − EXM (t))/M1/2 d−→ Zµ ∼ N(0, µ) when M → ∞, we consider the corresponding

Hermite expansion

G(x) =

∞∑

k=0

hG,µ(k)

k!
Hk(x;µ) (4.1)

in Hermite polynomials Hk(x;µ), k ∈ N, x ∈ R with generating function
∑∞

k=0(u
k/k!)Hk(x;µ) =

eux−µu2/2 and Hermite coefficients

hG,µ(k) := µ−kE[G(Zµ)Hk(Zµ;µ)], k ∈ N. (4.2)

Theorem 2 Let Yλ,M (φ) be as in (1.6), where XM (t) satisfies the conditions of Theorem 1 and

G = G(x), x ∈ R is a Borel function such that

lim
M→∞

EG
(XM (0)− EXM (0)

M1/2

)2
= EG(Zµ)

2 <∞. (4.3)

Let M = λγ for some γ > 0. Then for any φ ∈ Φ as λ→ ∞

λ(γ/2)−H(γ)(Yλ,M (φ)− EYλ,M(φ))
d−→ hG,µ(1)





Bα(φ), γ > d(α − 1),

Lα(φ), γ < d(α − 1),

Jα(φ), γ = d(α − 1),

(4.4)
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where H(γ), Bα(φ), Lα(φ), Jα(φ) are the same as in (2.13), and

hG,µ(1) = µ−1EG(Zµ)Zµ (4.5)

is the first coefficient in the Hermite expansion (4.1) of G.

Proof. We have YM(t) = GM (XM (t)) where GM (x) := G((x − µM)/M1/2), x ∈ N and

XM (t) =: NM has a Poisson distribution with mean µM . Following (4.12) consider the ex-

pansion

GM (x) =

∞∑

k=0

cG,M (k)

k!
Pk(x;µM), x ∈ N (4.6)

where

cG,M (k) := (µM)−kE[GM (NM )Pk(NM ;µM)], k ∈ N (4.7)

Particularly,

M1/2cG,M (1) =
M1/2

µM
E
[
G
(NM −Mµ

M1/2

)
(NM −Mµ)

]
→ hG,µ(1) (4.8)

as M → ∞, the limit as in (4.5). The convergence in (4.8) under condition (4.3) can be verified

with the help of Pratt’s lemma [32], as follows. Let g(x) := G(x)x, x ∈ R, ξM := NM−Mµ
M1/2 ,

then M1/2cG,M (1) = µ−1Eg(ξM )ξM and ξM
d−→ Zµ (M → ∞). Since G is a.e. continuous and

Zµ has a continuous distribution, this implies G(ξM )
d−→ G(Zµ), g(ξM )

d−→ g(Zµ). By the

Skorohod representation theorem, ξM →p Zµ, G(ξM ) →p G(Zµ), g(ξM ) →p g(Zµ) in probability.

Moreover, |g(ξM )| ≤ (1/2)(G(ξM )2 + ξ2M ) =: ḡM where ḡM →p (1/2)(G(Zµ)
2 +Z2

µ) =: ḡ and

EḡM → Eḡ according to (4.3). This and [32] prove (4.8).

In view of (4.6), we have the representation

Yλ,M (φ)− EYλ,M(φ) = cG,M (1)(Xλ,M (φ)− EXλ,M (φ)) + Y ∗
λ,M(φ), where (4.9)

Y ∗
λ,M (φ) :=

∫

Rd

Y ∗
M (t)φ(t/λ)dt, Y ∗

M(t) :=

∞∑

k=2

cG,M (k)

k!
Pk

(
XM (t);µM

)
.

The convergence in (2.13) follows from (4.4) and (4.8), once we show that Y ∗
λ,M(φ) in (4.9) is

negligible, or

EY ∗
λ,M (φ)2 = o(λ2H(γ)−γ), λ→ ∞ (4.10)

for M,H(γ) as in Theorem 2 and any fixed γ > 0. Applying Corollary 1 with k∗ = 2, µ3 =

Cov(XM (t),XM (0)) = MrX(t) and the bound c2G,M (k) ≤ (µM)−kk!EGM (XM (0))2, see (3.8),
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we get

|EY ∗
M (t)Y ∗

M (0)| ≤
∞∑

k=2

c2G,M

(k!)2
∣∣E[Pk(XM (t);µM)Pk(XM (0);µM)]

∣∣

≤ EGM (XM (0))2
∞∑

k=2

(rX(t)M)k

(µM)k

= EGM (XM (0))2
∞∑

k=2

( rX(t)

rX(0)

)k ≤ C(1 ∧ r2X(t)). (4.11)

Applying Proposition 1 (2.6), relation (4.10) follows since max{d, 2d(2 − α)} < min{(3 −
α)d, 2(γ+d)

α − γ} holds for any γ > 0, α ∈ (1, 2). ✷

Remark 4 Condition (4.3) on G involving convergence of the second moments only is rather

weak. Using the notation in (1.6), it writes as limM→∞EYM (0)2 = EG(Zµ)
2 <∞. (4.3) can be

replaced by a boundedness condition:

|G(x)| ≤ C1e
C2|x|, x ∈ R (∃C1, C2 > 0). (4.12)

Indeed, verification of (4.3) for G(x) = C1e
C2|x| is easy, implying (4.3) for G in (4.12) by Pratt’s

lemma.

Obviously, Theorem 2 does not hold when γ = 0 or M = 1 is fixed. This case is treated in

the following proposition.

Proposition 2 Let Y (t) := G
(
X(t)

)
, t ∈ R

d, where X(t) is as in (1.4) and G(x), x ∈ N

satisfies EG(X(0)2 <∞, Yλ(φ) :=
∫
Rd Y (t)φ(t/λ)dt, φ ∈ Φ. Then

λ−d/α(Yλ(φ)− EYλ(φ))
d−→ cG(1;µ)Lα(φ), (4.13)

where cG(1;µ) = EG(X(0))(X(0)− EX(0)) and Lα(φ) is the same α-stable RF as in (2.19).

Proof. Similarly as in the proof of Theorem 2, write Yλ(φ) − E[Yλ(φ)] = cG(1;µ)(Xλ(φ) −
E[Xλ(φ)])+ Y ∗

λ (φ), where Y
∗
λ (φ) :=

∫
Rd Y

∗(t)φ(t/λ)dt and Y ∗(t) :=
∑∞

k=2
cG(k;µ)

k! Pk

(
X(t);µ

)
,

µ = E[X(0)] satisfies |EY ∗(t)Y ∗(0)| ≤ C(1∧ r2X(t)) as in (4.11). Then, (4.13) follows in view of

(2.19) and (2.6). ✷

Remark 5 Theorem 2 and Proposition 2 yield trivial limits if the respective coefficients hG,µ(1),

cG(1) vanish. The question of the limit distribution of Yλ,M (φ), Yλ(φ) in such case is open.
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Example 1 (Scaling limit of the Boolean model. ) The Boolean model X̂(t) = X(t) ∧ 1

corresponds to Y (t) = G(X(t)) with G(x) = x∧1, x ∈ N. We have cG(0;µ) = 1−e−µ, cG(k;µ) =

(−1)k+1e−µ (k ≥ 1) and the convergence in (4.13) holds with cG(1;µ) = e−µ. Let φ(x) = I(x ∈
A), where A ⊂ R

d is a Borel set and X̂λ(A) be as in (1.9). From Proposition 2 and (2.19) it

follows

Corollary 2 Let A ⊂ R
d be a bounded Borel set and X̂λ(A) as in (1.9). Then

λ−d/α(X̂λ(A)− EX̂λ(A))
d−→ e−µLα(A), λ→ ∞ (4.14)

where Lα(A) is α-stable r.v. with characteristic function EeiθLα(A) = exp{−σα|θ|αLebd(A)(1 −
i sgn(θ) tan(πα/2))}, θ ∈ R.

Example 2 (Scaling limits of the Exponential RG model. ) We define the Exponential RG

model as E(t) := eaX(t), t ∈ R
d where X(t) is the RG model in (1.4) and a ∈ R a real parameter.

We also consider the exponential function of the aggregated RG model

EM (t) := ea(XM (t)−EXM (t))/M1/2
, Eλ,M (φ) :=

∫

Rd

φ(t/λ)EM (t)dt, (4.15)

where XM , φ are as in (1.5). As noted in the Introduction, the interest in the scaling limits of

(4.15) is motivated by application to large-time asymptotics of statistical solution of Burgers’

equation discussed in the last section. Obviously, (4.15) is a particular case of (1.6) corresponding

to G(x) = eax. Note Dk
+G(x) = (ea − 1)keax and cG(k) = (ea − 1)ke(e

a−1)µ, k ∈ N. We also find

that

M1/2cG,M (1) = exp{(ea/M1/2 − 1− (a/M1/2))µM}M1/2(ea/M
1/2 − 1)

→ aea
2µ/2 = µ−1E[eaZµZµ] = hG,µ(1) (4.16)

as M → ∞, see (4.5). It is easy to see G(x) = eax that satisfies the conditions of Theorem

(2) and the convergences in (4.4) hold for (4.15) with hG,µ(1) in (4.16). The relevant bound in

(4.11) for the above G(x) can be directly obtained from the equality

Cov
(
E∗
M (0), E∗

M (t)
)

= (EEM (0))2
{
e(e

a/M1/2
−1)2MrX(t) − 1− (ea/M

1/2 − 1)2MrX(t)
}
,

where E∗
M (t) = (EM (t)− EEM (t))− cG,M(1)(XM (t)− EXM (t)) as in (4.11).

Remark 6 [3] discusses small-scale scaling limits of RG model in (1.5) as λ → 0 and M → 0

together with λ, under a similar condition (c.f. (2.1)) on the behavior of f(r) as r → 0 with

α ∈ (0, 1). Extending these results to nonlinear functions in (1.6) is open. Anisotropic small-

scale limits (without aggregation) for Lévy driven RFs on R
2 were studied in [29].
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Remark 7 A class of RF which lie between Gaussian and RG RFs and are quite popular in

applied sciences are shot-noise RFs having a representation

X(t) :=
∞∑

j=1

Wj(t− uj), t ∈ R
d (4.17)

w.r.t. the same Poisson point process {uj} as in (1.3), where Wj = {Wj(t); t ∈ R
d} are i.i.d.

copies of (generic) pulse RF W = {W (t); t ∈ R
d}, all independent of {uj}. We see that (4.17)

encompasses (1.3) which correspond to W (t) = I(t ∈ R1/dΞ0). Assuming that the trajectories

of W belong to L1(Rd) a.s., (4.17) can be written as the Poisson stochastic integral

X(t) =

∫

Rd×L1(Rd)
w(t− u)N (du,dw), t ∈ R

d (4.18)

w.r.t. to Poisson randommeasureN (du,dw) with mean EN (du,dw) = duP(W (·) ∈ dw), (u, w) ∈
R
d×L1(Rd). The integral in (4.18) is a well-defined and stationary RF with finite variance pro-

vided
∫
Rd(E|W (t)| + E|W (t)|2)dt < ∞ holds, in which case EX(t) =

∫
Rd EW (t)dt and the

covariance Cov(X(0),X(t)) =
∫
Rd EW (u)W (t + u)du, t ∈ R

d may exhibit LRD property un-

der suitable assumption on the pulse RF W . A rather general form of pulse allowing for LRD

(see [1, 12, 43]) is given by

W (t) = η a(R−1/dt), t ∈ R
d, (4.19)

where a(·) ∈ L2(Rd) is a deterministic function whereas η ∈ R, R > 0 are r.v.s satisfying certain

moment conditions. The corresponding covariance function writes as

Cov(X(0),X(t)) = E[η2R (a ⋆ a)
(
R−1/dt

)]
, t ∈ R

d, (4.20)

where ⋆ denotes convolution. (4.19) may be interpreted as a ‘typical’ ‘a-pulse’ with random

‘amplitude’ η and random ‘frequency’ R−1/d. [12, Lemma 2] provides general conditions on

η,R, a ⋆ a implying covariance LRD and regular decay of (4.20) as ‖t‖ → ∞ for d = 1 which

can be generalized to any d ≥ 1. Gaussian scaling limits of shot-noise RFs in (4.17), (4.19)

were studied in several papers (see, e.g., [12] and the references therein). The recent work [19]

discussed scaling limits and a trichotomy similar to (2.20) for one-dimensional (d = 1) shot-noise

in (4.17) with rescaled intensity MduP(W (·) ∈ dw),M = λγ of the Poisson random measure,

for a general class of pulseW . An interesting open problem is to extend the results on nonlinear

functionals in Theorem 2 to shot-noise RF in (4.18)-(4.19).

Remark 8 A Cox (or doubly stochastic Poisson) point process U = {uj} is a Poisson point

process on R
d with random intensity ζ(u)du, where {ζ(u);u ∈ R

d} =: ζ is a nonnegative RF,
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meaning that the conditional distribution of U given ζ is Poisson with intensity ζ(u)du [37].

Scaling limits of shot-noise RFs driven by Cox process were studied in [10] and other works.

LRD property in such RFs may be due to random intensity ζ. Extending some results of this

sec. to RG models driven by Cox process seems feasible.

5 Application: scaling limits of solutions of Burgers’ equation

with initial RG data

Burgers’ equation with (random) potential initial data is written as

∂~v(t,x)/∂t+ (~v(t,x),∇)~v(t,x) =
1

2
κ∆~v(t,x), (5.1)

~v(0,x) = −∇ξ(x),

where ~v(t,x) = (v1(t,x), · · · , vd(t,x)), (t,x) ∈ R+ × R
d is a R

d-valued function (velocity field)

and ξ = {ξ(x);x ∈ R
d} is a scalar (potential) RF; (~v(t,x),∇) :=

∑d
i=1 vi(t,x)∂/∂xi. The

parameter κ > 0 is usually called the viscosity parameter. Burgers’ equation is one of the

important equations of mathematical physics. The solution ~v(t,x) with random initial data is

a (vector-valued) RF whose behavior as t → ∞ and/or κ → 0 presents considerable physical

and mathematical interest and has been extensively studied in the literature. For a probabilistic

approach, we refer to [1] and the review paper [44]. When κ > 0 is fixed, the natural parabolic

scaling leads to the RF ~vλ(t,x) := ~v(λ2t, λx) and the problem concerns the limit distribution of

RF ~vλ(t,x); (t,x) ∈ R+ × R
d as λ→ ∞.

The study of Burgers’ equation is facilitated by the Hopf-Cole substitution

~v(t,x) = −κ∇ log u(t,x) = −κ∇u(t,x)
u(t,x)

(5.2)

with a scalar-valued u(t,x) satisfying the heat equation ∂u(t,x)/∂t = 1
2κ∆u(t,x) with the (ex-

ponential) initial condition u(0+,x) = eξ(x)/κ,x ∈ R
d. Thus, (5.2) has an explicit representation

through the heat kernel g(t,x,y) := (2πκt)−d/2 exp{−‖x− y‖2/2κt} as the ratio

~v(t,x) = −κ
∫
Rd ∇g(t,x,y)eξ(y)/κdy∫
Rd g(t,x,y)eξ(y)/κdy

. (5.3)

Using the fact that
∫
Rd ∇g(t,x,y)dy = 0, one can replace eξ(y)/κ in the numerator of (5.3)

by eξ(y)/κ − Eeξ(y)/κ, provided the last expectation is finite and does not depend on y. As a

consequence, the rescaled velocity RF writes as

~vλ(t,x) = −κ
∫
Rd φt,x(y/λ)(G(ξ(y))− EG(ξ(y)))dy

λ
∫
Rd ψt,x(y/λ)G(ξ(y))dy

, (5.4)
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where G(x) = ex/κ and the integrals in the numerator and denominator resemble (1.1) with

φ(y) = φt,x(y) := ∇g(t,x,y) and φ(y) = ψt,x(y) := g(t,x,y), respectively. Clearly, for any

fixed (t,x) ∈ R+ × R
d the above φ’s belong to Φ in (2.2).

As mentioned in the Introduction, our aim is the limit distribution of (5.4) for the initial

potential RF

ξ(y) :=M−1/2(XM (y)− EXM (y)), y ∈ R
d, (5.5)

where XM is the (aggregated) RG model as in Theorem 2 and elsewhere in this paper, with

intensity M = λγ increasing with λ when γ > 0. Similarly as in [1] and some other works,

we ignore the meaning of the initial condition in (5.1) for ξ in (5.5) and consider scaling

properties of the Hopf-Cole solution in (5.3) alone. Note Eeξ(y)/κ → EeZµ/κ = eµ/2κ
2

(M →
∞),E[eZµ/κZµ]/Ee

Zµ/κ = 1/κ and λ−d
∫
Rd g(t,x,y/λ)e

ξ(y)/κdy → EeZµ/κ in probability by the

law of large numbers. The application of Theorem 2 with G(x) = ex/κ, x ∈ R and (4.16)

(Example 2) yields the following result.

Corollary 3 Let ~vλ(t,x) be as in (5.4), (5.5), with XM ,M satisfying the conditions of Theorem

2. Then, as λ→ ∞, for any γ > 0

λ1+d+ γ
2
−H(γ)~vλ(t,x)

fdd−→





Bα(∇g(t,x, ·)), γ > d(α− 1),

Lα(∇g(t,x, ·)), γ < d(α− 1),

Jα(∇g(t,x, ·)), γ = d(α− 1),

(5.6)

where H(γ) and the limit RFs are the same as in (2.13)

Let us remark that convergence to α-stable limit in (5.6) holds also for γ = 0 or ξ(y) in (5.5)

replaced by ξ(y) = X(y) in (1.4). From Proposition 2 we conclude the following result.

Corollary 4 Let ~vλ(t,x) be as in (5.4) with ξ(y) = X(y) given in (1.4). Then, as λ→ ∞

λ1+d− d
α~vλ(t,x)

fdd−→ κ(e1/κ − 1)Lα(∇g(t,x, ·)), (5.7)

where Lα is defined in (2.11)-(2.12).

We remark that in dimension d = 1, a similar result to (5.7) was proved in [40, Thm.1.1(iii)]

for initial (potential) data ξ(y), y ∈ R given by a piecewise-constant renewal-reward process with

renewal distribution having α-tail with α ∈ (1, 2).
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Bernoulli 28, 2833–2861.

[30] Pipiras, V., Taqqu, M.S. and Levy, L.B. (2004) Slow, fast, and arbitrary growth conditions for renewal

reward processes when the renewals and the rewards are heavy-tailed. Bernoulli 10, 121–163.

[31] Pipiras, V. and Taqqu, M.S. (2017) Long-Range Dependence and Self-Similarity. Cambridge Univ. Press,

Cambridge.

[32] Pratt, J.W. (1960) On interchanging limits and integrals. Ann. Math. Statist. 31, 74–77.
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22


	Introduction
	Scaling limits of RG model
	Charlier polynomials and Mehler's formula
	Scaling limits of nonlinear functions of RG model
	Application: scaling limits of solutions of Burgers' equation with initial RG data

