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Abstract: We introduce HighTEA, a new paradigm for deploying fully-differential next-to-

next-to leading order (NNLO) calculations for collider observables. In principle, any infrared

safe observable can be computed and, with very few restrictions, the user has complete free-

dom in defining their calculation’s setup. For example, one can compute generic n-dimensional

distributions, can define kinematic variables and factorization/renormalization scales, and can

modify the strong coupling and parton distributions. HighTEA operates on the principle of

analyzing precomputed events. It has all the required hardware and software infrastructure

such that users only need to request their calculation via the internet before receiving the

results, typically within minutes, in the form of a histogram. No specialized knowledge or

computing infrastructure is required to fully utilize HighTEA, which could be used by both

experts in particle physics and the general public. The current focus is on all classes of LHC

processes. Extensions beyond NNLO, or to e+e− colliders, are natural next steps.

ar
X

iv
:2

30
4.

05
99

3v
1 

 [
he

p-
ph

] 
 1

2 
A

pr
 2

02
3

mailto:mczakon@physik.rwth-aachen.de
mailto:zk261@cam.ac.uk
mailto:adm74@cam.ac.uk
mailto:poncelet@hep.phy.cam.ac.uk
mailto:andrei.popescu@cantab.net


Contents

1 Introduction 1

2 HighTEA in a nutshell 2

2.1 Utility of HighTEA 2

2.2 HighTEA is designed to be used by everyone 3

2.3 Limitations of HighTEA 3

2.4 Under the hood: a gentle introduction to the inner workings of HighTEA 4

3 High-level overview of HighTEA’s structure and usage 5

3.1 Server 6

3.2 Front end 7

3.2.1 API 7

3.2.2 CLI 7

3.2.3 Web form 7

3.2.4 Python library 8

4 Examples of uses and test cases 8

5 Conclusions 10

1 Introduction

The so-called NLO revolution, which peaked about 10 years ago, resulted in two important

developments: first, the technology for performing any next-to-leading (NLO) calculation

was established and refined and, second, a number of flexible, publicly available computer

codes [1–6] and general purpose event generators [7–11] appeared. The constant flow of ever-

increasing-in-precision LHC measurements, however, quickly made it clear that the demand

was shifting towards calculations with precision higher than NLO.

Calculations with next-to-next-to-leading (NNLO) accuracy satisfy this requirement for

almost all LHC processes, while for selected few cases N3LO accuracy is required and has

been achieved [12–20]. The technology for performing NNLO calculations for a generic LHC

process has already been developed and is fairly well established [21–30]. It has resulted in

the calculation of almost all 2→ 2 and many 2→ 3 processes. What is lacking at present is

the possibility for easily obtaining such results. To be specific, NNLO calculations at present

are being performed either with non-public codes (which are not directly accessible by general

users), or with a small number of public codes [31, 32] which can compute an important but
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nonetheless limited range of processes. Running such programs already requires a relatively

high level of sophistication on the side of the user. Additionally, NNLO calculations are com-

putationally very expensive and the vast majority of users do not have such computational

resources at their disposal. For example, a reasonably straightforward NNLO calculation

takes about 50k CPU hours which already requires significant, cluster-sized computing in-

frastructure. On the other hand, some of the most demanding NNLO calculations performed

to date [33, 34] have required up to tens of millions of CPU hours, even with the relative

maturity and multi-year optimization efforts they have benefited from. For these reasons it

is unlikely that fast, general, publicly available NNLO codes will appear in the near future.

With the clear demand for NNLO predictions, the question then arises how NNLO calcu-

lations can easily be made available to the general user. In this work we propose one possible

solution, called HighTEA.

What is HighTEA? This is a web service which stores Monte Carlo events produced in

the course of a NNLO calculation, such that they can be analyzed in new calculations with

minimal effort. While the basic idea is not new [35–38], the utility of HighTEA stems from

the fact that it offers extensive functionality for efficiently storing, processing, analyzing and

visualizing the results of such a calculation.

Who is HighTEA for? It is for everyone. HighTEA is structured in such a way that it

requires neither technical knowledge of higher-order perturbative calculations nor computing

infrastructure or technical resources.

In the following sections we explain in detail the features and workings of HighTEA.

2 HighTEA in a nutshell

2.1 Utility of HighTEA

HighTEA’s utility can be summarized in the following way:

1. It allows the user to compute any infrared safe n-dimensional differential distribution

in any process which has already been added to the library of available processes. The

up-to-date list of all available processes can be obtained from HighTEA itself (see sec. 4).

2. The output of a HighTEA computation is a histogram, and the input is the histogram’s

specification. In addition, HighTEA automatically produces nice plots of the computed

histograms. If experimental data is available, the user can directly be provided with a

theory/data comparison plot, including all relevant theory uncertainties: MC, scale and

pdf. This is in addition to the data uncertainty, if known. See sec. 4 for an example.

3. Predictions at present are in fixed-order perturbation theory, but can potentially be

extended to include resummed/showered events.

4. HighTEA is not tied to a specific perturbative order. Any perturbative order that can

be computed with Monte Carlo methods can be included. At present, our main goal is

to offer NNLO QCD accurate corrections for LHC processes.
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5. HighTEA “knows” most standard kinematic variables relevant for a given process. For

added flexibility, users can additionally define their own kinematic variables in terms of

commonly available mathematical functions [39].

6. HighTEA offers the user complete control over the functional forms of the factorization

and renormalization scales. This is achieved similarly to the user-defined kinematic

variables discussed above. Scale variation is flexible, too; one can choose among the

standard 3-point or 7-point variations or can define a custom variation.

7. Any pdf set available in the LHAPDF library [40] can be used. HighTEA produces pdf

variation based on either standard or specialized (recommended - see sec. 4) pdf sets.

8. The jet size in processes involving jets can also be varied.

2.2 HighTEA is designed to be used by everyone

Here are the main reasons why one would want to use HighTEA :

1. With the help of HighTEA one can perform their own state-of-the-art calculation without

the need for complex computing codes or the knowledge of a technical subject like

higher-order perturbative calculations.

2. It can be used to compute processes that may not be available in public codes or to

cross-check and/or supplement existing codes and calculations.

3. No need for major computing infrastructures (typically, a large cluster). Any user can

obtain their own state-of-the-art predictions that are equivalent to a full-fledged NNLO

calculation using only their own personal computer or smart phone.

4. Predictions derived from HighTEA are very fast. A typical calculation takes between

seconds and an hour, depending on the setup.

2.3 Limitations of HighTEA

Like any other tool, HighTEA has its limitations:

1. The values of parameters intrinsic to the collider or the process cannot be changed.

Examples are the collider c.o.m. energy and the value of the top quark mass in processes

involving top quarks.

2. Predictions for processes with no intrinsic hard transverse scale (jet production, for

example) are subject to a set of pre-defined generation-level cuts. These are needed for

the definition of the process. The user does not need to be too concerned with those

beyond ensuring that every event that is accepted by the user’s cuts is also accepted by

the generation cuts.
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3. Fixed Monte Carlo statistics. The statistics of theoretical events is fixed and the user

cannot increase it. This means that if one requests, for example, very small bins and/or

is interested in the tails of kinematic distributions, one may get predictions with unsuit-

ably large MC uncertainty. HighTEA always returns an estimate of the MC uncertainty,

i.e. the user is always provided with a quantitative measure of how reliable the predic-

tion is in terms of statistics. If needed, MC statistics can be increased by the authors

of HighTEA upon request. One should keep in mind that separate evaluations using the

same dataset are not statistically independent and, for example, one cannot reduce the

MC uncertainty by averaging multiple calculations.

4. Only processes that have been added to the library can be analyzed. If the process of

interest is not available please request it from the HighTEA authors.

The above limitations are not unusual and are, in fact, inherent to any Monte Carlo

program. Here are some hints about how one can deal with some of these limitations.

Some parameters like the value of the strong coupling constant, pdf and scales are at

the complete disposal of the user. Other parameters, like the top quark mass, cannot be

changed, yet predictions for a set of values are often required. A practical solution is to make

available with HighTEA three datasets that have different values of mt: one around the world

average and two more with mt values that are about ±1 GeV away from it. The user can

then interpolate on a per-bin basis between these 3 values to derive approximate prediction

for any mt value within this range. An extensive application of this interpolation technique

can be found in ref. [41].

Whenever generation-level cuts are applied to a process, this is specified in the info file

for that process (see sec. 4 for information about how to access it). As a rule, such cuts are

applied to typical for that process variables like a suitable invariant mass or HT . It is easy

to ensure consistency when the user applies cuts to the same variable, because in such a case

all one needs is a user-level cut that is more exclusive than the generation-level one. In case

user-level cuts are applied to a different variable, the user must ensure consistency between

the cuts. This can be a non-trivial task, however it is an important one for maintaining the

correctness of the results.

2.4 Under the hood: a gentle introduction to the inner workings of HighTEA

To be able to make state of the art calculations and take full advantage of HighTEA one does

not need to have any knowledge about how it works. The purpose of this section is to satisfy

the curiosity of the reader about the inner workings of the program.

HighTEA analyzes precomputed and stored weighted “theoretical events”. An event is

a set of parton id’s, parton momenta and a weight. The weight represents the value of a

probability density distribution in one point (specified by the set of momenta and partonic

fractions x1,2 and/or z). Beyond the leading order, an observable receives contributions from

additional partonic channels and from final states with different multiplicities. Furthermore,

the cancellation of infrared divergences necessitates the inclusion of so-called “counterevents”
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(these are also weighted events but are derived from reduced matrix elements). For these

reasons, in the context of MC event generation, a complete prediction is expressed not through

a single event but by a set of events that typically have different dimensionalities. HighTEA

automatically accounts for all such contributions.

When a user submits a request for an analysis, HighTEA analyzes all saved events and

bins them accordingly. The user can modify parameters like the value of the strong coupling

constant, the pdf set and the renormalization and factorization scales. This is achieved by

re-weighting each event during the course of the analysis. In order to gain access to these

scales, to αS and to pdfs, an event’s weight is saved as an array which contains the coefficients

of all terms of the type logn(µF ) logm(µR), and factorizes the dependence on αS and pdfs. It

is then easy to reconstruct the complete weight for any value or functional form of these two

scales, as well as for any value of the strong coupling constant and pdf set available via the

LHAPDF library.

We partially unweight events to reduce the size of the tables of events. We introduce a

maximum weight to which we unweight using a hit-and-miss Monte-Carlo. Events with larger

event weight than this maximum are kept using their weight. The value of the maximum

weight is tuned to balance a high acceptance rate and a minimal number of weighted events.

A higher acceptance rate translates directly to shorter computation times for a given sample

size. At the same time, a smaller number of weighted events minimizes the resulting Monte

Carlo uncertainty for a sample of a given size. The working point depends on the process

and the optimization of the phase space sampling. Related ideas have been discussed in

refs. [42–44].

Processes with jets deserve special attention. For such processes, HighTEA retains the

full parton-level information for all events/counterevents. Nonetheless, there is an implicit

dependence on a jet algorithm and jet radius R since, during the generation of the events,

generation-level selection cuts are applied at the jet level. Once an event passes the jet-level

selection requirement, all information about the event is saved at the parton-level. When the

user requests a calculation with jets, the jet algorithm specified by the user is used to cluster

the partons into jets. Correct results can only be guaranteed if the user uses the same jet

algorithm as the algorithm used during the generation of the dataset. This information is

available in the process info file.

3 High-level overview of HighTEA’s structure and usage

This section is the central part of this paper and should be read by all users. It gives a

high-level overview of the structure and usage of this project and explains everything in non-

technical, intuitive terms. The depth is sufficient so a user with basic knowledge can start

using the project right away.

From the point of view of the user, HighTEA is naturally divided in two parts, see fig. 1:

• Server: it is completely hidden from the user; the user has no direct access to it and

in effect it should be thought of by the users as a black box,
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Figure 1. High-level structure of HighTEA. Shown are library’s main components together with

the three access methods. The vertical dashed line delineates the separation of public and private

components.

• Front end: directly accessible by the user. It allows the user to submit requests and

to receive and visualize results.

3.1 Server

We expect this section to be of limited interest and will provide a brief overview only. The

server side consists of the databases for all precomputed processes as well as various software

facilities that enable the analysis of these databases and the transfer of results and/or requests

to/from the user interface. The sizes of the various databases vary greatly from process to

process and can be between hundreds of GBytes to many TBytes. For ease of storage, analysis

and server memory management, each dataset is split into a number of compressed files of

approximately equal size. The database files are stored in the parquet format [45], which is

designed for efficient data storage and retrieval.

A typical analysis can take between seconds and an hour, depending on the size of the

database and how extensive the requested analysis is. The bulk of the time is spent not on

reading the database but on the various mathematical operations needed to recompute scales

and especially pdf sets. In fact, re-computations with different pdf sets tend to be the slowest

part of any computation. The time is proportional to the number of pdf members used. For

this reason we recommend the use of Specialized Minimal pdf (SMPDF) sets [46] whenever

pdf variation is required and when such a set has been made available by the authors.

The CPU and memory consumption for such an analysis can also be significant but are

within the capabilities of a standard 1 server.

The software on the server side also deals with the queuing of requests and the storing

of the final results. We have implemented a solution where all requests and results are stored

long-term and can be retrieved by the user with the help of a token they are provided with

when their request is submitted. For this reason, the user may disconnect once a job request

is submitted and can retrieve the job at a later time.

1Currently, we are using a DELL PowerEdge R620 (2 x 8-core Xeon E5-2650v2) server with 64GB memory.
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3.2 Front end

The user interface offers three possible methods of accessing the database of HighTEA, see

fig. 1. These methods are designed with different types of users in mind:

1. Directly accessing the project’s API.

2. Accessing the project through a Python library. Suitable for the vast majority of users.

It is expected to be the most utilized way for accessing the project.

3. Accessing the project via a web form. Suitable for every user. It is trivial to use

however it offers less flexibility and sophistication and not all features can be utilized.

This method is suitable for quick checks and demonstrations but less so for serious work.

3.2.1 API

The API is the only point through which the server can be accessed. It utilizes standard web

communication protocols and can be accesses from anywhere on the web via JSON format

queries. The complete description of the API can be found in the automatically generated

online document [47]. Further details about the API can be found here [48].

The API allows the user to utilize every feature available in HighTEA. API’s direct use,

however, requires significant technical sophistication since the user needs to prepare their own

query in a JSON format, submit it to the corresponding web address, receive and store the

token which uniquely identifies the request and, once the request has been processed, retrieve

the results by querying the web access point and retrieving the results which are also in a

JSON format.

3.2.2 CLI

We have provided a Command Line Interface utility, described here [48], which simplifies the

task of submitting JSON requests to the API.

3.2.3 Web form

For the vast majority of users we have designed two more access methods: via our web form

and via our Python library.

The web form access [49] is self explanatory. It represents a standard web form where one

can fill in the request, press a button, and then wait for the results to be displayed. Once the

process is selected, on the right hand side of the page a detailed information about the process

is displayed. In essence, this is the content of the info file mentioned above. Please note that

the web form is under constant improvement and so it may evolve with time. Its current

functionality is limited by web design constraints but we could imagine future improvements

that will make it potentially as flexible and as useable as the Python library.
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3.2.4 Python library

The most versatile and recommended way of accessing the project is via the Python library. A

detailed description of the library can be found here [50]. The fact that the library is written in

Python is not essential since, in order to use it, no knowledge of Python is required. We have

created higher level wrapper functions which hide the Python language specifics and allow

the user to interact with it using high-level intuitive commands. Of course, the user also has

direct access to all low-level commands in the Python language. The user-friendliness and

visual appeal is ensured by our embedding of the functionalities in a JupyterLab Notebook

Interface [51]. The way a user interacts with a Jupyter Notebook is very similar to the

Notebooks of popular computer algebra systems like Mathematica [52] and Maple [53].

We have created two different ways of using this library. The first one involves its in-

stallation on a personal computer. This is a fairly standard process but it may require the

installation of various standard Python libraries. This step should be fairly straightforward

for people who are familiar with Python or the basics of installing software on Unix-like plat-

forms. The second way is much easier since it involves no software installation at all. For this

reason it is our default recommendation for using HighTEA. In this second approach Jupyter

Notebooks are run directly in the cloud. There are many websites and web-based services

which allow users to run and collaborate on their own Jupyter Notebooks. One such option

is the Google Research Colaboratory (a.k.a. Colab) [54]. It offers the possibility to install,

share and collaborate on Jupyter Notebooks. As of the writing of this paper this service is

free and only requires a free Google account. On this page [55] we have provided a number

of HighTEA examples and a tutorial in the form of ready-to-use Jupyter Notebooks which the

user can immediately run directly on Colab. The Notebooks and their results can be saved

for later use on the user’s Google Drive.

4 Examples of uses and test cases

In this section we describe a typical workflow for using HighTEA. It assumes the default Jupyter

notebook approach for accessing HighTEA described in sec. 3.2.4. The following discussion

can be translated to the other ways of accessing HighTEA in a rather straightforward way.

Before we delve into the specifics of how jobs are submitted and results retrieved, there

is one general aspect of HighTEA related to authentication that needs to be clarified. HighTEA

is meant to be used concurrently by a large number of users who may submit a large number

of jobs nearly simultaneously and these jobs may take rather different times to execute. This

aspect requires a system of labeling jobs and users over a potentially extended period of time.

In HighTEA we have implemented the following process.

Job identification. When submitted, a job is assigned a unique ID in the form of a

token. The token is returned to the user who submits the job and is displayed in the Jupyter

notebook. They are stored in the .job file associated with the given job. The token is needed

since it allows users to exit their Notebook right after the job is submitted and then restart

the notebook at a later time and retrieve the result. To achieve this the user simply executes
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all lines of the Notebook. The Notebook will automatically submit the appropriate token to

the HighTEA server and retrieve the result. Results stored on the HighTEA server currently

do not expire.

User authentication. Internally, HighTEA keeps record of all submitted requests and

outputs. To allow users to retrieve their past jobs even without having to keep track of all

individual job tokens, we have introduced a user authentication system. If desired, a user

can obtain a personalized token which needs to be used with all job submissions. This

allows users to retrieve all their past jobs. An example can be found in the Notebook

Example-authentication.ipynb in [55]. At present users are not required to authenticate

and can submit jobs as anonymous users.

Notebook setup. The example Notebooks available at [55] are ready to be run. Be-

forehand, the user needs to clone the desired Notebook to their own Google Drive, see [50]

for details. A Notebook saved on the local Drive can directly be run, one does not need to go

back to the page [55]. Users can create new Notebooks out of the several examples provided

at [55] and use them in a way that suits their needs.

The actual calculation. In the rest of this section we introduce the HighTEA function-

ality, using as an example the Notebook Example-ttbar.ipynb. This Notebook consists of

the following steps:

• Setup of the notebook,

• Download experimental data from www.hepdata.net for each one of the available dif-

ferential distributions,

• Convert the downloaded data to a format convenient for further processing,

• Automatically extract from the data the binnings of each variable,

• Specify the mathematical expressions for all measured observables,

• For each order of interest (LO, NLO, NNLO, etc) prepare a job (called job in this

example) by giving it the following attributes, and then submit the job:

– Initialize job by giving it a name,

– Specify the process (tt̄ production at the LHC at 13 TeV in this case),

– Specify all one-dimensional distributions that will be computed,

– Specify if scale uncertainty is required (by saying what scale variation to use: 3-

point, 7-point or custom),

– Submit job to HighTEA using the command job.request(),

– Place the results, when ready, in a new object called jobs.

• Pre-format data and theory predictions for plotting (using a special Python function

Run; more info about it can be obtained by typing ?Run),
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• Plot all observables.

In the plots, one can see data (as bars) together with LO, NLO and NNLO predictions.

Both the absolute distributions and their ratio w/r to LO are plotted. Shown is the scale

variation band as well as the MC uncertainty as a vertical bar for each curve and bin.

The above example does not exhaust all options and possibilities offered by HighTEA. For

example, the user can print the computed differential distributions in the form of tables using

the command job.show result() and then use them in their own plotting routines. Some

of the other example Notebooks show its usage.

Here are some more functionalities:

• List all available processes: see the Notebook Example-lower-level-interface.ipynb,

• Output the information about a process: job.process(’pp tt 13000 172.5’) (for the

specific process in the above example),

• Define new variables: job.define new variable(’name’,’definition’),

• The renormalization and factorization scales to be used: job.scales(’µR’,’µF’),

• Specify the pdf set to be used. For example: job.pdf(’CT14nnlo’)).

• To introduce phase space cuts one uses, for example, job.cuts(’pt t > 30’), see the

Tutorial Notebook for details.

• Generic n-dimensional differential cross sections can be computed, see the example

Notebook Example-ttbar-simple-2D.ipynb.

• For calculations of processes with jets see the Notebook Example-inclusive-jets.ipynb.

One can also request pdf variation by typing job.pdf variation(). The pdf prescription

relevant for the requested pdf set is automatically used. A note about pdf variation and

timings: LO and NLO calculations are very fast, and tend to be of the order of seconds.

NNLO calculations are much slower and as a rule take about 10 to 100 times longer. As

mentioned above, the speed of a calculation is directly related to the number of scales and

pdf members used. For this reason when pdf variation is requested a calculation can be

slowed down by a factor of about 100. We have implemented by default SMPDF sets, for

the processes for which such sets are available, since such sets reduce the time for computing

pdf variation by a factor of about 10. If full pdf variation is required one can specify this by

typing job.pdf variation(’full’).

5 Conclusions

In this work we introduce HighTEA: a novel approach for distributing and performing fast

NNLO calculations for collider processes. The main idea is simple: the HighTEA authors pre-

compute “theoretical” events using Monte Carlo methods, and store the events for later anal-

ysis. To avoid burdening users with technical aspects like transferring, storing and analyzing
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vast amounts of data, we have developed the complete software and hardware infrastructure

required for dealing with these tasks. The only thing the user needs to do is to request a

calculation via the web and then receive the result in the form of a binned distribution, ac-

companied by a nice plot. This way, the user is completely shielded from the intricacies of

doing NNLO calculations, the need for securing huge computing resources and from having

to have even basic programming experience. In fact, as of the writing of this article, a user

only needs a free Google account and a device for accessing the Internet (like a personal

computer or a smart phone) in order to request and receive, typically within minutes, a most

sophisticated calculation. For further details, and to access ready-to-run examples, please

visit HighTEA’s homepage:

https://www.precision.hep.phy.cam.ac.uk/hightea

The main restrictions when using HighTEA are that one can only compute processes that

have been already been implemented by HighTEA’s authors, and that the statistics of events is

fixed, i.e. the user cannot increase it. Our hope is to keep adding new processes on a regular

basis. The number of events included in the various datasets is chosen in such a way that at

NNLO the MC error is subdominant to the scale one for a typical experimental LHC setup.

The number of events can be increased upon request.

All processes which have been included in HighTEA have been carefully validated versus

independent calculations available in the literature. The relevant papers are provided with the

info files accompanying each dataset. When using HighTEA please cite the present publication

together with the said papers.

HighTEA offers new opportunities in terms of access to cutting precision perturbative

calculations for collider processes. For example, the lack until now of accessible NNLO pre-

dictions has often precluded the usage of such calculations in various searches and related LHC

analyses. HighTEA is meant to effectively close this gap. HighTEA can handle distributions of

any dimension and any infrared safe observable, and its predictions are very fast.

HighTEA offers new possibilities for comparing theory to data which is available in alter-

native and more flexible formats like the unbinned distributions recently proposed in ref. [56],

or the CMS Open Data initiative [57]. HighTEA makes it particularly easy to automatically

compare theoretical predictions to data which is available in the HEPData repository [58]. A

working example is provided.

There are many more potential uses of HighTEA, all of which are reasonably easy to

implement and pursue:

• Allow other providers to add their own calculations to the HighTEA. Examples of po-

tential uses are NLO calculations of EW corrections and SMEFT, like refs. [59–62].

• Allow users to access individual pdf channels; incorporate scale variations correlated

with pdfs [63].
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• Allow users to access contributions from specific powers of couplings (i.e. not just LO,

NLO, etc). Such a feature would be relevant for calculations in the full Standard Model

or beyond.

• HighTEA is very well suited for adding contributions from EFT operators in addition

to the usual QCD or SM contributions. This will allow users to directly request an

analysis in a complete SMEFT framework.

• In addition to bins and plots, it is relatively easy to modify HighTEA by extending our

implementation [64] so it can also output fastNLO [65, 66] or related [67–69] grids.

Finally, we would like to stress that while HighTEA has been developed in the LHC era

and, naturally, is currently focused on predictions for LHC physics, it can equally well handle

other colliders. Given the increasing interest in future e+e− colliders, HighTEA applications

to e+e− processes will be particularly useful.
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N. A. Lo Presti, D. Mâıtre and K. Ozeren, PoS LL2014, 079 (2014) [arXiv:1407.1621 [hep-ph]].
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