
ar
X

iv
:2

30
5.

01
26

2v
3 

 [
m

at
h.

N
T

] 
 1

5 
O

ct
 2

02
4

NEW DEVELOPMENTS TOWARD THE GONEK CONJECTURE

ON THE HURWITZ ZETA-FUNCTION

MASAHIRO MINE

Abstract. In this paper, we prove a version of the universality theorem for the
Hurwitz zeta-function in the case where the parameter is algebraic and irrational.
Then we apply the result to show that many of such Hurwitz zeta-functions have
infinitely many zeros in the right half of the critical strip.

1. Introduction and statements of results

Let s = σ+ it be a complex variable. Denote by ζ(s, α) the Hurwitz zeta-function
with a parameter 0 < α ≤ 1. It is defined by the Dirichlet series

ζ(s, α) =

∞∑

n=0

(n + α)−s(1.1)

on the half-plane σ > 1 and can be continued meromorphically to the whole complex
plane C. Throughout this paper, let D and A denote

D = {s ∈ C | 1/2 < σ < 1},
A = {0 < α < 1 | α is algebraic and irrational},

and meas{·} stands for the usual Lebesgue measure of a measurable set {·} in R.
Gonek conjectured in his thesis [9, p. 122] that ζ(s, α) has a universality property
for any α ∈ A in the following sense.

Conjecture (Gonek). Let α ∈ A. Let K be a compact subset of the strip D with

connected complement. Let f be a continuous function on K which is analytic in

the interior of K. Then, for every ǫ > 0, we have

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α)− f(s)| < ǫ

}
> 0.

The history of universality is briefly summarized in Section 1.1. Here, we recall
that the universality theorem of ζ(s, α) has already been proved in the case where
α is transcendental or rational. Furthermore, in the case α ∈ A, some progress was
made by Sourmelidis and Steuding [26]. They succeeded to show an effective but
weak form of universality of ζ(s, α) in the same manner as in [8]. See Theorem 1.3
for the details. The main result of this paper also presents a version of universality
of ζ(s, α) for any α ∈ A, which is quite different from [26]. It provides another piece
of evidence for Gonek’s conjecture.
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Theorem 1. Let α ∈ A. Let K be a compact subset of the strip D with connected

complement. Let f be a continuous function on K which is analytic in the interior

of K. Then there exists a sequence {αk} of elements in A depending on α, f,K with

the following property: for every ǫ > 0, there exists a number k0(ǫ) such that

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, αk)− f(s)| < ǫ

}
> 0

and |αk − α| < ǫ for all k ≥ k0(ǫ).

Notice that the sequence {αk} of Theorem 1 converges to α as k → ∞. If one can
take αk = α for any k, then Gonek’s conjecture is true.

Theorem 1 yields a new result on the distribution of zeros of ζ(s, α). The study
of zeros of the Hurwitz zeta-function has a long history since the classical work of
Davenport and Heilbronn [4]. They proved that ζ(s, α) has infinitely many zeros in
the half-plane σ > 1 if the parameter α is transcendental or rational with α 6= 1, 1/2.
Then, Cassels [3] extended the result to the case α ∈ A. (Actually, his original proof
contains an error, and it is corrected in [21].) Studying the zeros in the strip D
is more difficult since (1.1) is not available. To this day, we know that ζ(s, α) has
infinitely many zeros in D only if α is transcendental or rational with α 6= 1, 1/2.
Garunkštis [7] showed that there exist infinitely many α ∈ A such that the Hurwitz
zeta-function ζ(s, α) has an arbitrary finite number of zeros in D. In this paper, we
refine the result so that ζ(s, α) has infinitely many zeros in D.

Theorem 2. There exist infinitely many α ∈ A such that the Hurwitz zeta-function

ζ(s, α) has infinitely many zeros in the strip D.

In fact, Theorems 1 and 2 are proved in a stronger form. For example, we obtain
a lower bound for the number of the zeros of ζ(s, α) in the rectangle σ1 ≤ σ ≤ σ2,
0 ≤ t ≤ T for any 1/2 < σ1 < σ2 < 1. We postpone the exact statements, which
appear in Section 1.2.

1.1. Universality theorems. The notion of universality in analysis first appeared
in the classical result of Fekete reported in [23]. He proved that there exists a real
formal power series

∑∞
n=1 anx

n with the following property: for every continuous
function f on [−1, 1] satisfying f(0) = 0, there exists an increasing sequence {mk}
of positive integers such that

sup
x∈[−1,1]

∣∣∣∣∣

mk∑

n=1

anx
n − f(x)

∣∣∣∣∣→ 0

as k → ∞. Some similar approximation results were also obtained in [2, 18]. Then
such a kind of property was named universality by Marcinkiewicz [18]. While these
results in [2, 18, 23] do not provide explicit examples of an object with universality,
Voronin [29] achieved the universality theorem for the Riemann zeta-function ζ(s)
as follows.

Theorem 1.1 (Voronin). Let 0 < r < 1/4. Let f be a non-vanishing continuous

function on the disc |s| ≤ r which is analytic in the interior. Then, for every ǫ > 0,
there exists a positive real number τ = τ(ǫ) such that

sup
|s|≤r

∣∣∣∣ζ
(
s+

3

4
+ iτ

)
− f(s)

∣∣∣∣ < ǫ.
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There are several methods for the proof of the universality of ζ(s). See Bagchi [1],
Gonek [9], and Good [10]. The Linnik–Ibragimov conjecture vaguely asserts that any
reasonable Dirichlet series would have a universality property. Then the universality
of ζ(s) has been extended to many zeta and L-functions: Dirichlet L-functions [29];
Dedekind zeta-functions [24]; L-functions attached to certain cusp forms [17], and
so on. For more information, see Matsumoto’s survey [19]. The universality of the
Hurwitz zeta-function was proved by Bagchi [1] and Gonek [9] independently, where
the parameter is transcendental or rational.

Theorem 1.2 (Bagchi, Gonek). Let 0 < α ≤ 1 be a transcendental or rational

number with α 6= 1, 1/2. Let K be a compact subset of the strip D with connected

complement. Let f be a continuous function on K which is analytic in the interior

of K. Then, for every ǫ > 0, we have

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α)− f(s)| < ǫ

}
> 0.

If α is transcendental, then the real numbers log(n1 + α), . . . , log(nk + α) are
linearly independent over Q for any distinct integers n1, . . . , nk ≥ 0. Therefore the
Kronecker–Weyl theorem is available to show that ((n1 + α)iτ , . . . , (nk + α)iτ ) is
uniformly distributed for τ ∈ R. This is a key step in the proof of Theorem 1.2 in
the transcendental case. If α is rational, then we have the formula

ζ(s, α) =
qs

φ(q)

∑

χ mod q

χ(a)L(s, χ)(1.2)

for α = a/q with a, q ∈ Z>0, where φ(q) denotes Euler’s totient function, and χ runs
through the Dirichlet characters of modulo q. Then the hybrid joint universality of
Dirichlet L-functions implies Theorem 1.2 in the rational case.

If α ∈ A, then the linear independence of log(n1 + α), . . . , log(nk + α) is not
necessary valid, and no formula similar to (1.2) is known. These difficulties prevent
us from resolving the universality of ζ(s, α) in this case. The result of Sourmelidis
and Steuding [26] provided the first progress on this problem. Let 0 < c < 1 and
d ≥ 1. Then we define the set A(c, d) as

A(c, d) = {α ∈ A | c ≤ α ≤ 1 and deg(α) ≤ d},
where deg(α) denotes the degree of α. Let η = 4.45 and θ = 4/(27η2) ≈ 0.00748.
We determine a positive real number ι by the equation ι3 − 2ι2 = 2θ. Then we have
ι ≈ 2.003. Furthermore, we put ξ = θ/ι2 ≈ 0.00186.

Theorem 1.3 (Sourmelidis–Steuding). Let 0 < ν < ξ, 1− ξ + ν ≤ σ0 ≤ 1, and

µ ≤
(

θ

1− σ0 + ν

)1/2

.

Let f be a continuous function on K = {s ∈ C | |s − s0| ≤ r} which is analytic

in the interior of K, where s0 = σ0 + it0 with t0 ∈ R and r > 0. Let 0 < c < 1
and d = µ2 − θ/µ2 + ν. Then, for every ǫ ∈ (0, |f(s0)|), there exists a finite subset

E ⊂ A(c, d) with the following property: for any α ∈ A(c, d) \ E, there exist real

numbers τ ∈ [T, 2T ] and δ = δ(ǫ, f, T ) > 0 such that

max
|s−s0|≤δr

|ζ(s+ iτ, α)− f(s)| < ǫ,
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where T = T (ǫ, f, α) is a large real number which can be effectively computable. The

subset E is described by several effective constants depending on ǫ and f . Lastly, the
real number δ is also effectively computable by choosing it to satisfy

max
|s−s0|=r

|ζ(s+ iτ, α)| δ
N

1 − δ
≤ 1

3
(2− eδr)ǫ

for sufficiently large N .

In fact, we can drop the dependence of δ on T if r satisfies 0 < r < σ0 − 1/2.
This was suggested by Y. Lee, and a sketch of his idea was described at the end
of Section 4 of [26]. It seems impossible to drop the remaining dependence of δ by
their method.

1.2. Statements of results. Let 0 < c < 1. Then we define the set Aρ(c) as

Aρ(c) = {α ∈ A | |α− c| ≤ ρ},
where ρ satisfies 0 < ρ < min{c, 1 − c}. In this paper, we prove the universality of
ζ(s, α) for all but finitely many α ∈ Aρ(c).

Theorem 1.4. Let 0 < c < 1. Let K be a compact subset of the strip D with

connected complement. Let f be a continuous function on K which is analytic in

the interior of K. Then, for every ǫ > 0, there exist a positive real number ρ and a

finite subset E ⊂ A such that

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α) − f(s)| < ǫ

}
> 0

for any α ∈ Aρ(c) \ E, where ρ and E depend on c, ǫ, f,K.

This is not an effective result such as Theorem 1.3, but we can extend a type of
universality of ζ(s, α) to functions on any compact subset K of D with connected
complement. It is worth noting that K is independent to ǫ, f, T in Theorem 1.4,
which is a major improvement from the previous work. The proof of Theorem 1.3
in [26] was derived by incorporating the ideas of Good [10] and Voronin [30]. Then
it was necessary to show a joint denseness theorem for the values of derivatives of
the Hurwitz zeta-function. See [26, Theorem 1]. To prove Theorem 1.4, we do not
need such a result. Instead, we deduce from Theorem 1.4 the following result.

Theorem 1.5. Let 0 < c < 1. Let 1/2 < σ0 < 1 and z = (z0, . . . , zN ) ∈ CN+1.

Then, for every ǫ > 0, there exist a positive real number ρ and a finite subset E ⊂ A
such that

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ max
0≤n≤N

|ζ(n)(σ0 + iτ, α) − zn| < ǫ

}
> 0

for any α ∈ Aρ(c) \ E, where ρ and E depend on c, ǫ, σ0, z.

Another consequence of Theorem 1.4 concerns the estimate for the number of
zeros of ζ(s, α). Denote by Nα(σ1, σ2, T ) the number of the zeros of ζ(s, α) in the
rectangle σ1 ≤ σ ≤ σ2, 0 ≤ t ≤ T counted with multiplicity. Then an upper bound
for Nα(σ1, σ2, T ) is well-known for any 0 < α ≤ 1. Indeed, we apply Littlewood’s
lemma [27, p. 220] to obtain

Nα(σ1, σ2, T ) ≪ T
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as T → ∞ for any 1/2 < σ1 < σ2 < 1. On the other hand, we have a lower bound
for Nα(σ1, σ2, T ) of the same magnitude for all but finitely many α ∈ Aρ(c).

Theorem 1.6. Let 0 < c < 1 and 1/2 < σ1 < σ2 < 1. Then there exist a positive

real number ρ and a finite subset E ⊂ A such that

Nα(σ1, σ2, T ) ≫ T

as T → ∞ for any α ∈ Aρ(c) \ E, where ρ and E depend on c, σ1, σ2.

Here, we check that the above results imply Theorems 1 and 2 described before.
Let α, f,K be as in the statement of Theorem 1. Then we apply Theorem 1.4 to
see that there exist a positive real number ρ and a finite subset E ⊂ A such that

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α′)− f(s)| < 1

k

}
> 0

for any α′ ∈ Aρ(α) \ E , where ρ and E depend on α, f,K, and k. For any k ≥ 1,
we can take an element αk in Aρ(α) \ E with |α − αk| < 1/k since E is a finite set.
Therefore, Theorem 1 follows if we take k0(ǫ) so that k0(ǫ) ≥ 1/ǫ is satisfied. Let
1/2 < σ1 < σ2 < 1. To deduce Theorem 2, we note that the number of the zeros of
ζ(s, α) in D is greater than Nα(σ1, σ2, T ) for any T > 0. Since Nα(σ1, σ2, T ) → ∞
as T → ∞ for infinitely many α ∈ A by Theorem 1.6, we obtain the conclusion.

1.3. Key ideas for the proof. Bagchi’s method for the proof of the universality
of ζ(s) in [1] begins with constructing a certain random element ζ(s,X) related to
the distribution of ζ(s). Then the probability measure

PT (A) =
1

T
meas {τ ∈ [0, T ] | ζ(s+ iτ) ∈ A}(1.3)

converges weakly as T → ∞ to the law of ζ(s,X). Furthermore, by showing that any
function f with nice properties is approximated by ζ(s,X) with positive probability,
we obtain the universality theorem of ζ(s).

The proof of Theorem 1.4 is derived by a modification of Bagchi’s method. First,
we construct a random Dirichlet series ζ(s,Xα) related to the distribution of ζ(s, α),
according to the method of the previous paper [20]. Then we prove that a probability
measure defined analogously to (1.3) for ζ(s, α) converges weakly as T → ∞ to the
law of ζ(s,Xα). See Theorem 3.1. Then Gonek’s conjecture would follow if we could
show that f is approximated by ζ(s,Xα) with positive probability.

Let ζN (s,Xα) denote a random Dirichlet polynomial obtained as a partial sum of
ζ(s,Xα). It is quite hard to study ζ(s,Xα) and ζN (s,Xα) for α ∈ A due to the lack
of the linear independence of log(n1 + α), . . . , log(nk + α) as described before. For
this reason, we introduce another random Dirichlet polynomial ζN (s,Yα) to show
that any function f with nice properties is approximated by ζN (s,Yα) with positive
probability. See Theorem 4.1 and Corollary 4.9. Then, we observe that the error
in a replacement of ζN (s,Xα) with ζN (s,Yα) can be ignored in some sense except
for a finite number of α ∈ A. This is a key idea in this paper for studying ζ(s,Xα)
and ζN (s,Xα). The finite subset E in the statement of Theorem 1.4 comes from the
exceptional α ∈ A in the replacement of ζN (s,Xα) with ζN (s,Yα).
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1.4. Organization of the paper. The main content of this paper is to establish
Theorem 1.4. The proof is divided into the following three parts.

1. Limit theorem for ζ(s, α) in the function space. (Section 2 & Section 3)
Let H(D) be the space of analytic functions on D. The first step to the

proof of universality is to study the distribution of ζ(s + iτ, α) for τ ∈ R in
the space H(D). For this, we introduce in Section 2 a sequence {Xα(n)} of
random variables valued on the unit circle of C such that Xα(n1), . . . ,Xα(nk)
are independent if and only if the real numbers log(n1 + α), . . . , log(nk + α)
are linearly independent over Q. Then we define a random Dirichlet series
ζ(s,Xα) valued on H(D) by using {Xα(n)}. In Section 3, we prove the limit
theorem (Theorem 3.1) which asserts that a probability measure defined
analogously to (1.3) for ζ(s, α) converges weakly to the law of ζ(s,Xα).

2. Covering theorem for the Bergman space. (Section 4)
Let A2(U) be the Bergman space for a bounded domain U with U ⊂ D.

We introduce another sequence {Yα(n)} of random variables valued on the
unit circle of C, which satisfies that Yα(n1), . . . ,Yα(nk) are independent for
any distinct integers n1, . . . , nk ≥ 0. Then we define a random Dirichlet
polynomial ζN (s,Yα) valued on A2(U) by using {Yα(n)}. In Section 4,
we prove a covering theorem (Theorem 4.1) which asserts that A2(U) is
covered by neighborhoods of certain sets of Dirichlet polynomials related
to ζN (s,Yα). This theorem yields that any function f ∈ A2(U) can be
approximated by ζN (s,Yα) with positive probability (Corollary 4.9), if ρ is
sufficiently small and N is sufficiently large.

3. Estimate of a conditional square mean value. (Section 5)
Corollary 4.9 implies that any f ∈ A2(U) is approximated by the Dirichlet

polynomial ζN (s,Yα)(ω0) with some sample ω0. Then we define an event Ω0

so that each of Xα(n) is close to Yα(n)(ω0) for 0 ≤ n ≤ N . By definition,
f can be approximated by ζN (s,Xα)(ω) if ω ∈ Ω0. In Section 5, we prove
an upper bound for the expected value of ‖ζ(s,Xα)− ζN (s,Xα)‖2 under the
condition ω ∈ Ω0 for α ∈ A \ E , where E is a finite subset. The key idea
described in Section 1.3 is closely related to this result. See Proposition 5.2
and Remark 5.3 for the details. Then we deduce that any function f ∈ H(D)
is approximated by ζ(s,Xα) with positive probability. Finally, we obtain the
desired approximation of f as in the statement of Theorem 1.4 by applying
Theorem 3.1 and the Mergelyan approximation theorem.

Theorems 1.5 and 1.6 are deduced from Theorem 1.4 by standard methods in the
theory of universality. The proofs are completed in Section 6.

Acknowledgments. The author is especially grateful to Ramūnas Garunkštis for
making me aware of his paper [7]. I would also like to thank Masatoshi Suzuki for
valuable comments to improve the quality of the paper. The work of this paper
was supported by JSPS Grant-in-Aid for Early-Career Scientists (Grant Number
24K16906).

2. Random Dirichlet series related to ζ(s, α)

Let H(D) denote the space of analytic functions on D equipped with the topology
of uniform convergence on compact subsets. It is known that H(D) is a complete
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metric space by the distance d defined as follows. Let

Kν =

{
s ∈ C

∣∣∣∣
1

2
+

1

5ν
≤ σ ≤ 1− 1

5ν
, −ν ≤ t ≤ ν

}
(2.1)

for ν ≥ 1. Then {Kν} is a sequence of compact subsets of D such that Kν ⊂ Kν+1

and D =
⋃∞

ν=1Kν . Furthermore, if K is a compact subset of D, then K ⊂ Kν holds
for some ν ≥ 1. For f, g ∈ H(D), we define

d(f, g) =
∞∑

ν=1

2−ν dν(f, g)

1 + dν(f, g)
, dν(f, g) = sup

s∈Kν

|f(s)− g(s)|.(2.2)

Denote by B(H(D)) the Borel algebra of H(D) with the topology described above.
The purpose of this section is to introduce two random elements

ζ(s,Xα) =

∞∑

n=0

Xα(n)

(n+ α)s
and ζ(s,Yα) =

∞∑

n=0

Yα(n)

(n+ α)s
(2.3)

valued on the space H(D). Here, {Xα(n)} and {Yα(n)} are sequences of certain
random variables valued on the unit circle S1 = {z ∈ C | |z| = 1}.
2.1. Random variables Xα(n) and Yα(n). Let α be an algebraic number with
0 < α ≤ 1. The construction of the random variable Xα(n) is essentially the same
as in the previous paper [20]. Let K = Q(α) be the algebraic field generated by α,
and denote by OK the ring of integers of K. Let h be the class number of K. Recall
that ah is a principal ideal of K for any ideal a. Then, for any prime ideal p, we fix
an element ̟p ∈ OK such that ph = (̟p) and ̟p > 0. Let y ∈ K with y > 0. The
fractional principal ideal (y) has the decomposition

(y) = pa11 · · · pakk ,
where pj are prime ideals, and aj ∈ Z are uniquely determined by y. It yields

(y)h = pha11 · · · phakk = (̟a1
p1

· · ·̟ak
pk
).

Next, we fix a fundamental system (u1, . . . , ud) of units of OK such that uj > 0 for

every j. Then yh has the decomposition

yh = ̟a1
p1

· · ·̟ak
pk
ub11 · · · ubdd ,(2.4)

where bj ∈ Z are uniquely determined by y. Let

Λ1 = {̟p | p is a prime ideal of K} ∪ {u1, u2, . . . , ud}.
For λ ∈ Λ1, we define ord(y, λ) as

ord(y, λ) =





aj if λ = ̟pj for some ̟pj in (2.4),

bj if λ = uj for some uj in (2.4),

0 otherwise.

(2.5)

By the uniqueness of aj and bj , we have the identity

ord(y1y2, λ) = ord(y1, λ) + ord(y2, λ)(2.6)

for any λ ∈ Λ1 and any y1, y2 ∈ K with y1, y2 > 0. We are now ready to define the
random variable Xα(n). For any s, t ∈ R with 0 < t− s ≤ 2π, we define

m(A(s, t)) =
t− s

2π
,
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where A(s, t) is the arc of the unit circle S1 defined as

A(s, t) = {eiθ | s < θ < t}.(2.7)

Then m is extended to a probability measure on (S1,B(S1)), where B(S1) denotes
the Borel algebra of S1 with the usual topology. Let Ω1 =

∏
λ∈Λ1

S1, and denote

by F1 the product σ-algebra
⊗

λ∈Λ1
B(S1). By the Kolmogorov extension theorem,

there exists a probability measure P1 on (Ω1,F1) such that

P1

({
ω = {ωλ} ∈ Ω1

∣∣ ωλj
∈ A(sj , tj) for j = 1, . . . , k

})
=

k∏

j=1

m(A(sj , tj))(2.8)

for any finite subset {λ1, . . . , λk} ⊂ Λ1 and any sj, tj ∈ R with 0 < tj − sj ≤ 2π.
Denote by X (λ) : Ω1 → S1 the λ-th projection ω 7→ ωλ. Then we define

Xα(n) =
∏

λ∈Λ1

X (λ)ord(n+α,λ)

for n ≥ 0 by using ord(y, λ) defined as (2.5). By definition, it is an S1-valued random
variable for any n ≥ 0.

On the other hand, the random variable Yα(n) is defined as follows. Let

Λ2 = {n ∈ Z | n ≥ 0}.

Let Ω2 =
∏

n∈Λ2
S1, and denote by F2 the product σ-algebra

⊗
n∈Λ2

B(S1). By the
Kolmogorov extension theorem, there exists a probability measure P2 on (Ω2,F2)
such that

P2

({
ω = {ωn} ∈ Ω2

∣∣ ωnj ∈ A(sj, tj) for j = 1, . . . , k
})

=

k∏

j=1

m(A(sj , tj))

for any finite subset {n1, . . . , nk} ⊂ Λ2 and any sj, tj ∈ R with 0 < tj − sj ≤ 2π.
Then we define the S1-valued random variable Yα(n) as the n-th projection ω 7→ ωn

for n ≥ 0.
For convenience, we regard Xα(n) and Yα(n) as random variables defined on the

same probability space (Ω,F ,P) as follows. Let Ω = Ω1 × Ω2, F = F1 ⊗ F2, and
P = P1 ⊗P2. Then we put

Xα(n)(ω
1, ω2) = Xα(n)(ω

1) and Yα(n)(ω
1, ω2) = Yα(n)(ω

2)

for (ω1, ω2) ∈ Ω with ω1 ∈ Ω1 and ω2 ∈ Ω2. In general, the expected value of a
C-valued random variable X defined on (Ω,F ,P) is denoted by

E[X ] =

∫

Ω
X dP

as usual. We abbreviate P ({ω ∈ Ω | X (ω) ∈ A}) as P (X ∈ A) for simplicity, which
is called the law of a random element X .

Lemma 2.1. Let α be an algebraic number with 0 < α ≤ 1. Then we have

E [Xα(n1)
m1 · · ·Xα(nk)

mk ] =

{
1 if (n1 + α)m1 · · · (nk + α)mk = 1,

0 otherwise
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for any integers n1, . . . , nk ≥ 0 and m1, . . . ,mk ∈ Z. Furthermore,

E [Yα(n1)
m1 · · ·Yα(nk)

mk ] =

{
1 if m1 = · · · = mk = 0,

0 otherwise

for any distinct integers n1, . . . , nk ≥ 0 and m1, . . . ,mk ∈ Z.

Proof. The first result has already been proved in [20], but we present the full proof
here because of its importance. Put

y = (n1 + α)m1 · · · (nk + α)mk .

Applying (2.6), we obtain

ord(y, λ) = m1 ord(n1 + α, λ) + · · · +mk ord(nk + α, λ)

for any λ ∈ Λ1. Therefore the formula

Xα(n1)
m1 · · ·Xα(nk)

mk =
∏

λ∈Λ1

X (λ)m1 ord(n1+α,λ)+···+mk ord(nk+α,λ)

=
∏

λ∈Λ1

X (λ)ord(y,λ)

holds by the definition of Xα(nj). Then the expected value is calculated as

E [Xα(n1)
m1 · · ·Xα(nk)

mk ] =

∫

Ω1

∏

λ∈Λ1

X (λ)ord(y,λ) dP1(2.9)

=
∏

λ∈Λ1

∫

S1

ω
ord(y,λ)
λ dm(ωλ)

by (2.8) and Fubini’s theorem. We see that

∫

S1

ωq
λ dm(ωλ) =

1

2π

∫ 2π

0
eiqθ dθ =

{
1 if q = 0,

0 otherwise
(2.10)

for any q ∈ Z. Hence, the right-hand side of (2.9) is

∏

λ∈Λ1

∫

S1

ω
ord(y,λ)
λ dm(ωλ) =

{
1 if ord(y, λ) = 0 for any λ ∈ Λ1,

0 otherwise.

The condition that ord(y, λ) = 0 for any λ ∈ Λ1 is equivalent to yh = 1 by (2.4).
Note that yh = 1 if and only if y = 1 since y is a positive real number. Therefore,
the first result follows. The second result is proved more easily. We have

E [Yα(n1)
m1 · · ·Yα(nk)

mk ] =

∫

Ω2

k∏

j=1

Yα(nj)
mj dP2

=

k∏

j=1

∫

S1

ω
mj
nj dm(ωnj)

by the definition of Yα(nj). Using (2.10), we obtain the conclusion. �
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Moreover, it was proved in [20] that Xα(n) is uniformly distributed on S1 if
0 < α < 1, and that Xα(n1), . . . ,Xα(nk) are independent if and only if the real
numbers log(n1 + α), . . . , log(nk + α) are linearly independent over Q. It is rather
clear that Yα(n) is uniformly distributed on S1, and that Yα(n1), . . . ,Yα(nk) are
independent for any distinct integers n1, . . . , nk ≥ 0.

2.2. Random Dirichlet series ζ(s,Xα) and ζ(s,Yα). Using the random variables
Xα(n) and Yα(n) constructed in Section 2.1, we define the Dirichlet polynomials

ζN (s,Xα) =
N∑

n=0

Xα(n)

(n+ α)s
and ζN (s,Yα) =

N∑

n=0

Yα(n)

(n+ α)s

for N ≥ 0. To begin with, we check that they are random elements valued on the
space H(D).

Lemma 2.2. Let α be an algebraic number with 0 < α ≤ 1. Then ζN (s,Xα) and

ζN (s,Yα) are random elements valued on H(D) for any N ≥ 0.

Proof. Note that the map ψ :
∏N

n=0 S
1 → H(D) defined as

(γ0, . . . , γN ) 7→
N∑

n=0

γn
(n+ α)s

is continuous. Since ζN (s,Xα) and ζN (s,Yα) are obtained as compositions of ψ and
the S1-valued random variables Xα(n) and Yα(n), they are random elements valued
on H(D). �

To consider the convergences of the random Dirichlet series ζ(s,Xα) and ζ(s,Yα)
as in (2.3), we apply the following version of the Menshov–Rademacher theorem.

Lemma 2.3 (Menshov–Rademacher theorem). Let {Xn} be a sequence of C-valued

random variables defined on the probability space (Ω,F ,P). Then the random series

∞∑

n=1

anXn

converges almost surely if the following conditions are satisfied.

(i) E[Xn] = 0 for any n ≥ 1.
(ii) The sequence {Xn} is orthonormal in the sense that

E[XmXn] =

{
1 if m = n,

0 otherwise.

(iii) We have

∞∑

n=1

|an|2(log n)2 <∞.

Proof. See [15, Theorem B.10.5] for a proof. �

Proposition 2.4. Let α be an algebraic number with 0 < α ≤ 1. Then ζ(s,Xα) and
ζ(s,Yα) are random elements valued on H(D).
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Proof. By Lemma 2.1, we can check that the sequence {Xα(n)} satisfies conditions
(i) and (ii) of Lemma 2.3. Furthermore, we have

∞∑

n=0

∣∣∣∣
1

(n + α)s

∣∣∣∣
2

(log n)2 =

∞∑

n=0

(log n)2

(n+ α)2σ
<∞

on the half-plane σ > 1/2. Hence Lemma 2.3 yields that the random Dirichlet series
ζ(s,Xα) converges for σ > 1/2 almost surely. In other words, if we define

Ωc = {ω ∈ Ω | ζN (s,Xα)(ω) converges as N → ∞ for σ > 1/2},
then P(Ωc) = 1. For δ > 0, we also define

Ωu,δ = {ω ∈ Ω | ζN (s,Xα)(ω) converges uniformly as N → ∞ for σ ≥ 1/2 + δ}.
Then Ωc ⊂ Ωu,δ is valid for any δ > 0. Indeed, if a Dirichlet series converges for
σ > 1/2, then it converges uniformly for σ ≥ 1/2 + δ. See [16, Corollary 2.1.3] for a
proof. Let Ωu =

⋂
δ>0 Ωu,δ. Then

ζ(s,Xα)(ω) = lim
N→∞

ζN (s,Xα)(ω)

belongs to the space H(D) for any ω ∈ Ωu. Furthermore, we obtain that P(Ωu) = 1
since P(Ωc) = 1 and Ωc ⊂ Ωu,δ for any δ > 0. Thus ζ(s,Xα) defines a map from Ω
to H(D), which is a random element since ζN (s,Xα) is a random element for any
N ≥ 0. The proof for ζ(s,Yα) is completely the same as that for ζ(s,Xα). �

3. Limit theorem for ζ(s, α) in the space H(D)

Let α be an algebraic number with 0 < α ≤ 1. We define

Pα,T (A) =
1

T
meas {τ ∈ [0, T ] | ζ(s+ iτ, α) ∈ A} ,

Qα(A) = P(ζ(s,Xα) ∈ A)

for A ∈ B(H(D)), where ζ(s,Xα) is the random Dirichlet series defined in Section 2.
Then Pα,T and Qα are probability measures on (H(D),B(H(D))). In this section,
we prove the following limit theorem.

Theorem 3.1. Let α be an algebraic number with 0 < α ≤ 1. Then the probability

measure Pα,T converges weakly to Qα as T → ∞.

This is a generalization of Bagchi’s limit theorem of [1], which was proved for the
Riemann zeta-function ζ(s). The proof of Theorem 3.1 is largely based on Bagchi’s
method, while we adopt new ideas from Kowalski [14,15] in part.

3.1. Fourier analysis on a torus. Let T k be the k-dimensional torus given by

T k =

k∏

j=1

S1.

Denote by B(T k) the Borel algebra of T k with the product topology. Let µ be any
probability measure on (T k,B(T k)), and define its Fourier transform as

g(m) =

∫

T k

k∏

j=1

γ
mj

j dµ(γ)

for m = (m1, . . . ,mk) ∈ Zk. Then the following result holds for the torus T k.
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Lemma 3.2. Let {µn} be a sequence of probability measures on (T k,B(T k)) whose
Fourier transforms are denoted by gn(m). If the limit

g(m) = lim
n→∞

gn(m)

exists for any m ∈ Zk, then there exists a probability measure ν on (T k,B(T k)) such
that the following properties are satisfied.

(i) The probability measure µn converges weakly to ν as n→ ∞.

(ii) The Fourier transform of ν is equal to g(m).

Proof. This is a special case of a more general result [11, Theorem 1.4.2] proved for
every locally compact Abelian group. See also [16, Theorem 1.3.19]. �

Let α be an algebraic number with 0 < α ≤ 1. Define the probability measures
µα,T and να on (T k,B(T k)) by letting

µα,T (A) =
1

T
meas

{
τ ∈ [0, T ]

∣∣ ((n1 + α)−iτ , . . . , (nk + α)−iτ
)
∈ A

}
,

να(A) = P ((Xα(n1), . . . ,Xα(nk)) ∈ A)

for A ∈ B(T k), where n1, . . . , nk are non-negative integers. We begin by the proof
of the following auxiliary result.

Proposition 3.3. Let α be an algebraic number with 0 < α ≤ 1. Then the probability

measure µα,T converges weakly to να as T → ∞.

Proof. Denote by gα,T (m) the Fourier transform of µα,T . Then it is calculated as

gα,T (m) =

∫

T k

k∏

j=1

γ
mj

j dµα,T (γ)

=
1

T

∫ T

0
{(n1 + α)m1 · · · (nk + α)mk}−iτ dτ

for any m = (m1, . . . ,mk) ∈ Zk. If (n1 + α)m1 · · · (mk + α)mk = 1, then we have

gα,T (m) =
1

T

∫ T

0
dτ = 1

for any T > 0. Otherwise, we obtain that

gα,T (m) =
1

−i∆
{(n1 + α)m1 · · · (nk + α)mk}−iT − 1

T
,

where ∆ = m1 log(n1 + α) + · · · +mk log(nk + α) 6= 0. As a result, we derive the
limit formula

lim
T→∞

gα,T (m) = gα(m) :=

{
1 if (n1 + α)m1 · · · (mk + α)mk = 1,

0 otherwise

for any m = (m1, . . . ,mk) ∈ Zk. Hence, by Lemma 3.2, the probability measure
µα,T converges weakly to some probability measure on (T k,B(T k)) whose Fourier
transform is equal to gα(m). Furthermore, the Fourier transform of να is

∫

T k

k∏

j=1

γ
mj

j dνα(γ) = E [Xα(n1)
m1 · · ·Xα(nk)

mk ] = gα(m)
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for any m = (m1, . . . ,mk) ∈ Zk by Lemma 2.1. Therefore, the limit measure of µα,T
is equal to να, and the proof is completed. �

3.2. Approximation by smoothed partial sums. From now, we fix an infinitely
differentiable function φ : [0,∞) → [0, 1] with compact support such that φ(0) = 1.
The Mellin transform of φ is defined by

φ̂(w) =

∫ ∞

0
φ(x)xw

dx

x

for Re(w) > 0. Then we collect standard properties of φ̂(w) as follows. For proofs,

see [15, Proposition A.3.1]. Firstly, φ̂(w) extends to a meromorphic function on the
half-plane Re(w) > −1 only with a simple pole at w = 0 with residue 1. Secondly,

φ̂(w) has rapid decay on the strip a ≤ Re(w) ≤ b with a > −1 in the following sense.
Let k ≥ 1 and b > a > −1. Then we have

|φ̂(w)| ≪ (|v| + 1)−k(3.1)

for any w = u + iv ∈ C with a ≤ u ≤ b and |v| ≥ 1, where the implied constant
depends only on a, b, k. Lastly, the inversion formula

φ(x) =
1

2πi

∫ c+i∞

c−i∞
φ̂(w)x−w dw(3.2)

holds for any c > 0. Let α be an algebraic number with 0 < α ≤ 1. Then we define

ZN (s, α) =

∞∑

n=0

(n + α)−sφ

(
n+ α

N

)
,

ZN (s,Xα) =
∞∑

n=0

Xα(n)

(n+ α)s
φ

(
n+ α

N

)

for N ≥ 1. Since φ((n + α)/N) = 0 for sufficiently large n, we see that ZN (s, α) is
a function belonging to the space H(D), and that ZN (s,Xα) is a random element
valued on H(D). Then we prove two preliminary lemmas.

Lemma 3.4. Let α be an algebraic number with 0 < α ≤ 1. Let s = σ + it be a

complex number with 1/2 < σ ≤ 1, and suppose 0 < δ < σ − 1/2. Then we have

ζ(s, α) = ZN (s, α) − 1

2πi

∫ −δ+i∞

−δ−i∞
ζ(s+ w,α)φ̂(w)Nw dw − φ̂(1− s)N1−s

for any N ≥ 1. Furthermore, we have

ζ(s,Xα) = ZN (s,Xα)−
1

2πi

∫ −δ+i∞

−δ−i∞
ζ(s+w,Xα)φ̂(w)N

w dw

almost surely for any N ≥ 1.

Proof. Let c be a positive real number with σ + c > 1. By inversion formula (3.2),
the function ZN (s, α) is represented as

ZN (s, α) =
∞∑

n=0

(n+ α)−s 1

2πi

∫ c+i∞

c−i∞
φ̂(w)

(
n+ α

N

)−w

dw

=
1

2πi

∞∑

n=0

∫ c+i∞

c−i∞
(n + α)−(s+w)φ̂(w)Nw dw.
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By Fubini’s theorem, we obtain

ZN (s, α) =
1

2πi

∫ c+i∞

c−i∞
ζ(s+ w,α)φ̂(w)Nw dw

since Re(s + w) > 1 for Re(w) = c. Then we shift the contour to Re(w) = −δ with

0 < δ < σ − 1/2. Note that we come across poles of ζ(s + w,α)φ̂(w)Nw only at
w = 0, 1− s, which are simple. Calculating the residues, we derive

ZN (s, α) =
1

2πi

∫ −δ+i∞

−δ−i∞
ζ(s+ w,α)φ̂(w)Nw dw + ζ(s, α) + φ̂(1− s)N1−s.

This yields the desired formula of ζ(s, α). As for ZN (s,Xα), we have

ZN (s,Xα)(ω) =
1

2πi

∫ c+i∞

c−i∞
ζ(s+ w,Xα)(ω)φ̂(w)N

w dw

for ω ∈ Ωu in a similar way, where Ωu is the same as in the proof of Proposition 2.4.
Note that ζ(s + w,Xα)(ω) remains holomorphic for any ω ∈ Ωu, while shifting the
contour to Re(w) = −δ with 0 < δ < σ − 1/2. Therefore, the formula

ZN (s,Xα)(ω) =
1

2πi

∫ −δ+i∞

−δ−i∞
ζ(s+ w,Xα)(ω)φ̂(w)N

w dw + ζ(s,Xα)(ω)

holds for ω ∈ Ωu. Since P(Ωu) = 1, we obtain the conclusion. �

Lemma 3.5. Let α be an algebraic number with 0 < α ≤ 1. Let s = σ + it be a

complex number with 1/2 < σ < 1. Then we have

1

T

∫ T

0
|ζ(s+ iτ, α)| dτ ≪ 1√

2σ − 1

(
1 +

|t|
T

)
+

1

1− σ

(
1 +

|t|
T

)

for any T ≥ 3. Furthermore, we have

E [|ζ(s,Xα)|] ≪
1√

2σ − 1
.

Here, the implied constants depend only on α.

Proof. Let 1/2 < σ < 1 be a real number. To begin with, we show that

1

V

∫ V

−V
|ζ(σ + iv, α)| dv ≪ 1√

2σ − 1
+

1

1− σ
(3.3)

for any V ≥ 3, where the implied constant depends only on α. We use the following
approximate formula of ζ(σ + iv, α). For any 2π ≤ |v| ≤ πV , we have

ζ(σ + iv, α) =
∑

0≤n≤V

1

(n+ α)σ+iv
+
V 1−(σ+iv)

σ + iv − 1
+O

(
V −σ

)
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with an absolute implied constant. See [12, Theorem III.2.1] for a proof. Then we
obtain the estimate

1

V

∫ V

2π
|ζ(σ + iv, α)| dv(3.4)

≤ 1

V

∫ V

2π

∣∣∣∣∣∣

∑

0≤n≤V

1

(n+ α)σ+iv

∣∣∣∣∣∣
dv +

1

V

∫ V

2π

∣∣∣∣∣
V 1−(σ+iv)

σ + iv − 1

∣∣∣∣∣ dv + CV −σ

≤





1

V

∫ V

0

∣∣∣∣∣∣

∑

0≤n≤V

1

(n+ α)σ+iv

∣∣∣∣∣∣

2

dv





1/2

+ (log V )V −σ + CV −σ

by using the Cauchy–Schwarz inequality, where C is a positive absolute constant.
Furthermore, we apply Hilbert’s inequality [22, Corollary 2] to see that

∫ V

0

∣∣∣∣∣∣

∑

0≤n≤V

1

(n+ α)σ+iv

∣∣∣∣∣∣

2

dv ≤
∑

0≤n≤V

1

(n+ α)2σ
(V + 3πδ−1

n ),

where δn = minm6=n | log(n+ α)− log(m+ α)|. We have

δn ≥ log

(
n+ 1 + α

n+ α

)
≥ 1

n+ 2
≫ 1

V

for any 0 ≤ n ≤ V . Hence we derive

1

V

∫ V

0

∣∣∣∣∣∣

∑

0≤n≤V

1

(n+ α)σ+iv

∣∣∣∣∣∣

2

dv ≪
∑

0≤n≤V

1

(n + α)2σ
.

Furthermore, the last sum is estimated as

∑

0≤n≤V

1

(n+ α)2σ
≤ α−1 +

∞∑

n=1

n−2σ ≪ 1

2σ − 1
,

where the implied constant depends only on α. By (3.4), we obtain

1

V

∫ V

2π
|ζ(σ + iv, α)| dv ≪ 1√

2σ − 1
(3.5)

since (log V )V −σ + V −σ ≪ 1 and 1/
√
2σ − 1 ≫ 1. Furthermore, (3.5) implies

1

V

∫ −2π

−V
|ζ(σ + iv, α)| dv ≪ 1√

2σ − 1
(3.6)

by the identity ζ(σ− iv, α) = ζ(σ + iv, α). Then, we recall that ζ(s, α) has a simple
pole at s = 1. Thus we deduce

1

V

∫ 2π

−2π
|ζ(σ + iv, α)| dv ≪ sup

|v|≤2π
|ζ(σ + iv, α)| ≪ 1

1− σ
,(3.7)

where the implied constant depends only on α. Combining (3.5), (3.6), and (3.7),
we obtain (3.3). Then, we prove the first part of the lemma. Let s = σ + it be a
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complex number with 1/2 < σ < 1. We have

1

T

∫ T

0
|ζ(s+ iτ, α)| dτ =

1

T

∫ T+t

t
|ζ(σ + iτ, α)| dτ ≤ 1

T

∫ T+|t|

−(T+|t|)
|ζ(σ + iτ, α)| dτ

since T + t ≤ T + |t| and t ≥ −(T + |t|). Applying (3.3) with V = T + |t|, we obtain
1

T

∫ T

0
|ζ(s+ iτ, α)| dτ ≤

(
1 +

|t|
T

)
1

T + |t|

∫ T+|t|

−(T+|t|)
|ζ(σ + iτ, α)| dτ

≪ 1√
2σ − 1

(
1 +

|t|
T

)
+

1

1− σ

(
1 +

|t|
T

)

as desired. The second part is proved as follows. By the Cauchy–Schwarz inequality,
we have

E [|ζ(s,Xα)|]2 ≤ E
[
|ζ(s,Xα)|2

]
=

∞∑

m=0

∞∑

n=0

E[Xα(m)Xα(n)]

(m+ α)s(n+ α)s
.

Lemma 2.1 yields that E[Xα(m)Xα(n)] = 0 for m 6= n. As a result, we deduce

E [|ζ(s,Xα)|] ≤
{

∞∑

n=0

1

(n+ α)2σ

}1/2

≪ 1√
2σ − 1

,

where the implied constant depends only on α. Hence the proof is completed. �

Let d be the distance of H(D) as in (2.2). Since x/(1 + x) ≤ min{x, 1} for x > 0,
we obtain the inequality

d(f, g) ≤
M∑

ν=1

2−νdν(f, g) +

∞∑

ν=M+1

2−ν ≤ dM (f, g) + 2−M(3.8)

for any f, g ∈ H(D) and any M ≥ 1. Then, applying Lemmas 3.4 and 3.5, we prove
the following result.

Proposition 3.6. Let α be an algebraic number with 0 < α ≤ 1. Then there exists

an absolute constant c > 0 such that

1

T

∫ T

0
d(ζ(s + iτ, α), ZN (s+ iτ, α)) dτ ≪ exp

(
−c
√

logN
)
+
N(logN)3

T

for any T ≥ 3 and sufficiently large N . Furthermore, we have

E [d(ζ(s,Xα), ZN (s,Xα))] ≪ exp
(
−c
√

logN
)

for sufficiently large N . Here, the implied constants depend only on α.

Proof. Let M be a positive integer chosen later. By (3.8), we have

1

T

∫ T

0
d(ζ(s+ iτ, α), ZN (s+ iτ, α)) dτ(3.9)

≤ 1

T

∫ T

0
sup

s∈KM

|ζ(s+ iτ, α)− ZN (s+ iτ, α)| dτ + 2−M .

Let s ∈ KM and τ ∈ R. Then Cauchy’s integral formula is available to obtain

ζ(s+ iτ, α)− ZN (s+ iτ, α) =
1

2πi

∮

∂KM+1

ζ(z + iτ, α) − ZN (z + iτ, α)

z − s
dz.
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By the definition of {Kν}, we see that |z − s| ≥ (5M(M + 1))−1 for any s ∈ KM

and any z ∈ ∂KM+1. Therefore we obtain

sup
s∈KM

|ζ(s+ iτ, α)− ZN (s+ iτ, α)|(3.10)

≤ 5

2π
M(M + 1)

∮

∂KM+1

|ζ(z + iτ, α)− ZN (z + iτ, α)| |dz|.

For any z ∈ ∂KM+1, we have 1/2 < Re(z + iτ) < 1. Then, we apply Lemma 3.4 to
derive the estimate

|ζ(z + iτ, α)− ZN (z + iτ, α)|

≤ 1

2π

∫ −δ+i∞

−δ−i∞
|ζ(z + w + iτ, α)||φ̂(w)|NRe(w) |dw|+ |φ̂(1− (z + iτ))|N1−Re(z)

≪ N−δ

∫ −δ+i∞

−δ−i∞
|ζ(z + w + iτ, α)||φ̂(w)| |dw| +N1/2|φ̂(1− z − iτ)|

for any z ∈ ∂KM+1, where δ satisfies 0 < δ < Re(z) − 1/2. Inserting this estimate
to (3.10), we obtain

sup
s∈KM

|ζ(s+ iτ, α) − ZN (s+ iτ, α)|

≪M2N−δ

∮

∂KM+1

∫ −δ+i∞

−δ−i∞
|ζ(z + w + iτ, α)||φ̂(w)| |dw||dz|

+M2N

∮

∂KM+1

|φ̂(1− z − iτ)| |dz|.

Using (3.9) and changing the orders of integrals, we arrive at

1

T

∫ T

0
d(ζ(s+ iτ, α), ZN (s + iτ, α)) dτ(3.11)

≪M2N−δ

∮

∂KM+1

∫ −δ+i∞

−δ−i∞

(
1

T

∫ T

0
|ζ(z + w + iτ, α)| dτ

)
|φ̂(w)| |dw||dz|

+M2N

∮

∂KM+1

(
1

T

∫ T

0
|φ̂(1− z − iτ)| dτ

)
|dz|+ 2−M .

Let z ∈ ∂KM+1, and put δ = (10(M +1))−1 so that 0 < δ < Re(z)−1/2 is satisfied.
Furthermore, we have 1/2 + (10(M +1))−1 ≤ Re(z +w) ≤ 1− (5(M +1))−1 on the
line Re(w) = −δ. By Lemma 3.5, we obtain

1

T

∫ T

0
|ζ(z + w + iτ, α)| dτ ≪M

(
1 +

| Im(z + w)|
T

)
(3.12)

≪M2(| Im(w)| + 1)

for any T ≥ 3, where the implied constant depends only on α. On the other hand,
we have 0 ≤ Re(1 − z − iτ) ≤ 1/2. Furthermore, | Im(1 − z − iτ)| ≥ τ/2 ≥ 1 is

satisfied if τ ∈ [2(M +1), T ]. Hence we deduce from (3.1) that |φ̂(1− z− iτ)| ≪ τ−2

for any τ ∈ [2(M+1), T ], where the implied constant is absolute. Hence the integral
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of |φ̂(1− z − iτ)| is evaluated as

1

T

∫ T

0
|φ̂(1− z − iτ)| dτ ≪ 1

T

∫ T

2(M+1)
τ−2 dτ +

1

T

∫ 2(M+1)

0
|φ̂(1− z − iτ)| dτ

≤ 1

T
+

2(M + 1)

T
sup

0≤τ≤2(M+1)
|φ̂(1− z − iτ)|

for any T ≥ 2(M + 1). Note that the same estimate is valid even if T < 2(M + 1),
since we have

1

T

∫ T

0
|φ̂(1− z − iτ)| dτ ≤ 2(M + 1)

T
sup

0≤τ≤2(M+1)
|φ̂(1− z − iτ)|

for any T < 2(M + 1). By the definition of the Mellin transform, we have

|φ̂(1− z − iτ)| ≤
∫ ∞

0
φ(x)x1−Re(z) dx

x

≤
∫ ∞

1
φ(x)x1/2

dx

x
+

∫ 1

0
φ(x)x1/(5(M+1)) dx

x

≤ φ̂

(
1

2

)
+ φ̂

(
1

5(M + 1)

)

for any z ∈ ∂KM+1 and τ ∈ R. Since φ̂(w) has a simple pole at w = 0, we obtain

that φ̂(1/(5(M + 1))) ≪ M . Hence |φ̂(1 − z − iτ)| ≪ M follows. From the above,
we arrive at

1

T

∫ T

0
|φ̂(1− z − iτ)| dτ ≪ M2

T
(3.13)

for any T ≥ 3, where the implied constant is absolute. Inserting (3.12) and (3.13)
to (3.11), we deduce that

1

T

∫ T

0
d(ζ(s+ iτ, α), ZN (s+ iτ, α)) dτ

≪M4N−δ

∮

∂KM+1

|dz|
∫ −δ+i∞

−δ−i∞
(| Im(w)| + 1)|φ̂(w)| |dw|

+
M4N

T

∮

∂KM+1

|dz|+ 2−M

≪M5N−δ

∫ −δ+i∞

−δ−i∞
(| Im(w)| + 1)|φ̂(w)| |dw| + M5N

T
+ 2−M ,

where the last line is derived from
∮
∂KM+1

|dz| ≪M . Recall that δ = (10(M+1))−1.

Hence we have −1/2 ≤ −δ ≤ 0. Applying (3.1) with k = 3, we obtain
∫ −δ+i∞

−δ−i∞
(| Im(w)|+ 1)|φ̂(w)| |dw| ≪

∫

|v|≥1
|v|−2 dv +

∫

|v|≤1
|φ̂(−δ + iv)| dv

≪M

since φ̂(−δ + iv) ≪ M for any |v| ≤ 1, which follows from the fact that φ̂(w) has a
simple pole at w = 0. Here, we choose the positive integer M as M = ⌊

√
logN⌋ for
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N ≥ 3. We finally obtain

1

T

∫ T

0
d(ζ(s + iτ, α), ZN (s+ iτ, α)) dτ ≪M6N−δ +

M5N

T
+ 2−M

≪ exp
(
−c
√

logN
)
+
N(logN)3

T

for sufficiently large N , where c is an absolute constant. Then, we prove the second
part of the proposition. In a similar way that we derive (3.11), we also obtain

E [d(ζ(s,Xα), ZN (s,Xα))]

≪M2N−δ

∮

∂KM+1

∫ −δ+i∞

−δ−i∞
E [|ζ(s,Xα)|] |φ̂(w)| |dw| |dz| + 2−M

by noting the disappearance of the term φ̂(1− s)N1−s in the formula for ζ(s,Xα) of
Lemma 3.4. Applying Lemma 3.5, we have

E [d(ζ(s,Xα), ZN (s,Xα))] ≪M3N−δ

∮

∂KM+1

|dz|
∫ −δ+i∞

−δ−i∞
|φ̂(w)| |dw| + 2−M

≪M5N−δ + 2−M

≪ exp
(
−c
√

logN
)

for sufficiently large N . From the above, we obtain the conclusion. �

3.3. Proof of Theorem 3.1. Let S be a metric space with distance d. We say
that F : S → C is a Lipschitz function if there exists a constant L > 0 such that

|F (x)− F (y)| ≤ Ld(x, y)

for any x, y ∈ S. The constant L is called a Lipschitz constant for F . By definition,
we know that any Lipschitz function is continuous. Denote by B(S) the Borel algebra
of S with the topology induced from d.

Lemma 3.7 (Portmanteau theorem). Let {Pn} be a sequence of probability measures

on (S,B(S)). Let Q be a probability measure on (S,B(S)). Then the followings are

equivalent.

(i) Pn converges weakly to Q as n→ ∞.

(ii) For any bounded Lipschitz function F : S → C, we have

lim
n→∞

∫

S
F dPn =

∫

S
F dQ.

(iii) For any open set A of S, we have

lim inf
n→∞

Pn(A) ≥ Q(A).

Proof. See [13, Theorem 13.16] for a proof. �
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From the above preparations, we finally prove Theorem 3.1. By the definitions of
Pα,T and Qα, the integrals with respect to these probability measures are

∫

H(D)
F dPα,T =

1

T

∫ T

0
F (ζ(s+ iτ, α)) dτ,

∫

H(D)
F dQα = E [F (ζ(s,Xα))]

for any measurable function F : H(D) → C.

Proof of Theorem 3.1. Let F : H(D) → C be a bounded Lipschitz function with a
Lipschitz constant L. Then we derive by Proposition 3.6 that

∣∣∣∣
1

T

∫ T

0
F (ζ(s+ iτ, α)) dτ − 1

T

∫ T

0
F (ZN (s+ iτ, α)) dτ

∣∣∣∣(3.14)

≤ L
T

∫ T

0
d(ζ(s + iτ, α), ZN (s+ iτ, α)) dτ

≤ Lα

{
exp

(
−c
√

logN
)
+
N(logN)3

T

}

for any T ≥ 3 and sufficiently large N , where Lα > 0 is a constant depending only
on α. Analogously, we obtain∣∣∣E [F (ζ(s,Xα))]−E [F (ZN (s,Xα))]

∣∣∣ ≤ Lα exp
(
−c
√

logN
)

(3.15)

for sufficiently large N . Since the function φ is compactly supported, there exists
an integer k = k(α,N) ≥ 1 such that φ((n + α)/N) = 0 for any integer n ≥ k. Let
ψN : T k → H(D) be a continuous map defined as

ψN (γ) =

k−1∑

n=0

γn
(n+ α)s

φ

(
n+ α

N

)

for γ = (γ0, . . . , γk−1) ∈ T k. Let µα,T and να denote the probability measures on

(T k,B(T k)) as in Proposition 3.3, where we put nj = j − 1 for j = 1, . . . , k. Then
we obtain

1

T

∫ T

0
F (ZN (s+ iτ, α)) dτ =

∫

T k

(F ◦ ψN ) dµα,T ,

E [F (ZN (s,Xα))] =

∫

T k

(F ◦ ψN ) dνα.

Note that F ◦ ψN is a bounded continuous function on T k for any N ≥ 1. Hence,
we derive the limit formula

lim
T→∞

1

T

∫ T

0
F (ZN (s+ iτ, α)) dτ = E [F (ZN (s,Xα))](3.16)

for any N ≥ 1 by Proposition 3.3. Let ǫ be any positive real number. By (3.14) and
(3.15), there exists an integer N0 = N0(ǫ, α) ≥ 3 such that

∣∣∣∣
1

T

∫ T

0
F (ζ(s+ iτ, α)) dτ − 1

T

∫ T

0
F (ZN0(s+ iτ, α)) dτ

∣∣∣∣ <
ǫ

3
,

∣∣∣E [F (ζ(s,Xα))]−E [F (ZN0(s,Xα))]
∣∣∣ < ǫ

3
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for any T ≥ T1 := (6/ǫ)LαN0(logN0)
3. Furthermore, we derive by (3.16) that there

exists a real number T2 = T2(ǫ, α) ≥ 3 such that
∣∣∣∣
1

T

∫ T

0
F (ZN0(s + iτ, α)) dτ −E [F (ZN0(s,Xα))]

∣∣∣∣ <
ǫ

3

for any T ≥ T2. As a result, we have
∣∣∣∣
1

T

∫ T

0
F (ζ(s+ iτ, α)) dτ −E [F (ζ(s,Xα))]

∣∣∣∣ < ǫ

for any T ≥ max{T1, T2}. By Lemma 3.7, the proof is completed. �

4. Covering theorem for the space A2(U)

Let U be a bounded domain with U ⊂ D. Define the inner product and norm as

〈f, g〉 =
∫∫

U
f(s)g(s) dσdt and ‖f‖ =

√
〈f, f〉

for measurable functions f, g : U → C. The Bergman space A2(U) is defined as the
space of all analytic functions f : U → C such that ‖f‖ < ∞. Then it is a complex
Hilbert space with the inner product described above. Throughout this section, we
suppose that the boundary ∂U is a Jordan curve. Then the subspace

P =
{
a0 + a1s+ · · ·+ aNs

N
∣∣ ak ∈ C for 0 ≤ k ≤ N with N ≥ 0

}
(4.1)

is dense in A2(U). See [6] for a proof. Let X be any subset of A2(U). For every

ǫ > 0, we denote by X(ǫ) the ǫ-neighborhood of X defined as

X(ǫ) =
{
f ∈ A2(U)

∣∣ ∃g ∈ X such that ‖f − g‖ < ǫ
}
.

Furthermore, we define

Γ(α,N) =

{
N∑

n=0

γn
(n+ α)s

∣∣∣∣∣ |γn| = 1 for 0 ≤ n ≤ N

}

for 0 < α ≤ 1 and N ≥ 0. In this section, we prove the following covering theorem
for the space A2(U).

Theorem 4.1. Let 0 < c < 1. Then, for every ǫ > 0, there exists a positive real

number ρ such that

A2(U) =
⋃

N0≥0

⋂

N>N0

⋂

α∈Aρ(c)

Γ(α,N)(ǫ),

where ρ depends only on c, ǫ, U .

4.1. Preliminary lemmas. Let H be a complex Hilbert space. Recall that any
continuous linear functional f : H → C is represented as f(x) = 〈x, y〉 with some
y ∈ H by the Riesz representation theorem. We say that a subset K ⊂ H is convex
if tx+ (1− t)y ∈ K for any x, y ∈ K and any 0 ≤ t ≤ 1.

Lemma 4.2. Let H be a complex Hilbert space. Let K be any closed convex subset

of H, and suppose x ∈ H \K. Then there exist an element y ∈ H and a constant

η ∈ R such that

Re 〈z, y〉 ≤ η < Re 〈x, y〉
for all z ∈ K.
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Proof. This is a special case of the Hahn–Banach separation theorem, which holds
for every locally convex vector space. See [5, Theorem 8.73] for a proof. �

For a subspace L of H, we denote by L⊥ the orthogonal complement, that is,

L⊥ = {x ∈ H | ∀y ∈ L, 〈x, y〉 = 0}.
If L is a closed subspace, then every element x ∈ H has a unique representation
x = y + z such that y ∈ L and z ∈ L⊥. Thus we obtain H = L⊕ L⊥.

Lemma 4.3. Let H be a complex Hilbert space. Then a subspace L is dense in H
if and only if L⊥ = {0}.
Proof. Note that M = L is a closed subspace of H. Then the result follows from
the decomposition H =M ⊕M⊥. �

Lemma 4.4. Let H be a complex Hilbert space, and take x1, . . . , xn ∈ H arbitrarily.

Let β1, . . . , βn be complex numbers with |βj | ≤ 1 for 1 ≤ j ≤ n. Then we have
∥∥∥∥∥∥

n∑

j=1

βjxj −
n∑

j=1

γjxj

∥∥∥∥∥∥

2

≤ 4
n∑

j=1

‖xj‖2

with some complex numbers γ1, . . . , γn with |γj| = 1 for 1 ≤ j ≤ n.

Proof. See [16, Lemma 6.1.15] for a proof. �

Let F (z) be an entire function. We say that F (z) is of exponential type if

lim sup
r→∞

log |F (reiθ)|
r

<∞

uniformly in θ ∈ R. The following lemmas are also used to prove Theorem 4.1.

Lemma 4.5. Let F (z) be an entire function of exponential type. Let {λm} be a

sequence of complex numbers. If there exist positive real numbers α, β, δ such that

(a) lim sup
y→∞

log |F (±iy)|
y

≤ α,

(b) |λm − λn| ≥ δ|m− n|,
(c) lim

m→∞

λm
m

= β,

(d) αβ < π,

then we have

lim sup
m→∞

log |F (λm)|
|λm| = lim sup

r→∞

log |F (r)|
r

.

Proof. See [16, Theorem 6.4.12] for a proof. �

Lemma 4.6. Let µ be a comple measure on (C,B(C)) whose support is compact and

contained in the half-plane σ > σ0. If the function F (z) defined by

F (z) =

∫

C

ezs dµ(s)

for z ∈ C does not vanish everywhere, then we have

lim sup
r→∞

log |F (r)|
r

> σ0.

Proof. See [16, Lemma 6.4.10] for a proof. �
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4.2. Proof of Theorem 4.1. Before proving Theorem 4.1, we show two auxiliary
results by applying the lemmas in Section 4.1. The first result is a denseness result
for the space A2(U). Note that a similar result is also used in Bagchi’s method for
the proof of universality in [1].

Proposition 4.7. Let 0 < c < 1. Then the set

B(c,M) =





∑

M<n≤N

βn
(n+ c)s

∣∣∣∣∣∣
|βn| ≤ 1 for M < n ≤ N with N ≥M + 1





is dense in A2(U) for any M ≥ 0.

Proof. Suppose B(c,M) 6= A2(U) for some M ≥ 0. Then we can take a function f

in A2(U) such that f /∈ B(c,M). By definition, the set B(c,M) is convex. Thus the

closure B(c,M) is also a convex subset, which is closed in A2(U). By Lemma 4.2,
there exist a function g ∈ A2(U) and a constant η ∈ R such that

Re 〈h, g〉 ≤ η < Re 〈f, g〉(4.2)

for all h ∈ B(c,M). Put

hN (s) =
∑

M<n≤N

| 〈(n+ c)−s, g(s)〉 |
〈(n+ c)−s, g(s)〉

1

(n+ c)s

for N ≥M + 1. It is obviously an element of the set B(c,M). By (4.2), we have

Re 〈hN , g〉 =
∑

M<n≤N

∣∣〈(n + c)−s, g(s)
〉∣∣ < Re 〈f, g〉

for any N ≥M + 1. Therefore, we find that
∞∑

n=0

∣∣〈(n + c)−s, g(s)
〉∣∣ <∞(4.3)

must be satisfied. Using the function g, we define Fg(z) = 〈e−zs, g(s)〉 for z ∈ C.

Put α = max{|s| | s ∈ U}. Then the Cauchy–Schwarz inequality yields that

|Fg(re
iθ)| ≤

{∫

U
| exp(−reiθs)|2 dσdt

}1/2{∫

U
|g(s)|2 dσdt

}1/2

(4.4)

≪ exp(αr)

uniformly in θ ∈ R. Hence Fg(z) is an entire function of exponential type. Further-
more, it does not vanish everywhere. Indeed, if Fg(z) = 0 for any z ∈ C, then

Fg(0) = 〈1, g(s)〉 = 0 and
dk

dzk
Fg(z)

∣∣∣∣
z=0

= (−1)k〈sk, g(s)〉 = 0

would hold for all k ≥ 1. These imply that g ∈ P⊥, where P is the subspace of
A2(U) as in (4.1). However, since P is dense in A2(U), we get g = 0 by Lemma 4.3.
This contradicts inequality (4.2). Then, we prove

lim sup
r→∞

log |Fg(r)|
r

≤ −1(4.5)

by applying Lemma 4.5. We put β = π/(2α) so that condition (d) of Lemma 4.5
is satisfied. By (4.4), we see that condition (a) is also satisfied. Define Aβ as the
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set of all integers m ≥ 1 such that |Fg(r)| < e−r holds with some r ∈ R satisfying
mβ < r < (m+ 1/2)β. Let

Cβ(m) =

{
n ∈ Z≥0

∣∣∣∣ mβ < log(n+ c) <

(
m+

1

2

)
β

}

for m ≥ 1. By the definitions of Aβ and Cβ(m), we have

∞∑

n=0

|Fg(log(n+ c))| ≥
∑

m/∈Aβ

∑

n∈Cβ(m)

|Fg(log(n+ c))| ≥
∑

m/∈Aβ

∑

n∈Cβ(m)

1

n+ c
.

Furthermore, the series of the left-hand side is finite by (4.3), and therefore,

∑

m/∈Aβ

∑

n∈Cβ(m)

1

n+ c
<∞.(4.6)

If m is sufficiently large, then the inner sum is evaluated as

∑

n∈Cβ(m)

1

n+ c
≥

∑

emβ<n<e(m+1/2)β−1

1

n+ 1
=
β

2
+ o(1)(4.7)

by the well-known formula
∑

n≤x 1/n = log x+ γ + o(1) as x → ∞. Here, γ is the

Euler constant. By (4.6) and (4.7), we find that the complement of Aβ must be a
finite set. Denote by am the m-th integer in the set Aβ. Then we have am/m → 1
as m→ ∞. By the definition of Aβ, there exists λm ∈ R for any m ≥ 1 such that

|Fg(λm)| < e−λm and amβ < λm <

(
am +

1

2

)
β.

Hence λm satisfies condition (c) of Lemma 4.5. Furthermore, condition (b) holds
with δ = β/2 since

|λm − λn| > (am − an)β − β

2
≥ (m− n)β − β

2
≥ β

2
(m− n)

for any m > n. As a result, we deduce from Lemma 4.5 that

lim sup
r→∞

log |Fg(r)|
r

= lim sup
m→∞

log |Fg(λm)|
|λm| .

Then we finally obtain (4.5), since |Fg(λm)| < e−λm holds for any m ≥ 1. On the
other hand, the function Fg(z) is represented as

Fg(z) =

∫

C

ezs dµg(s),

where dµg(s) = 1U (−s)g(−s)dσdt. Note that µg is a complex measure on (C,B(C))
which is supported on −U = {−s | s ∈ U}. The assumption U ⊂ D implies that
−U is contained in the half-plane σ > −1 . Hence Lemma 4.6 yields

lim sup
r→∞

log |Fg(r)|
r

> −1,(4.8)

and we obtain contradiction by (4.5) and (4.8). As a result, B(c,M) = A2(U) holds
for any M ≥ 0, that is, the set B(c,M) is dense in A2(U) for any M ≥ 0. �
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The second result ensures that we can approximate an element in Γ(α,N) by an
element in Γ(c,N) uniformly for α ∈ Aρ(c) if ρ is sufficiently small. The condition
|α− c| ≤ ρ in the definition of Aρ(c) is required here.

Proposition 4.8. Let 0 < c < 1. Then, for every ǫ > 0, there exists a positive real

number ρ such that

sup
α∈Aρ(c)

∥∥∥∥∥

N∑

n=0

γn
(n+ α)s

−
N∑

n=0

γn
(n+ c)s

∥∥∥∥∥ < ǫ

for any N ≥ 0 if |γn| = 1 for 0 ≤ n ≤ N , where ρ depends only on c, ǫ, U .

Proof. First, we have
∥∥∥∥∥

N∑

n=0

γn
(n+ α)s

−
N∑

n=0

γn
(n+ c)s

∥∥∥∥∥ ≤
N∑

n=0

∥∥(n+ α)−s − (n+ c)−s
∥∥(4.9)

=
N∑

n=0

∥∥∥∥
∫ α

c
(−s)(n+ u)−s−1 du

∥∥∥∥

since |γn| = 1 for 0 ≤ n ≤ N . Recall that |α − c| ≤ ρ is valid for any α ∈ Aρ(c).
Hence the inequality

∣∣∣∣
∫ α

c
(−s)(n+ u)−s−1 du

∣∣∣∣ ≤ ρ|s| sup
u∈(c−ρ,c+ρ)

∣∣(n+ u)−s−1
∣∣

holds for any α ∈ Aρ(c). Assume that ρ satisfies 0 < ρ ≤ min{c, 1 − c}/2. Then we
obtain ∣∣∣∣

∫ α

c
(−s)(n+ u)−s−1 du

∣∣∣∣ ≤ ρ|s|(n+ c/2)−3/2

for any α ∈ Aρ(c) and any s ∈ U . Inserting this inequality to (4.9), we deduce
∥∥∥∥∥

N∑

n=0

γn
(n + α)s

−
N∑

n=0

γn
(n+ c)s

∥∥∥∥∥ ≤ ρ
√
K

N∑

n=0

(n+ c/2)−3/2 ≤ ρ
√
Kζ(3/2, c/2),

where K =
∫∫

U |s|2 dσdt is a positive constant determined only by U . Hence, if we

assume further that ρ satisfies 0 < ρ < ǫ{
√
Kζ(3/2, c/2)}−1 , then we have

∥∥∥∥∥

N∑

n=0

γn
(n+ α)s

−
N∑

n=0

γn
(n + c)s

∥∥∥∥∥ < ǫ

for any α ∈ Aρ(c) and any N ≥ 0. This is the desired result. �

Proof of Theorem 4.1. Let 0 < c < 1 and f ∈ A2(U). Let M be a positive integer
chosen later. Then the function

g(s) = f(s)−
M∑

n=0

1

(n+ c)s

belongs to the space A2(U). Thus Proposition 4.7 yields g ∈ B(c,M), that is, there
exists an element h ∈ B(c,M) with ‖g − h‖ < ǫ/3 for every ǫ > 0. Hence, by the
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definition of B(c,M), there exists an integer N0 ≥M + 1 such that
∥∥∥∥∥∥

(
f(s)−

M∑

n=0

1

(n+ c)s

)
−

∑

M<n≤N0

βn
(n+ c)s

∥∥∥∥∥∥
<
ǫ

3

with some |βn| ≤ 1 for M < n ≤ N0. Note that the integer N0 depends only on
c, ǫ, f, U , and M . Put βn = 0 for N0 < n ≤ N with any integer N > N0. Then we
obtain the inequality

∥∥∥∥∥∥
f(s)−

M∑

n=0

1

(n+ c)s
−

∑

M<n≤N

βn
(n+ c)s

∥∥∥∥∥∥
<
ǫ

3
.(4.10)

We also deduce from Lemma 4.4 that
∥∥∥∥∥∥

∑

M<n≤N

βn
(n+ c)s

−
∑

M<n≤N

γn
(n+ c)s

∥∥∥∥∥∥

2

≤ 4
∑

M<n≤N

∥∥(n+ c)−s
∥∥2

with some |γn| = 1 for M < n ≤ N . The sum of the right-hand side is estimated as

∑

M<n≤N

∥∥(n+ c)−s
∥∥2 ≤

∑

M<n≤N

L(n+ c)−2σ0 ≤ L

2σ0 − 1
M1−2σ0 ,

where σ0 = min{Re(s) | s ∈ U} and L =
∫∫

U dσdt are positive constants determined
only by U . Here, we choose the integer M =M(ǫ, U) so that

L

2σ0 − 1
M1−2σ0 <

ǫ2

36

is satisfied. Then we derive∥∥∥∥∥∥

∑

M<n≤N

βn
(n+ c)s

−
∑

M<n≤N

γn
(n+ c)s

∥∥∥∥∥∥
≤ 2

(
L

2σ0 − 1
M1−2σ0

)1/2

<
ǫ

3
.(4.11)

Lastly, by Proposition 4.8, there exists a positive real number ρ depending only on
c, ǫ, U such that

sup
α∈Aρ(c)

∥∥∥∥∥

N∑

n=0

γn
(n + α)s

−
N∑

n=0

γn
(n+ c)s

∥∥∥∥∥ <
ǫ

3
,(4.12)

where we put γn = 1 for 0 ≤ n ≤M . Combining (4.10), (4.11), and (4.12), we arrive
at the inequality

∥∥∥∥∥f(s)−
N∑

n=0

γn
(n+ α)s

∥∥∥∥∥ < ǫ

for any N > N0 and any α ∈ Aρ(c). In other words, we obtain that

f ∈
⋃

N0≥0

⋂

N>N0

⋂

α∈Aρ(c)

Γ(α,N)(ǫ).

Therefore the desired result follows. �



NEW DEVELOPMENTS TOWARD THE GONEK CONJECTURE 27

4.3. Support of the random Dirichlet polynomial ζN (s,Yα). For any function
f ∈ H(D), the restriction of f to U is an element of A2(U). Then we regard the
random Dirichlet polynomial ζN (s,Yα) defined in Section 2 as a random element
valued on A2(U). The following result is a simple consequence of Theorem 4.1.

Corollary 4.9. Let 0 < c < 1 and f ∈ A2(U). Then, for every ǫ > 0, there exist a

positive real number ρ and an integer N0 ≥ 0 such that

P (‖ζN (s,Yα)− f(s)‖ < ǫ) > 0

for any N > N0 and any α ∈ Aρ(c), where ρ and N0 depend only on c, ǫ, f, U .

Proof. Recall that the random variables Yα(n1), . . . ,Yα(nk) are independent for any
distinct integers n1, . . . , nk ≥ 0. Indeed, we derive by Fubini’s theorem that

E[φ1(Yα(n1)) · · · φk(Yα(nk))]

=

∫

Ω2

k∏

j=1

φj(Yα(nj)) dP2 =

k∏

j=1

∫

S1

φj(ωnj) dm(ωnj ) =

k∏

j=1

E[φj(Yα(nj))]

for any measurable functions φ1, . . . , φk on S1. Hence, the support of ζN (s,Yα) is
calculated as

supp ζN (s,Yα) =

N∑

n=0

supp

(
Yα(n)

(n+ α)s

)

by [15, Proposition B.10.8], where
∑N

n=0 Sn denotes the set of all points x0+ · · ·+xN
with xn ∈ Sn for 0 ≤ n ≤ N . We have

supp

(
Yα(n)

(n+ α)s

)
=

{
γn

(n+ α)s

∣∣∣∣ |γn| = 1

}

for any 0 ≤ n ≤ N . Therefore, by the definition of the set Γ(α,N), we derive

that supp ζN (s,Yα) = Γ(α,N). We see that Γ(α,N) is closed in the space A2(U).

Indeed, the continuous map ψ :
∏N

n=0 S
1 → A2(U) defined as

(γ0, . . . , γN ) 7→
N∑

n=0

γn
(n+ α)s

is a closed map since
∏N

n=0 S
1 is compact and A2(U) is Hausdorff. Hence

supp ζN (s,Yα) = Γ(α,N)(4.13)

follows. Let 0 < c < 1 and f ∈ A2(U). By Theorem 4.1, there exist a positive

real number ρ and an integer N0 ≥ 0 such that f ∈ Γ(α,N)(ǫ/2) for any N > N0

and any α ∈ Aρ(c). Here, ρ and N0 depend at most on c, ǫ, f, U . Then, by (4.13),
there exists an element g ∈ supp ζN (s,Yα) such that ‖f − g‖ < ǫ/2. Note that the
condition g ∈ supp ζN (s,Yα) implies

P
(
‖ζN (s,Yα)− g(s)‖ < ǫ

2

)
> 0.

Therefore, we obtain

P (‖ζN (s,Yα)− f(s)‖ < ǫ) ≥ P
(
‖ζN (s,Yα)− g(s)‖ < ǫ

2

)
> 0,

and the proof is completed. �
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5. Proof of the main result

Let K be a compact subset of the strip D with connected complement. Then
there exists a bounded domain U such that K ⊂ U and U ⊂ D, whose boundary
∂U is a Jordan curve. In the following, we fix such a domain U , and put

σ0 = min{Re(s) | s ∈ U}.
Then we have 1/2 < σ0 < 1. Let ω0 ∈ Ω be any sample. Denote by θn ∈ [0, 2π) the
argument of the value Yα(n)(ω0) ∈ S1 for 0 ≤ n ≤ N . Define the event Ω0 as

Ω0 = Ω0(δ;N,α, ω0)(5.1)

= {ω ∈ Ω | Xα(n)(ω) ∈ A(θn − πδ, θn + πδ) for 0 ≤ n ≤ N}

for 0 < δ < 1, where A(s, t) is the arc of S1 as in (2.7). For any C-valued random
variable X defined on the probability space (Ω,F ,P), we define

EΩ0 [X ] =

∫

Ω0

X dP.

Before proceeding to the proof of Theorem 1.4, we study the conditional square
mean value EΩ0

[
‖ζ(s,Xα)− ζN (s,Xα)‖2

]
for α ∈ A \ E , where E is a certain finite

subset chosen suitably.

5.1. Results on the Beurling–Selberg functions. Let 1(s,t) denote the indicator
function of an open interval (s, t) ⊂ R. The Beurling–Selberg functions present a
nice approximation of 1(s,t). Here, we collect several results used later. See [28] for
the details of proofs. First, we define the functions H(z) and K(z) as

H(z) =

(
sinπz

π

)2
{

∞∑

m=−∞

sgn(m)

(z −m)2
+

2

z

}
and K(z) =

(
sinπz

πz

)2

for z ∈ C. They are entire functions of exponential type such that

lim sup
r→∞

log |H(reiθ)|
r

≤ 2π, lim sup
r→∞

log |K(reiθ)|
r

≤ 2π

uniformly in θ ∈ R. It is known that the inequalities

| sgn(x)−H(x)| ≤ K(x) and |H(x)| ≤ 1(5.2)

hold for any x ∈ R. Let s, t,∆ ∈ R with s < t and ∆ > 1. Then we define

Us,t(z,∆) =
1

2

{
H

(
∆

2π
(z − s)

)
+H

(
∆

2π
(t− z)

)}
,

Ks,t(z,∆) =
1

2

{
K

(
∆

2π
(z − s)

)
+K

(
∆

2π
(t− z)

)}

for z ∈ C. We deduce from (5.2) the inequality

|1(s,t)(x)− Us,t(x,∆)| ≤ Ks,t(x,∆)(5.3)

for any x ∈ R. Define the Fourier transforms Ũs,t(ξ,∆) and K̃s,t(ξ,∆) as

Ũs,t(ξ,∆) =

∫

R

Us,t(x,∆)e−ixξ dx, K̃s,t(ξ,∆) =

∫

R

Ks,t(x,∆)e−ixξ dx
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for ξ ∈ R. The Paley–Wiener theorem [25, Theorem 19.3] yields that Ũs,t(ξ,∆) =

K̃s,t(ξ,∆) = 0 for any |ξ| > ∆ since Us,t(z,∆) and Ks,t(z,∆) are entire functions of
exponential type such that

lim sup
r→∞

log |Us,t(re
iθ,∆)|

r
≤ ∆, lim sup

r→∞

log |Ks,t(re
iθ,∆)|

r
≤ ∆

uniformly in θ ∈ R. Then, we define the functions Us,t(z,∆) and Ks,t(z,∆) as

Us,t(z,∆) =
1

2π

∑

|m|≤∆

Ũs,t(m,∆)zm, Ks,t(z,∆) =
1

2π

∑

|m|≤∆

K̃s,t(m,∆)zm

for z ∈ S1. We have the Fourier series representation
∑

k∈Z

Us,t(θ + 2kπ,∆) =
1

2π

∑

m∈Z

Ũs,t(m,∆)eimθ = Us,t(e
iθ,∆),(5.4)

∑

k∈Z

Ks,t(θ + 2kπ,∆) =
1

2π

∑

m∈Z

K̃s,t(m,∆)eimθ = Ks,t(e
iθ,∆)(5.5)

for any θ ∈ R. Thus Us,t(z,∆) and Ks,t(z,∆) are real valued functions.

Lemma 5.1. Let N ≥ 0 be any integer. Let sn, tn ∈ R for 0 ≤ n ≤ N satisfying

0 < tn − sn ≤ 2π. Let ∆ > 3. Then we have
∣∣∣∣∣

N∏

n=0

1A(sn,tn)(zn)−
N∏

n=0

Usn,tn(zn,∆)

∣∣∣∣∣≪ (log∆)N+1
N∑

n=0

Ksn,tn(zn,∆)

for any (z0, . . . , zN ) ∈ ∏N
n=0 S

1, where 1A(s,t) denotes the indicator function of the

arc A(s, t) as in (2.7). Here, the implied constant is absolute.

Proof. Let 0 ≤ n ≤ N . Note that the formula

1A(sn,tn)(e
iθ) =

∑

k∈Z

1(sn,tn)(θ + 2kπ)

holds for any θ ∈ R. Hence we have
∣∣∣1A(sn,tn)(e

iθ)− Usn,tn(e
iθ,∆)

∣∣∣(5.6)

≤
∑

k∈Z

∣∣1A(sn,tn)(θ + 2kπ)− Usn,tn(θ + 2kπ,∆)
∣∣ ≤ Ksn,tn(e

iθ,∆)

by (5.3), (5.4), and (5.5). Then, we prove the desired estimate by induction on N .
Notice that (5.6) derives the result for N = 0. Furthermore, we obtain

∣∣∣∣∣

N+1∏

n=0

1A(sn,tn)(zn)−
N+1∏

n=0

Usn,tn(zn,∆)

∣∣∣∣∣

≤
N∏

n=0

1A(sn,tn)(zn) ·
∣∣∣1A(sN+1,tN+1)(zN+1)− UsN+1,tN+1

(zN+1,∆)
∣∣∣

+

∣∣∣∣∣

N∏

n=0

1A(sn,tn)(zn)−
N∏

n=0

Usn,tn(zn,∆)

∣∣∣∣∣ ·
∣∣∣UsN+1,tN+1

(zN+1,∆)
∣∣∣
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for any (z0, . . . , zN+1) ∈
∏N+1

n=0 S
1. By the inductive assumption, it yields

∣∣∣∣∣

N+1∏

n=0

1A(sn,tn)(zn)−
N+1∏

n=0

Usn,tn(zn,∆)

∣∣∣∣∣(5.7)

≪ KsN+1,tN+1
(zN+1,∆)

+ (log∆)N+1
N∑

n=0

Ksn,tn(zn,∆) ·
∣∣∣UsN+1,tN+1

(zN+1,∆)
∣∣∣.

By the definition of the function Us,t(z,∆), we see that
∣∣∣Us,t(z,∆)

∣∣∣ ≤ 1

2π

∑

|m|≤∆

∣∣∣Ũs,t(m,∆)
∣∣∣ .(5.8)

for any s, t ∈ R with 0 < t− s ≤ 2π and any z ∈ S1. For m = 0, we have

Ũs,t(0,∆) =

∫

R

Us,t(x,∆) dx ≤
∫

R

1(s,t)(x) dx +

∫

R

Ks,t(x,∆) dx

by (5.3). Here, the first integral of the right-hand side is bounded by 2π, and the
second integral is

∫

R

Ks,t(x,∆) dx =

∫

R

K

(
∆x

2π

)
dx =

2π

∆

∫

R

(
sinπx

πx

)2

dx≪ 1

∆
(5.9)

by the definition of Ks,t(x,∆). Hence we have Ũs,t(0,∆) ≪ 1 with an absolute
implied constant. For m 6= 0, we obtain

Ũs,t(m,∆) = − 1

im

∫

R

(
∂

∂x
Us,t(x,∆)

)
e−imx dx

by integrating by parts. Here, we apply the estimate H ′(x) ≪ (1 + |x|)−3 proved
in [28, Theorem 6]. By the definition of Us,t(x,∆), it yields

∂

∂x
Us,t(x,∆) ≪ ∆

(1 +∆|x− s|)3 +
∆

(1 +∆|x− t|)3

uniformly for x ∈ R. Hence we have Ũs,t(m,∆) ≪ 1/|m| with an absolute implied
constant. By (5.8), we obtain

∣∣∣Us,t(z,∆)
∣∣∣≪ 1 +

∑

0<m≤∆

1

m
≪ log∆

for any s, t ∈ R with 0 < t − s ≤ 2π and any z ∈ S1. Inserting this to (5.7), we
derive ∣∣∣∣∣

N+1∏

n=0

1A(sn,tn)(zn)−
N+1∏

n=0

Usn,tn(zn,∆)

∣∣∣∣∣

≪ KsN+1,tN+1
(zN+1,∆) + (log∆)N+2

N∑

n=0

Ksn,tn(zn,∆)

≪ (log∆)N+2
N+1∑

n=0

Ksn,tn(zn,∆).

This is the result for N + 1, and hence the proof is completed. �
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5.2. Estimate of a conditional square mean value. By the definition of the
event Ω0 as in (5.1), the indicator function 1Ω0 is represented as

1Ω0 =

N∏

n=0

1A(sn,tn)(Xα(n)),

where we put sn = θn − πδ and tn = θn + πδ. Hence Lemma 5.1 yields

1Ω0 =

N∏

n=0

Usn,tn(Xα(n),∆) +O

(
(log∆)N+1

N∑

n=0

Ksn,tn(Xα(n),∆)

)
,(5.10)

where the implied constant is absolute. Using this asymptotic formula, we prove the
following result which plays an important role in the remaining part of the proof of
Theorem 1.4.

Proposition 5.2. Let 0 < c < 1 and 0 < δ < 1/2. Let ω0 ∈ Ω be any sample. For

any L > N ≥ 1 and any ∆ > ∆0 with some absolute constant ∆0, there exists a

finite subset E ⊂ A such that

P(Ω0) = δN+1 +O

(
N(log∆)N+1

∆

)
,(5.11)

EΩ0

[
‖ζ(s,Xα)− ζN (s,Xα)‖2

]
≪ P(Ω0)N

1−2σ0 + L1−2σ0 +
NL(log∆)N+1

∆
(5.12)

for any α ∈ A \ E, where E depends only on N , L, and ∆. The implied constants

depend only on the compact subset K.

Proof. First, we evaluate the probability P(Ω0). Using (5.10), we obtain the formula

P(Ω0) = E

[
N∏

n=0

Usn,tn(Xα(n),∆)

]
(5.13)

+O

(
(log∆)N+1

N∑

n=0

E [Ksn,tn(Xα(n),∆)]

)
.

By the definition of the function Us,t(z,∆), the first term of the right-hand side is
calculated as

E

[
N∏

n=0

Usn,tn(Xα(n),∆)

]
(5.14)

=

(
1

2π

)N+1 ∑

|m0|≤∆

· · ·
∑

|mN |≤∆

N∏

n=0

Ũsn,tn(mn,∆)E

[
N∏

n=0

Xα(n)
mn

]
.

Define the set E1 as

E1 =
⋃

(m0,...,mN )∈ZN+1\{0}
∀n, |mn|≤∆

{
α ∈ A

∣∣∣∣∣

N∏

n=0

(n+ α)mn = 1

}
.

Then E1 is a finite subset of A which is determined only by N and ∆. Suppose
α ∈ A \ E1. By the definition of E1, we see that

∏N
n=0(n + α)mn 6= 1 is satisfied
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unless m0 = · · · = mN = 0 for any |mn| ≤ ∆. Hence Lemma 2.1 yields

E

[
N∏

n=0

Xα(n)
mn

]
=

{
1 if m0 = · · · = mN = 0

0 otherwise

for any |mn| ≤ ∆. Inserting this to (5.14), we derive

E

[
N∏

n=0

Usn,tn(Xα(n),∆)

]
=

(
1

2π

)N+1 N∏

n=0

Ũsn,tn(0,∆).

Then we evaluate Ũsn,tn(0,∆) for 0 ≤ n ≤ N . Note that tn − sn = 2πδ is satisfied
by the setting of sn and tn. Applying (5.3), we have

Ũsn,tn(0,∆) =

∫

R

Usn,tn(x,∆) dx

=

∫

R

1(sn,tn)(x) dx +O

(∫

R

Ksn,tn(x,∆) dx

)

= 2πδ +O

(
1

∆

)
,

where the last line follows from (5.9). As a result, we obtain

E

[
N∏

n=0

Usn,tn(Xα(n),∆)

]
=

(
1

2π

)N+1 N∏

n=0

(
2πδ +O

(
1

∆

))
(5.15)

= δN+1 +O

(
N

∆

)

for any ∆ > ∆0 with a large absolute constant ∆0. On the other hand, we have

E[Ksn,tn(Xα(n),∆)] =
1

2π

∑

|m|≤∆

K̃sn,tn(m,∆)E [Xα(n)
m] =

1

2π
K̃sn,tn(0,∆)

since Lemma 2.1 yields E [Xα(n)
m] = 0 unless m = 0. Furthermore,

K̃sn,tn(0,∆) =

∫

R

Ksn,tn(x,∆) dx≪ 1

∆

by (5.9). Thus E[Ksn,tn(Xα(n),∆)] ≪ 1/∆ follows. Then we arrive at

(log∆)N+1
N∑

n=0

E [Ksn,tn(Xα(n),∆)] ≪ N(log∆)N+1

∆
.(5.16)

Combining (5.13), (5.15), and (5.16), we see that (5.11) holds for any α ∈ A \ E1.
Next, we consider the conditional square mean value of (5.12). We divide it into

the following two expected values:

EΩ0

[
‖ζ(s,Xα)− ζN (s,Xα)‖2

]
(5.17)

≤ EΩ0

[(
‖ζ(s,Xα)− ζL(s,Xα)‖+ ‖ζL(s,Xα)− ζN (s,Xα)‖

)2]

≤ 2EΩ0

[
‖ζ(s,Xα)− ζL(s,Xα)‖2

]
+ 2EΩ0

[
‖ζL(s,Xα)− ζN (s,Xα)‖2

]
.
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The first expected value is evaluated as

EΩ0

[
‖ζ(s,Xα)− ζL(s,Xα)‖2

]
= E

[
1Ω0 · ‖ζ(s,Xα)− ζL(s,Xα)‖2

]

≤ E
[
‖ζ(s,Xα)− ζL(s,Xα)‖2

]
.

Furthermore, we have

E
[
‖ζ(s,Xα)− ζL(s,Xα)‖2

]
=

∑

m,n>L

E[Xα(m)Xα(n)]
〈
(m+ α)−s, (n+ α)−s

〉

=
∑

n>L

‖(n + α)−s‖2

since E[Xα(m)Xα(n)] = 0 for m 6= n by Lemma 2.1. Then we see that

∑

n>L

‖(n + α)−s‖2 ≤
∑

n>L

M(n+ α)−2σ0 ≤ M

2σ0 − 1
L1−2σ0 ,(5.18)

where M =
∫∫

U dσdt is a positive constant determined only by K. From the above,
we deduce

EΩ0

[
‖ζ(s,Xα)− ζL(s,Xα)‖2

]
≪ L1−2σ0(5.19)

with an implied constant depending only on K. On the other hand, we obtain

EΩ0

[
‖ζL(s,Xα)− ζN (s,Xα)‖2

]
(5.20)

=
∑

N<n1,n2≤L

EΩ0 [Xα(n1)Xα(n2)]
〈
(n1 + α)−s, (n2 + α)−s

〉

= P(Ω0)
∑

N<n≤L

‖(n + α)−s‖2

+
∑

N<n1,n2≤L
n1 6=n2

EΩ0 [Xα(n1)Xα(n2)]
〈
(n1 + α)−s, (n2 + α)−s

〉
.

In a similar way that we obtain (5.18), the first term is estimated as

P(Ω0)
∑

N<n≤L

‖(n+ α)−s‖2 ≪ P(Ω0)N
1−2σ0 ,(5.21)

where the implied constant depends only on K. Let N < n1, n2 ≤ L with n1 6= n2.
By (5.10), we obtain the formula

EΩ0 [Xα(n1)Xα(n2)] = E

[
Xα(n1)Xα(n2)

N∏

n=0

Usn,tn(Xα(n),∆)

]
(5.22)

+O

(
(log∆)N+1

N∑

n=0

E [Ksn,tn(Xα(n),∆)]

)
.
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Here, the first term on the right-hand side is calculated as

E

[
Xα(n1)Xα(n2)

N∏

n=0

Usn,tn(Xα(n),∆)

]
(5.23)

=

(
1

2π

)N+1 ∑

|m0|≤∆

· · ·
∑

|mN |≤∆

×
N∏

n=0

Ũsn,tn(mn,∆)E

[
Xα(n1)Xα(n2)

N∏

n=0

Xα(n)
mn

]
.

Define the set E2 as

E2 =
⋃

(m0,...,mN )∈ZN+1

∀n, |mn|≤∆

⋃

N<n1,n2<L
n1 6=n2

{
α ∈ A

∣∣∣∣∣

N∏

n=0

(n+ α)mn =
n2 + α

n1 + α

}
.

Then E2 is a finite subset of A which is determined only by N , L, and ∆. Suppose
α ∈ A \ E2. By the definition of E2, we see that

(n1 + α)(n2 + α)−1
N∏

n=0

(n+ α)mn = 1

never holds for any |mn| ≤ ∆. Therefore, Lemma 2.1 yields that all expected values
appearing in (5.23) are equal to 0. Thus we find that

E

[
Xα(n1)Xα(n2)

N∏

n=0

Usn,tn(Xα(n),∆)

]
= 0.(5.24)

By (5.24) and (5.16), it is deduced from (5.22) that

EΩ0 [Xα(n1)Xα(n2)] ≪
N(log∆)N+1

∆

for any N < n1, n2 ≤ L with n1 6= n2, where the implied constant is absolute. Hence
we obtain

∑

N<n1,n2≤L
n1 6=n2

EΩ0 [Xα(n1)Xα(n2)]
〈
(n1 + α)−s, (n2 + α)−s

〉

≪ N(log∆)N+1

∆

∑

N<n1,n2≤L
n1 6=n2

∣∣〈(n1 + α)−s, (n2 + α)−s
〉∣∣ .

Furthermore, we have
∑

N<n1,n2≤L
n1 6=n2

∣∣〈(n1 + α)−s, (n2 + α)−s
〉∣∣ ≤

∑

N<n1,n2≤L

∥∥(n1 + α)−s
∥∥∥∥(n2 + α)−s

∥∥

≤


 ∑

N<n≤L

‖(n + α)−s‖




2
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by the Cauchy–Schwarz inequality. Here, the last sum is evaluated as
∑

N<n≤L

‖(n + α)−s‖ ≤
∑

N<n≤L

√
M(n+ α)−1/2 ≤ 2

√
M

√
L,

where we put M =
∫∫

U dσdt as before. Therefore we obtain

∑

N<n1,n2≤L
n1 6=n2

EΩ0 [Xα(n1)Xα(n2)]
〈
(n1 + α)−s, (n2 + α)−s

〉
≪ NL(log∆)N+1

∆
,(5.25)

where the implied constant depends only on K. By (5.21) and (5.25), it is deduced
from (5.20) that

EΩ0

[
‖ζL(s,Xα)− ζN (s,Xα)‖2

]
≪ P(Ω0)N

1−2σ0 +
NL(log∆)N+1

∆
.(5.26)

Combining (5.17), (5.19), and (5.26), we derive (5.12) for any α ∈ A \ E2. Then we
obtain the desired result by letting E = E1 ∪ E2. �

Remark 5.3. Let δ,N, α, ω0 be in Proposition 5.2. Define the event Ω′
0 ⊂ Ω as

Ω′
0 = Ω′

0(δ;N,α, ω0)

= {ω ∈ Ω | Yα(n)(ω) ∈ A(θn − πδ, θn + πδ) for any 0 ≤ n ≤ N}
as an analogue of (5.1). The probability P(Ω′

0) is calculated as

P(Ω′
0) =

N∏

n=0

P (Yα(n) ∈ A(θn − πδ, θn + πδ)) = δN+1

for any α ∈ A since Yα(0), . . . ,Yα(N) are independent. Furthermore, we have

EΩ′

0

[
‖ζ(s,Yα)− ζN (s,Yα)‖2

]
= E[1Ω′

0
] ·E

[
‖ζ(s,Yα)− ζN (s,Yα)‖2

]

≪ P(Ω′
0)N

1−2σ0

for any α ∈ A. Proposition 5.2 means that similar results are valid for all but finitely
many α ∈ A if we replace the above Yα(n) with Xα(n).

5.3. Proof of Theorem 1.4. In this section, we finally complete the proof of the
main result. The last lemma required for the proof is the Mergelyan theorem, which
is a complex analogue of the Weierstrass approximation theorem.

Lemma 5.4 (Mergelyan theorem). Let K be a compact subset of C with connected

complement. Let f be a continuous function on K which is analytic in the interior

of K. Then, for every ǫ > 0, there exists a polynomial p(s) such that

sup
s∈K

|f(s)− p(s)| < ǫ.

Proof. See [25, Theorem 20.5] for a proof. �

Proof of Theorem 1.4. Let K, f, ǫ be as in the statement of Theorem 1.4. Then we
deduce from Lemma 5.4 that

sup
s∈K

|f(s)− p(s)| < ǫ

2
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with some polynomial p(s). Remark that p(s) is obviously an element of H(D). For
any α ∈ A, we obtain

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α) − f(s)| < ǫ

}
(5.27)

≥ 1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α) − p(s)| < ǫ

2

}

= Pα,T (A),

where the subset A ⊂ H(D) is defined as

A =

{
g ∈ H(D)

∣∣∣∣ sup
s∈K

|g(s)− p(s)| < ǫ

2

}
.

Here, we check that it is an open set of H(D). Let {gn} be any sequence of functions
in H(D) \ A such that gn converges to g ∈ H(D) as n → ∞. Then gn(s) converges
uniformly on K by the definition of the topology of H(D). Thus we obtain

sup
s∈K

|g(s)− p(s)| = lim
n→∞

sup
s∈K

|gn(s)− p(s)| ≥ ǫ

2
,

which implies g /∈ A. Hence H(D) \ A is closed, and equivalently, A is open. Then
it is deduced from Theorem 3.1 and Lemma 3.7 that

lim inf
T→∞

Pα,T (A) ≥ Qα(A) = P

(
sup
s∈K

|ζ(s,Xα)− p(s)| < ǫ

2

)
.(5.28)

Let s0 ∈ K, and put R = min{|z − s| | z ∈ ∂U, s ∈ K}. Here, U is a fixed domain
such that K ⊂ U and U ⊂ D, whose boundary ∂U is a Jordan curve. Then Cauchy’s
integral formula yields that

|ζ(s0,Xα)(ω)− p(s0)| =
∣∣∣∣∣
1

2πi

∮

|z−s0|=r

ζ(z,Xα)(ω)− p(z)

z − s0
dz

∣∣∣∣∣

≤ 1

2π

∫ 2π

0

∣∣∣ζ(reiθ,Xα)(ω)− p(reiθ)
∣∣∣ dθ

for ω ∈ Ωu and 0 < r < R, where Ωu is the same as in the proof of Proposition 2.4.
Therefore, we obtain

|ζ(s0,Xα)(ω)− p(s0)| ≤
1

πR2

∫ R

0

(∫ 2π

0

∣∣∣ζ(reiθ,Xα)(ω)− p(reiθ)
∣∣∣ dθ

)
r dr

≤ 1

πR2

∫∫

U
|ζ(s,Xα)(ω)− p(s)| dσdt

≤
√
M

πR2
‖ζ(s,Xα)(ω)− p(s)‖

by the Cauchy–Schwarz inequality, where M =
∫∫

U dσdt. Hence we have

sup
s∈K

|ζ(s,Xα)(ω)− p(s)| ≤ CK‖ζ(s,Xα)(ω)− p(s)‖

with a positive constant CK depending only on K. It yields the inequality

P

(
sup
s∈K

|ζ(s,Xα)− p(s)| < ǫ

2

)
≥ P

(
‖ζ(s,Xα)− p(s)‖ < ǫ

2CK

)
.(5.29)
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Combining (5.27), (5.28), and (5.29), we derive

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α) − f(s)| < ǫ

}
(5.30)

≥ P

(
‖ζ(s,Xα)− p(s)‖ < ǫ

2CK

)

for any α ∈ A. Then, we prove that the last probability is positive if α ∈ Aρ(c) \ E ,
where ρ is as in Corollary 4.9, and E is as in Proposition 5.2. As a consequence of
Corollary 4.9, there exists a sample ω0 ∈ Ω such that

‖ζN (s,Yα)(ω0)− p(s)‖ < ǫ

8CK

for any α ∈ Aρ(c), where N > N0 is an integer chosen later. Here, we can assume
that ρ satisfies 0 < ρ ≤ min{c, 1 − c}/2. For α ∈ Aρ(c), we denote by Ω0 the event
defined as (5.1). If ω ∈ Ω0, then we have |Xα(n)(ω)− Yα(n)(ω0)| ≤ 2πδ for any
0 ≤ n ≤ N . It derives

‖ζN (s,Xα)(ω)− ζN (s,Yα)(ω0)‖ ≤
N∑

n=0

|Xα(n)(ω)− Yα(n)(ω0)| ‖(n + α)−s‖

≤
N∑

n=0

2πδ
√
M (n+ c/2)−1/2

≤ δB1

√
N

for ω ∈ Ω0, where B1 = B1(c,K) is a positive constant depending only on c and K.
Assume that δ = δ(N ; ǫ,K,B1) satisfies

0 < δ < min

{
1

B1

√
N

ǫ

8CK
,
1

2

}
.

We can choose such a δ depending only on c, ǫ,K, and N . Then, we see that the
norm ‖ζN (s,Xα)(ω)− p(s)‖ is evaluated as

‖ζN (s,Xα)(ω)− p(s)‖
≤ ‖ζN (s,Xα)(ω)− ζN (s,Yα)(ω0)‖+ ‖ζN (s,Yα)(ω0)− p(s)‖

<
ǫ

4CK

for any ω ∈ Ω0. Hence we derive the inequality

P

(
‖ζ(s,Xα)− p(s)‖ < ǫ

2CK

)
(5.31)

≥ P

(
Ω0 ∩

{
‖ζ(s,Xα)− ζN (s,Xα)‖ <

ǫ

4CK

})

= P(Ω0)−P

(
Ω0 ∩

{
‖ζ(s,Xα)− ζN (s,Xα)‖ ≥ ǫ

4CK

})
.
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By Chebyshev’s inequality and Proposition 5.2, we have

P

(
Ω0 ∩

{
‖ζ(s,Xα)− ζN (s,Xα)‖ ≥ ǫ

4CK

})
(5.32)

≤
(
4CK

ǫ

)2

EΩ0

[
‖ζ(s,Xα)− ζN (s,Xα)‖2

]

≤ B2

{
P(Ω0)N

1−2σ0 + L1−2σ +
NL(log∆)N+1

∆

}

for any α ∈ Aρ(c) \ E , where B2 = B2(ǫ,K) is a positive constant depending only
on ǫ and K. Then it is deduced from (5.31) and (5.32) that

P

(
‖ζ(s,Xα)− p(s)‖ < ǫ

2CK

)
(5.33)

≥ (1−B2N
1−2σ0)P(Ω0)−B2L

1−2σ0 −B2
NL(log∆)N+1

∆
.

We choose the integer N = N(σ0, N0, B2) > N0 so that B2N
1−2σ0 ≤ 1/2 is satisfied.

Note that σ0 depends only on K, and that N0 of Corollary 4.9 depends only on
c, ǫ, f,K. Thus the integer N depends only on c, ǫ, f,K. Then we obtain

(1−B2N
1−2σ0)P(Ω0) ≥

1

2
P(Ω0) ≥

1

2
δN+1 −B3

N(log∆)N+1

∆

for any α ∈ Aρ(c) \ E by Proposition 5.2, where B3 = B3(K) is a positive constant
depending only on K. Furthermore, we choose L = L(δ, σ0, N,B2) > N so that

B2L
1−2σ0 <

1

4
δN+1

is satisfied. Lastly, we choose a real number ∆ = ∆(δ,N,L,B2, B3) > ∆0 so that

B2
NL(log∆)N+1

∆
+B3

N(log∆)N+1

∆
<

1

4
δN+1

is satisfied. As a result, we derive by (5.33) that

P

(
‖ζ(s,Xα)− p(s)‖ < ǫ

2CK

)
> 0(5.34)

for any α ∈ Aρ(c)\E . From the above setting, N , L, and ∆ depend only on c, ǫ, f,K,
and therefore, the finite set E is determined only by c, ǫ, f,K. By (5.30) and (5.34),
we obtain the desired result. �

6. Consequences of the main result

Let f ∈ H(D) and 1/2 < σ0 < 1. By Cauchy’s integral formula, we have

f (n)(σ0) =
n!

2πi

∮

|s−σ0|=r

f(s)

(s− σ0)n+1
ds(6.1)

for n ≥ 0, where r satisfies 0 < r < min{σ0 − 1/2, 1 − σ0}. Applying this formula,
we prove that Theorem 1.4 implies Theorem 1.5.
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Proof of Theorem 1.5. Denote by K the disc K = {s ∈ C | |s− σ0| ≤ r}, where r is
taken as r = min{σ0 − 1/2, 1 − σ0}/2. Then K is a compact subset of the strip D
with connected complement. Define the function f as

f(s) =

N∑

n=0

zn
n!

(s− σ0)
n

by using z = (z0, . . . , zN ) ∈ CN+1. Note that f (n)(σ0) = zn by definition. Therefore,
we deduce from (6.1) that

|ζ(n)(σ0 + iτ, α)− zn| =
∣∣∣∣∣
n!

2πi

∮

|s−σ0|=r

ζ(s+ iτ, α) − f(s)

(s− σ0)n+1
ds

∣∣∣∣∣

≤ n!

rn
sup
s∈K

|ζ(s+ iτ, α) − f(s)|.

For every ǫ > 0, we put

ǫ′ = ǫ ·
(
1 +

1

r
+ · · ·+ N !

rN

)−1

.

Then we see that |ζ(n)(σ0 + iτ, α) − zn| < ǫ is satisfied for any 0 ≤ n ≤ N if we
suppose sups∈K |ζ(s + iτ, α) − f(s)| < ǫ′. Since the function f is continuous on K
and analytic in the interior of K, we can apply Theorem 1.4. Hence, there exist a
positive real number ρ and a finite subset E ⊂ Aρ(c) depending on c, ǫ′, f,K such
that

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ max
0≤n≤N

|ζ(n)(σ0 + iτ, α)− zn| < ǫ

}

≥ lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α) − f(s)| < ǫ′
}
> 0

for any α ∈ Aρ(c) \ E . Recall that ǫ′, f,K are determined only by ǫ, σ0, z. Thus ρ
and E depend on c, ǫ, σ0, z, and we obtain the conclusion. �

For the proof of Theorem 1.6, we apply Rouche’s theorem [25, Theorem 10.43].
Let f, g ∈ H(D) and 1/2 < σ0 < 1. Suppose that the inequality

sup
|s−σ0|=r

|g(s)− f(s)| < inf
|s−σ0|=r

|f(s)|(6.2)

holds, where r satisfies 0 < r < min{σ0− 1/2, 1−σ0}. Then g has the same number
of zeros as that of f in the region |s− σ0| < r.

Proof of Theorem 1.6. For 1/2 < σ1 < σ2 < 1, we take the real numbers σ0 and r
as σ0 = (σ1 + σ2)/2 and r = (σ2 − σ1)/4. Then K = {s ∈ C | |s − σ0| ≤ r} is a
compact subset of the strip D with connected complement. Furthermore, we define
the function f as

f(s) = s− σ0.

Obviously, it is continuous on K and analytic in the interior of K. Therefore we can
apply Theorem 1.4. Then there exist a positive real number ρ and a finite subset
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E ⊂ Aρ(c) such that

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ]

∣∣∣∣ sup
s∈K

|ζ(s+ iτ, α)− f(s)| < r

}
> 0(6.3)

for any α ∈ Aρ(c)\E . Define S(α) as the set of all τ ∈ R≥0 such that the inequality
sups∈K |ζ(s+ iτ, α)− f(s)| < r is satisfied. Then, for any α ∈ Aρ(c) \E , there exists
a sequence {τn} of elements in S(α) such that

τn+1 ≥ τn + 2r and S(α) ⊂
∞⋃

n=1

[τn − r, τn + r]

by (6.3). Furthermore, we see that

sup
|s−σ0|=r

|ζ(s+ iτn, α)− f(s)| < r = inf
|s−σ0|=r

|f(s)|

for such τn. Hence (6.2) holds with g(s) = ζ(s+ iτn, α). By Rouche’s theorem, the
function ζ(s+ iτn, α) has exactly one zero in |s−σ0| < r, that is, ζ(s, α) has exactly
one zero in the region

Un = {s ∈ C | |s− (σ0 + iτn)| < r}
for any n ≥ 1. Note that the regions Un are distinct by τn+1 ≥ τn +2r. As a result,
we obtain

Nα(σ1, σ2, T ) ≥ n(T ) := max {n | τn + r ≤ T}(6.4)

since
⋃n(T )

n=1 Un is included in the rectangle σ1 ≤ σ ≤ σ2, 0 ≤ t ≤ T . On the other
hand, the inequality

meas(S(α) ∩ [0, T ]) ≤ meas




n(T )+1⋃

n=1

[τn − r, τn + r]


 = 2r (n(T ) + 1)(6.5)

holds since S(α)∩ [0, T ] is covered by
⋃n(T )+1

n=1 [τn−r, τn+r]. Combining (6.3), (6.4),
and (6.5), we have

Nα(σ1, σ2, T ) ≫ meas(S(α) ∩ [0, T ]) ≫ T

as T → ∞ for any α ∈ Aρ(c) \ E . Here, we recall that ρ and E depend on c, r, f,K.
Since r, f,K are determined only by σ1 and σ2, they depend on c, σ1, σ2. Therefore
the proof is completed. �
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[8] R. Garunkštis, A. Laurinčikas, K. Matsumoto, J. Steuding, and R. Steuding, Effective uni-

form approximation by the Riemann zeta-function, Publ. Mat. 54 (2010), no. 1, 209–219.
MR 2603597

[9] S. M. Gonek, Analytic properties of zeta and L-functions, ProQuest LLC, Ann Arbor, MI,
1979, Thesis (Ph.D.)–University of Michigan. MR 2628587

[10] A. Good, On the distribution of the values of Riemann’s zeta function, Acta Arith. 38

(1980/81), no. 4, 347–388. MR 621007
[11] H. Heyer, Probability measures on locally compact groups, Ergebnisse der Mathematik und ihrer

Grenzgebiete, Band 94, Springer-Verlag, Berlin-New York, 1977. MR 0501241
[12] A. A. Karatsuba and S. M. Voronin, The Riemann zeta-function, De Gruyter Expositions in

Mathematics, vol. 5, Walter de Gruyter & Co., Berlin, 1992, Translated from the Russian by
Neal Koblitz. MR 1183467

[13] A. Klenke, Probability theory—a comprehensive course, Universitext, Springer, Cham, 2020,
Third edition. MR 4201399

[14] E. Kowalski, Bagchi’s theorem for families of automorphic forms, Exploring the Riemann zeta
function, Springer, Cham, 2017, pp. 181–199. MR 3700042

[15] , An introduction to probabilistic number theory, Cambridge Studies in Advanced Math-
ematics, vol. 192, Cambridge University Press, Cambridge, 2021. MR 4274079
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