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Abstract

We present an algorithm to approximate the real trilog-
arithm for a real argument with IEEE 754-1985 double
precision accuracy. The approximation is structured
such that it can make use of instruction-level paral-
lelism when executed on appropriate CPUs.

1 Introduction

The trilogarithm Li3 is a special function that ap-
pears in the calculation of loop integrals in high-energy
physics, for example in two-loop self-energy integrals in
the calculation of the Higgs boson pole mass or in two-
loop three-point integrals in the calculation of Higgs
boson decays. For this reason the trilogarithm is imple-
mented in Feynman integral libraries such as TSIL [1]
and 3vil [2] or in the CHAPLIN [3], HPOLY.f [4] and
handyG [5] libraries as one basis function to numeri-
cally evaluate harmonic or generalized polylogarithms,
respectively, in terms of which certain classes of Feyn-
man integrals can be expressed. Since such loop inte-
grals must be numerically evaluated many times in pa-
rameter studies of models beyond the Standard Model
of particle physics, a time-efficient implementation of
the trilogarithm is advantageous.

An often used strategy to implement a special func-
tion is to map its argument to one or more small regions
on which a suitable approximant for the function can
be given. This strategy is, for example, usually used
to implement the real dilogarithm of a real argument:
Using the known functional relations for the real dilog-
arithm, it is possible to map its argument to the inter-
val [0, 1/2], where an expansion in terms of Chebyshev
polynomials [6] or a rational minimax approximant [7,
8] can be used for the numerical evaluation. For a par-
ticularly time-efficient evaluation of a special function
on some interval one should try to minimize the num-
ber of costly arithmetic floating-point operations, such

as division or multiplication. In addition one can try
to make use of so-called instruction-level parallelism
(ILP), which is the ability of modern CPUs to execute
multiple independent operations at the same time. The
combination of all these strategies was for example used
in Ref. [8] to obtain a time-efficient implementation of
the real dilogarithm for a real argument with IEEE 754-
1985 double precision accuracy. In this publication we
will use the strategy from Ref. [8] to construct a time-
efficient algorithm for the numerical evaluation of the
real trilogarithm for a real argument with IEEE 754-
1985 double precision accuracy.

2 The trilogarithm

For all z ∈ C the trilogarithm Li3 : C → C is defined
as (see e.g. [9])

Li3(z) =

∫ z

0

Li2(t)

t
dt, (1)

where Li2 : C → C is the dilogarithm, defined as

Li2(z) = −

∫ z

0

ln(1 − t)

t
dt. (2)

For |z| < 1 the trilogarithm has the series expansion

Li3(z) =

∞∑
k=1

zk

k3
. (3)

For z 6= 0 the following relations hold:

Li3(z) = Li3(1/z) − ln(−z)ζ(2) −
1

6
ln3(−z), (4)

Li3(z) = − Li3(1 − 1/z) − Li3(1 − z) + ζ(3)

+ ln(z)ζ(2) −
1

2
ln2(z) ln(1 − z) +

1

6
ln3(z), (5)

where ζ is the Riemann zeta function with ζ(2) = π2/6.
For the following considerations we define the real tri-
logarithm for a real argument, li3 : R → R, as

li3(x) = ℜ[Li3(x)]. (6)
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3 Algorithm to approximate the

real trilogarithm

To obtain a time-efficient approximation of the real
trilogarithm we proceed similarly to Ref. [5]: We use
Eqs. (4)–(5) to transform the argument of the triloga-
rithm to the intervals [−1, 0] and/or [0, 1/2]. On each
of these intervals Ref. [5] approximates li3 in terms
of Chebyshev polynomials, which are evaluated using
Clenshaw’s algorithm [10]. Clenshaw’s algorithm, how-
ever, is purely sequential and thus cannot make use of
ILP. For this reason we use a different technique to ap-
proximate li3 on these intervals to allow for ILP: We
use a rational minimax approximant of the form

li3(x) = x

∞∑
k=0

xk

(k + 1)3
≈ x

∑5

k=0
pkxk

∑6

k=0
qkxk

, (7)

where we evaluate the numerator and denominator
polynomials using Estrin’s scheme [11]. The coeffi-
cients pk and qk in Eq. (7) are calculated using the
MiniMaxApproximation function from Wolfram/Math-
ematica [12] and are listed in Table 1 and 2. For ar-
guments x ∈ [−1, 0] the error of the approximant in
Eq. (7) is less than 2.050 · 10−17, while for x ∈ [0, 1/2]
it is less than 1.066 · 10−17. These maximum errors are
small enough to achieve IEEE 754-1985 double preci-
sion accuracy in the numeric evaluation of li3.

In detail, our algorithm to numerically evaluate li3 is
as follows: We split the domain of li3 into the sub-do-
mains R = (−∞, −1) ∪ {−1} ∪ (−1, 0) ∪ {0}∪ (0, 1/2)∪
{1/2} ∪ (1/2, 1) ∪ {1} ∪ (1, 2) ∪ {2} ∪ (2, ∞). For ar-
guments x ∈ (−∞, −1) we use Eq. (4) to transform
the argument to the interval (−1, 0), where we use the
rational minimax approximant from Eq. (7) with the
coefficients listed in Table 1. For x = −1 we im-
plement the known value li3(−1) = −3ζ(3)/4. For
x ∈ (−1, 0) we directly use the appropriate approxi-
mant from Eq. (7). For x = 0 we use the known value
li3(0) = 0. For x ∈ (0, 1/2) we directly use the ap-
proximant in Eq. (7) with the coefficients listed in Ta-
ble 2. For x = 1/2 we use the known value li3(1/2) =
[21ζ(3) + 4 ln3(2) − 2π2 ln(2)]/24. For x ∈ (1/2, 1) we
use Eq. (5) to transform the argument to the intervals
(−1, 0) and (0, 1/2), where we use the appropriate ap-
proximant from Eq. (7) on each interval. For x = 1 we
use the known value li3(1) = ζ(3). For x ∈ (1, 2) we
use Eq. (5) to transform the argument to the intervals
(−1, 0) and (0, 1/2), where we use the appropriate ap-
proximant from Eq. (7) on each interval. For x ≥ 2
we use Eq. (4) to transform the argument to the inter-
val (0, 1/2], where we use the appropriate approximant
from Eq. (7).

An implementation of the described algorithm in C
is given in Appendix A. This C implementation is also
provided in an ancillary file in the arXiv submission of
this publication under the CC-BY-4.0 license.

Table 1: Coefficients of the numerator and denom-
inator polynomials for the minimax approximant in
Eq. (7) for x ∈ [−1, 0].

p0 0.9999999999999999795 · 10+0

p1 −2.0281801754117129576 · 10+0

p2 1.4364029887561718540 · 10+0

p3 −4.2240680435713030268 · 10−1

p4 4.7296746450884096877 · 10−2

p5 −1.3453536579918419568 · 10−3

q0 1.0000000000000000000 · 10+0

q1 −2.1531801754117049035 · 10+0

q2 1.6685134736461140517 · 10+0

q3 −5.6684857464584544310 · 10−1

q4 8.1999463370623961084 · 10−2

q5 −4.0756048502924149389 · 10−3

q6 3.4316398489103212699 · 10−5

Table 2: Coefficients of the numerator and denom-
inator polynomials for the minimax approximant in
Eq. (7) for x ∈ [0, 1/2].

p0 0.9999999999999999893 · 10+0

p1 −2.5224717303769789628 · 10+0

p2 2.3204919140887894133 · 10+0

p3 −9.3980973288965037869 · 10−1

p4 1.5728950200990509052 · 10−1

p5 −7.5485193983677071129 · 10−3

q0 1.0000000000000000000 · 10+0

q1 −2.6474717303769836244 · 10+0

q2 2.6143888433492184741 · 10+0

q3 −1.1841788297857667038 · 10+0

q4 2.4184938524793651120 · 10−1

q5 −1.8220900115898156346 · 10−2

q6 2.4927971540017376759 · 10−4

4 Benchmark

In the following we investigate the run-time of the C im-
plementation given in Appendix A. Table 3 shows the
average run-time of a single call of li3 in nano seconds
for arguments on different intervals and on different 64-
bit CPU architectures (compiled with gcc 10.2.1 with
-O2 optimization level). The run-times shown in the ta-
ble have been obtained by measuring the average run-
time of li3 on 106 random values on each interval using
the Google benchmark library version 1.5.2 [13]. For
comparison we also show in Table 3 the average run-
time for the real natural logarithm ln, the real cosine
function cos and the real identity function id(x) = x.

We find that the run-time of li3 is similar to the run-
time of ln for arguments on the intervals [−1, 0] and
[0, 1/2], where no transformation is performed and the
rational minimax approximants from Eq. (7) are used
directly. For arguments x ∈ [−2, −1] or x ∈ [2, 3] the
transformation onto [−1, 0] and [0, 1/2], respectively,
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Table 3: Average run-time in nano seconds for one in-
vocation of li3, ln, cos and id for arguments on different
intervals on different CPU architectures (compiled with
gcc 10.2.1 with -O2 optimization level).

Function Interval i5-8265U i7-5600U

li3 [−2, −1] 16.7 20.3
li3 [−1, 0] 4.31 5.81
li3 [0, 1/2] 5.09 6.42
li3 [1/2, 1] 24.3 29.4
li3 [1, 2] 24.2 31.0
li3 [2, 3] 13.2 15.9
ln [1, 2] 5.20 6.34
cos [0, π/2] 11.0 13.3
id [−2, 2] 0.259 0.315

involves extra arithmetic floating-point operations and
one additional call of ln, which leads to an increased
run-time of li3 by approximately a factor 3 in total.
For arguments x ∈ [1/2, 1] or x ∈ [1, 2] a transfor-
mation onto both [−1, 0] and [0, 1/2] intervals is per-
formed, where the corresponding approximants from
Eq. (7) are used, respectively. This transformation,
which requires extra arithmetic floating-point opera-
tions and two additional calls of ln, and the necessity
to use two approximants leads to an increased run-time
of li3 by approximately a factor 5 on these intervals.1

5 Summary

We have presented an algorithm to approximate the
real trilogarithm of a real argument with IEEE 754-
1985 double precision. The approximation is structured
to allow for the use of instruction-level parallelism on
appropriate CPUs. A C implementation of the real tri-
logarithm, using the algorithm presented in this pub-
lication, can be found in the appendix as well as in
an ancillary file in the arXiv submission of this publi-
cation under the CC-BY-4.0 license. Implementations
in C, C++, Fortran, Julia and Rust can be found in
Refs. [14–16].

1A potential performance optimization for arguments x ∈

[1/2, 1] or x ∈ [1, 2] could be to not perform a transformation
onto other intervals, but instead directly use dedicated ratio-
nal minimax approximants on these intervals, at the cost of
an increased number of coefficients to be stored in the source
code.

A Implementation of the real

trilogarithm

#include <math.h>

// Re[Li_3(x)] for x in [-1, 0]

static double li3_neg (double x)

{

const double P[] = {

0.9999999999999999795 e+0,

-2.0281801754117129576 e+0,

1.4364029887561718540 e+0,

-4.2240680435713030268 e -1,

4.7296746450884096877e -2,

-1.3453536579918419568 e -3

};

const double Q[] = {

1.0000000000000000000 e+0,

-2.1531801754117049035 e+0,

1.6685134736461140517 e+0,

-5.6684857464584544310 e -1,

8.1999463370623961084e -2,

-4.0756048502924149389 e -3,

3.4316398489103212699e -5

};

const double x2 = x*x;

const double x4 = x2*x2;

const double p = P[0] + x*P[1]

+ x2 *(P [2] + x*P[3])

+ x4 *(P [4] + x*P[5]);

const double q = Q[0] + x*Q[1]

+ x2 *(Q [2] + x*Q[3])

+ x4 *(Q [4] + x*Q[5] + x2*Q[6]) ;

return x*p/q;

}

// Re[Li_3(x)] for x in [0, 1/2]

static double li3_pos (double x)

{

const double P[] = {

0.9999999999999999893 e+0,

-2.5224717303769789628 e+0,

2.3204919140887894133 e+0,

-9.3980973288965037869 e -1,

1.5728950200990509052e -1,

-7.5485193983677071129 e -3

};

const double Q[] = {

1.0000000000000000000 e+0,

-2.6474717303769836244 e+0,

2.6143888433492184741 e+0,

-1.1841788297857667038 e+0,

2.4184938524793651120e -1,

-1.8220900115898156346 e -2,

2.4927971540017376759e -4

};

const double x2 = x*x;

const double x4 = x2*x2;

const double p = P[0] + x*P[1]

+ x2 *(P [2] + x*P[3])

+ x4 *(P [4] + x*P[5]);

const double q = Q[0] + x*Q[1]

+ x2 *(Q [2] + x*Q[3])

+ x4 *(Q [4] + x*Q[5] + x2*Q[6]) ;

return x*p/q;

}
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// Re[Li_3(x)] for x in (-inf , +inf )

double li3 ( double x)

{

const double zeta2 = 1.6449340668482264;

const double zeta3 = 1.2020569031595943;

if (x < -1) {

const double l = log (-x);

return li3_neg (1/ x)

- l*( zeta2 + 1.0/6* l*l);

} else if (x == -1) {

return -0.75* zeta3 ;

} else if (x < 0) {

return li3_neg (x);

} else if (x == 0) {

return 0;

} else if (x < 0.5) {

return li3_pos (x);

} else if (x == 0.5) {

return 0.53721319360804020;

} else if (x < 1) {

const double l = log (x);

return -li3_neg (1 - 1/x)

- li3_pos (1 - x) + zeta3

+ l*( zeta2

+ l*( -0.5* log (1 - x)

+ 1.0/6* l));

} else if (x == 1) {

return zeta3 ;

} else if (x < 2) {

const double l = log (x);

return -li3_neg (1 - x)

- li3_pos (1 - 1/x) + zeta3

+ l*( zeta2

+ l*( -0.5* log (x - 1)

+ 1.0/6* l));

} else {

const double l = log (x);

return li3_pos (1/ x)

+ l *(2* zeta2 - 1.0/6* l*l);

}

}
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