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ABSTRACT

Automatic stress detection using heart rate variability (HRV) fea-
tures has gained significant traction as it utilizes unobtrusive wear-
able sensors measuring signals like electrocardiogram (ECG) or
blood volume pulse (BVP). However, detecting stress through such
physiological signals presents a considerable challenge owing to
the variations in recorded signals influenced by factors, such as
perceived stress intensity and measurement devices. Consequently,
stress detection models developed on one dataset may perform
poorly on unseen data collected under different conditions. To
address this challenge, this study explores the generalizability of
machine learning models trained on HRV features for binary stress
detection. Our goal extends beyond evaluating generalization per-
formance; we aim to identify the characteristics of datasets that have
the most significant influence on generalizability. We leverage four
publicly available stress datasets (WESAD, SWELL-KW, ForDigit-
Stress, VerBIO) that vary in at least one of the characteristics such
as stress elicitation techniques, stress intensity, and sensor devices.
Employing a cross-dataset evaluation approach, we explore which
of these characteristics strongly influence model generalizability.
Our findings reveal a crucial factor affecting model generalizability:
stressor type. Models achieved good performance across datasets
when the type of stressor (e.g., social stress in our case) remains
consistent. Factors like stress intensity or brand of the measure-
ment device had minimal impact on cross-dataset performance.
Based on our findings, we recommend matching the stressor type
when deploying HRV-based stress models in new environments. To
the best of our knowledge, this is the first study to systematically
investigate factors influencing the cross-dataset applicability of
HRV-based stress models.
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1 INTRODUCTION

The ability to detect stress in real-time has become increasingly
important within the fields of affective computing and human-
machine interaction (HMI) [3]. Early stress detection offers a valu-
able tool for promoting well-being and potentially preventing long-
term health consequences [1, 3, 15]. Consequently, a growing area
of research focuses on developing interactive systems that can not
only detect stress but also provide personalized interventions to
manage it effectively [5, 37].

Researchers have explored various modalities for stress detection,
including psychological tools, behavioral patterns, and physiologi-
cal signals [3, 14]. However, physiological signals are considered
more reliable than the other methods as they eliminate certain mea-
surement biases. Moreover, the growing popularity of unobtrusive
wearable sensors further facilitates continuous stress monitoring
through physiological signals.

Stress manifests differently depending on the context [3]. For
instance, the stress experienced during an exam likely differs from
that of public speaking. While controlled lab settings are often
used to develop stress detection models, real-world HMI scenarios
are far more diverse. Therefore, assessing the generalizability of
these models — their ability to perform well in unseen contexts
- is crucial for real-world applications. Cross-dataset evaluation,
where a model trained on one dataset is tested on another, is a
common approach to assess generalizability. Good cross-dataset
performance suggests broader applicability of the model.

The existing literature on stress detection models acknowledges
the importance of generalizability, with a few studies exploring
cross-dataset evaluations [35]. These studies typically investigate
the applicability of models across different datasets and sometimes
explore combining datasets for improved performance (refer to
Section 2 for details). While prior works often report limited cross-
dataset performance, a key gap exists: a lack of research systemat-
ically investigating the factors influencing this limited generaliz-
ability.

We address this research gap by conducting extensive cross-
dataset evaluations using multiple stress datasets. We train three
popular machine learning models - random forest classifier (RFC),
support vector machine (SVM), multi-layer perceptron (MLP) - us-
ing heart rate variability (HRV) features. We aim to identify the
characteristics of these datasets that significantly impact model gen-
eralizability. Our findings are crucial for developing stress detection
models with broader applicability in HMI systems.

2 RELATED WORK

The publicly available datasets such as WESAD [32] and SWELL-
KW [20], led to the development of numerous stress detection
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models [11, 17]. Some of these studies (e.g., [9]) focused on compar-
ing multiple models to determine the best model for stress detection.
However, many of these comparison studies are trained and evalu-
ated on the same datasets. In this section, we discuss some of the
existing works that performed cross-dataset evaluations on stress
detection models.

Mishra et al. [25] conducted cross-dataset evaluations across four
cognitive stress datasets - two had electrocardiogram (ECG) signals,
and the other two had blood volume pulse (BVP) signals. In addition
to arithmetic tasks, the ECG datasets had a startle response test
and cold pressor task as stressors. The authors trained SVM models
using HRV features extracted from the mental stress segments
of these datasets. While the ECG-based HRV models performed
well in detecting stress in each other’s arithmetic tasks, they had a
performance drop of 15 - 30% in predicting stress in the BVP datasets.
The authors attributed this drop in performance, despite having
the same stressor, to the difference in sensors. They also noticed an
approximately 20 - 40% drop in the performance when detecting
overall stress (including startle and cold pressor segments), even
within the same datasets. Their findings suggest that the models
trained on one type of stressor may not be efficient in detecting
other stress responses.

Prajod and André [28] trained ECG-based deep-learning models
and HRV-based shallow models (RFC, SVM, MLP) on WESAD and
SWELL-KW datasets. While deep learning models outperformed
other methods in within-dataset evaluations, they performed poorly
in cross-dataset evaluations (WESAD models tested on SWELL-KW
and vice versa). Although the HRV-based models performed better
than deep learning models in cross-dataset evaluations, their per-
formances were still low. Moreover, the combining datasets did not
improve the model’s performance on individual datasets. Similarly,
Albaladejo-Gonzalez et al. [2] trained HRV-based models on the
WESAD and SWELL-KW datasets. They also observed poor cross-
dataset performances and lack of stress detection improvements by
combining datasets.

Benchekroun et al. [7] trained two HRV-based models (RFC,
logistic regression) on the MMSD [6] and UWS [33] datasets. They
tested the MMSD models using the UWS data and found that the
f1-scores were 12 — 14% lower than the UWS models (from within-
dataset evaluations). They further noted that the f1-score for stress
class was very low (less than 50 %), meaning the models were not
very efficient in detecting stressful instances.

Vos et al. [34] trained shallow models (RFC, SVM, XGBoost)
using heart rate and electro-dermal activity (EDA) features from the
SWELL-KW dataset and evaluated them on WESAD and NEURO [8]
datasets. All three models showed poor cross-dataset performances.
They also implemented an ensemble model and repeated the cross-
dataset evaluation. Although this ensemble model yielded a slight
improvement, the performance was still poor (fl-score < 50%).
Furthermore, they trained the ensemble model using a combined
dataset (SWELL-KW, NEURO, UBFC-Phys [30]) and evaluated it
on WESAD. While the accuracy increased slightly, the f1-score
dropped further. Their experiments highlight the challenges of
developing a generic stress model.
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The above works primarily focused on assessing the generaliz-
ability of HRV-based models. However, Liapis et al. [21] demon-
strated that EDA-based shallow models also struggle with gener-
alizability. They trained their models on the WESAD dataset and
then evaluated them on their own dataset. Notably, their dataset
contained subtle stress instances, unlike WESAD, implying that the
stress intensity might further impact generalizability.

Baird et al. [4] compared models trained on speech features from
three social stress datasets (FAU-TSST, Ulm-TSST and Reg-TSST).
These datasets induced stress following the TSST technique. They
predicted cortisol levels as a proxy for stress levels. In cross-dataset
evaluations, the trends of predicted cortisol levels were aligned for
the models, indicating compatibility between datasets. Due to the
dataset compatibility, they suggested that training models using
data from both these datasets could result in better-performing
models.

Table 1 presents an overview of the existing studies on cross-
dataset generalizability of stress detection models. Most studies
assess the generalizability of a model to determine if it is appli-
cable in other stress scenarios. Some studies take a step further
to evaluate whether combining datasets to train models improves
stress detection performances. Although most studies observe low
generalizability of stress models, few studies provide insights into
plausible factors influencing the models’ performance. For example,
Mishra et al. highlighted the poor performance of mental stress
models in detecting physical stress. Similarly, Liapis et al. noted
the difference in stress intensities of the evaluated datasets. Prajod
and André hinted at multiple factors such as stress intensity and
measurement devices that could affect generalizability. However,
these studies did not further investigate these factors. Hence, a
crucial question remains relatively unexplored - What factors or
characteristics of the stress datasets need to match for cross-dataset
applicability of models?

3 MATERIALS AND METHODS
3.1 Datasets

In this study, we focus on binary stress detection (stress vs. no-
stress) using HRV features. We leverage four publicly available
stress datasets: WESAD [32], SWELL-KW [20], ForDigitStress [18],
and VerBIO [36]. While SWELL-KW contains ECG signals that
can be used for extracting HRV, the ForDigitStress dataset has
BVP signals for extracting HRV. The WESAD and VerBIO datasets
contain both ECG and BVP signals. However, we consider only the
BVP signals from the VerBIO dataset to remove some redundant
comparisons in our analysis. A brief overview of the four datasets
is presented in Table 2.

3.1.1  WESAD. The WESAD dataset is a multimodal stress and
affect dataset containing various physiological signals, including
ECG, EDA, and BVP. The data from 15 participants were collected
using a chest-worn RespiBan and a wrist-worn Empatica E4 device.
This investigation utilizes the ECG data recorded by the chest-worn
device at 700 Hz.

The participants were subject to three conditions: neutral, amuse-
ment, and stress. In the stress condition, the participants experi-
enced social stress induced by the TSST technique. The participants
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Table 1: An overview of the existing works that perform cross-dataset evaluations of their stress models

Paper Input Datasets Aim

. Own datasets (mainly o
Mishra et al. [25] HRV mental arithmetic tasks) Assess generalizability

I WESAD, o
Liapis et al. [21] EDA Own UX stress dataset Assess generalizability
Baird et al. [4] Speech Own TSST datasets Assess compatibility for combining datasets
Prajod and André [28] Raw ECG, HRV | WESAD, SWELL-KW | Assess generalizability, Combine datasets
Albaladejo-Gonzalez et al. [2] HRV WESAD, SWELL-KW | Assess generalizability, Combine datasets
Benchekroun et al. [7] HRV MMSD, UWS Assess generalizability

WESAD, SWELL-KW, T .
Vos et al. [34] HR, EDA NEURO, UBFC-Phys Assess generalizability, Combine datasets
. WESAD, SWELL-KW, | Assess generalizability, Combine datasets,

This work HRV ForDigitStress, VerBIO | Identify factors influencing generalizability

engaged in public speaking and mental arithmetic tasks while be-
ing evaluated by a three-member panel. To induce amusement, the
participants watched selected funny video clips. The experimental
sessions began with the neutral condition, followed by the stress
and amusement conditions in alternating order. For each partici-
pant, the neutral condition lasted for approximately 20 minutes,
the stress condition for 10 minutes, and the amusement condition
for around 6.5 minutes.

We focus on stress detection, i.e., distinguishing between stress
and no-stress samples. Following the labeling scheme proposed
by the dataset creators, data from both neutral and amusement
conditions were considered as no-stress samples.

3.1.2 SWELL-KW. The SWELL-KW dataset is also a multimodal
stress dataset that contains two physiological signals, ECG and EDA.
This dataset consists of data from 25 participants who engaged in
typical knowledge tasks like writing reports and presentations. The
ECG data was collected using the TMSI Mobi device at a sampling
rate of 2048 Hz.

The participants underwent three experimental conditions: neu-
tral, email interruptions, and time pressure. During the email inter-
ruption session, participants received eight emails, many irrelevant
and some requiring responses. In the time pressure condition, par-
ticipants had to complete the tasks within two-thirds of the allotted
neutral session time. Like the WESAD dataset, the first session was
always neutral, followed by the other two conditions in alternating
order. The neutral and email interruption sessions lasted approxi-
mately 45 minutes, while the time pressure session was around 30
minutes long.

Notably, the participants did not report experiencing high stress
in any of the three conditions. However, they indicated a higher
temporal demand during the time pressure session. While training
stress detection models, the dataset creators considered the data
from email interruptions and time pressure sessions as stress sam-
ples and the neutral session as no-stress samples [19]. Therefore,
we follow the same labeling scheme for consistency. However, three
participants were excluded due to missing data.

3.1.3 ForDigitStress. The ForDigitStress dataset represents an-
other multimodal stress dataset with various behavioral (facial
expression, body pose, etc.) and physiological (BVP, EDA) signals.
The dataset was collected from 40 participants who attended a
mock job interview session. The BVP data was collected using
IOM-biofeedback device, operating at 27 Hz.

The experimental session was divided into three phases: prepa-
ration, interview, and post-interview. The participants were asked
to submit their resumes in advance so that the interviewer could
customize the questions depending on the participant. During the
interview phase, the interviewer questioned the participants on
topics such as their strengths/weaknesses, salary expectations, and
hypothetical job-related scenarios. The interview phase lasted for
about 25 mins. In addition to self-reported stress levels, the par-
ticipants’ saliva samples were collected for assessing the cortisol
levels. The cortisol levels served as ground truths for the presence
of stress.

Although both preparation and post-interview phases can be
considered as no-stress conditions, the authors suggest using data
from later parts of the post-interview phase based on the cortisol
levels. So, we utilize the interview phase as stress samples and the
last segments of post-interview phase (15 - 20 mins) as no-stress
samples.

3.1.4 VerBIO. The VerBIO dataset was collected to investigate
if exposing participants to public speaking through virtual reality
(VR) training would reduce the public speaking anxiety.The dataset
contains data collected from 55 participants who were recruited for
two real and eight virtual oral presentations over two days. The
physiological data from two wearable sensors, Empatica E4 (BVP,
EDA, skin temperature) and Actiwave Cardio Monitor (ECG) was
acquired. Several self-assessments questionnaires were employed
to capture demographics, state- and trait-based psychological mea-
sures.

The experiment was divided into three sessions: pre-interview
(Pre), interview (Test), and post-interview (Post) sessions. The Pre
and Post sessions involved presenting in front of real audience,
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whereas the Test session involved VR audience. Each session further
constituted relaxation, preparation, and presentation phases. The
presentation topics were of general interest and were about four
minutes long.

We note that the participation dropped through the three ses-
sions, with maximum participants in the Pre phase and lowest in
Post phase. To avoid drastic imbalances in data between partici-
pants, we utilized only the data from the Pre session. We labeled
the data belonging to relaxation phases as no-stress and those of
presentation phase as stressful. In our analysis, we normalize the
data for each participant using few minutes of no-stress data (see
Section 3.3). Hence, 10 participants with low amount of no-stress
data were excluded.

3.2 Approach

Our investigations involve the three assessments listed below. The
idea is to run a series of these assessments using the datasets de-
scribed in Section 3.1 to investigate the dataset characteristics that
considerably influence model generalizability.

(1) Within-dataset Assessment: involves training and eval-
uating models on the same dataset. We utilize the leave-
one-subject-out (LOSO) technique to evaluate the models’
performance on unseen participants of the same dataset.

(2) Cross-dataset Assessment: involves evaluating the models
trained on one dataset using another dataset. This evaluation
assesses to what extent these models can detect stress in new
participants in different settings.

(3) Combining Datasets: involves training new models on a
combined dataset consisting of data from two or more stress
datasets, again using the LOSO technique. This step investi-
gates potential improvements in models’ performances due
to an increase in the number and variations of the training
data.

While ECG-based and BVP-based HRVs reflect similar physi-
ological information related to heart activity, the models trained
on these features might not perform equally well [16]. This dis-
crepancy can be attributed to the BVP signals being more prone to
noise from body movements than ECG [24]. This noise can affect
the signal quality, which can, in turn, impact the stress detection
performance. To avoid such influences in cross-dataset assessment,
the above assessments are followed for ECG-based and BVP-based
HRYV models separately.

3.3 Data Processing

3.3.1 ECG signals. The ECG signals are typically sampled at
high frequencies and contain noises such as baseline wander (low-
frequency, 0.5 - 0.6 Hz) and powerline interference (50 or 60 Hz).
Figure 1 illustrates two beats from an ECG signal. Computing HRV
relies on detecting the R peaks in the QRS complex of the ECG
signal. We applied a second-order Butterworth band-pass filter
with a frequency band of 8 - 20 Hz for optimal QRS signal-to-noise
ratio [12].

For R-peak detection, we utilized the algorithm proposed by [12].
This algorithm is based on two key assumptions for healthy adults:

(a) A QRS complex contains one and only one heartbeat
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Figure 1: An example plot of ECG signal, marked with various
repeated components of the signal.

(b) The duration of a typical QRS complex is in the range of 80 -
120 milliseconds

Systolic_

Systolic
point

point

Diastolic
point

Figure 2: An example plot of BVP signal, marked with various
repeated components of the signal.

3.3.2 BVP signals. Like ECG, the BVP signal is susceptible to
baseline wander and high-frequency noise. Hence, a band-pass
filter (0.5 - 8 Hz) was applied to reduce these noises [13]. Figure 2
illustrates two beats from a BVP signal. To derive the HRV signal
from the BVP, the systolic peaks had to be detected. For this purpose,
we employed the peak-finding algorithm from [18] to detect points
that meet the following criteria:

(a) Amplitude threshold: The peaks had to be taller than a certain
threshold. This threshold was set based on the distribution
of peak heights in the entire signal.

(b) Distance between peaks: To avoid identifying every fluctua-
tion as a peak, consecutive peaks had to be separated by a
minimum interval of 0.333 seconds. This value corresponds
to a maximum heart rate of 3 beats per second (180 beats per
minute).
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Table 2: An overview of some key characteristics of the four stress datasets

ECG: RespiBan, 700 Hz,

Sensor BVP: Empatica E4, 64 Hz

Avg. stress level | 18.5/24 (STAI)

Participants 15 22

Data duration stress: 10 mins, stress: 75 mins,

(per participant) | no-stress: 26.5 mins

WESAD SWELL-KW ForDigitStress VerBIO
I -
Stressor TSST n.terruptlons, Job interview Public speaking
Time pressure
Stressor type Social Cognitive Social Social

ECG: TMSI Mobi, 2048 Hz | BVP: IOM, 27 Hz

3.5/10 (Likert scale)

no-stress: 45 mins

BVP: Empatica E4, 64 Hz

5.4/10 (Likert scale),
6.5/10 (Cortisol)
40 45

stress: 2 - 5 mins,
no-stress: 4 - 6 mins

stress: 25 mins,
no-stress: 15 - 20 mins

3.3.3 HRYV Features. Once the R-peaks (for ECG) or systolic
peaks (for BVP) were identified, the time intervals between succes-
sive peaks were calculated to form the HRV signals. The features
were calculated using 60-second segments with 59 seconds of over-
lap between consecutive segments.

A total of 22 well-known features [18, 27, 29, 32] were computed
from the extracted HRV signals. These features belonged to the time
domain (13 features), frequency domain (5 features), and poincaré
plot characteristics (4 features). These features were calculated
using the NeuroKit2 Python library [23].

The sensors used in the different datasets differ, potentially
resulting in values recorded on different scales. In addition, the
range of physiological recordings may vary from participant to
participant [10, 26, 31]. To mitigate the effect of these differences,
participant-specific Min-Max normalization was applied to each
HRYV feature. For real-time stress detection, the entire dataset would
not be available for normalization. Similar to [22, 28], we used 5
minutes of neutral data to compute normalization parameters (min-
imum and maximum values) for each participant. For the VerBIO
dataset, we used neutral data for normalization because many of
the participants had less than 5 minutes of neutral data.

3.4 Machine Learning Models

We trained the following three machine learning models using
the extracted HRV features, following the LOSO procedure. To
account for the imbalanced sample distribution of the datasets,
the “class_weight" hyperparameter for all models was set inversely
proportional to the sample frequencies.

3.4.1 Random Forest Classifier (RFC). This is an ensemble
learning method that combines predictions from multiple decision
trees for improved performance and reduced overfitting. Each tree is
trained on a subset of the available training set. The final prediction
is determined by aggregating the predictions from all the trees (e.g.,
majority vote). This strategy often results in a better performance,
even if the individual decision trees are weak predictors. A total
of 200 decision trees (also called estimators) were trained, with a
maximum depth of 5 for each tree.

3.4.2 Support Vector Machine (SVM). This is a commonly used
supervised learning method for binary classification tasks. During
the training process of this model, the objective is to find a hy-
perplane within the feature space that separates the data points
belonging to different classes. We utilized a linear SVM classifier.

3.4.3 Multi-layer Perceptron (MLP). This is a simple feed-forward
neural network (also called simple artificial neural network), which
has been growing in popularity for stress detection [2, 9, 38]. Our
implementation followed an architecture consisting of an input
layer, two hidden layers, and a prediction layer. The input layer re-
ceived data represented as the normalized HRV features. A dropout
layer (rate = 0.2) was included after the input layer to mitigate
overfitting of the model. The two hidden layers (ReLU activation)
followed the dropout layer, with 12 nodes for the first hidden layer
and 6 nodes for the second hidden layer. This final layer outputs
the classification result using a Sigmoid activation function.

This model was trained using the SGD optimizer (learning rate =
0.001) and weighted loss. It was also trained in batches of 256 sam-
ples. We utilized the early stopping technique, where the training
stopped if the validation loss did not decrease for 15 consecutive
iterations.

4 RESULTS

We employed three evaluation strategies to assess model perfor-
mances: within-dataset, cross-dataset, and combined dataset eval-
uations. For all evaluations, accuracy and f1-score metrics were
used to quantify model performance. The detailed results for each
evaluation strategy are presented below.

4.1 Within-dataset Assessment

We employed LOSO technique to train and evaluate model perfor-
mance within each of the four stress datasets. The average f1-score
and accuracy for each dataset are presented in Table 3.

The VerBIO dataset yielded the best overall performance, with
models achieving average accuracies and f1-scores exceeding 90%.
On the other hand, models trained on the SWELL-KW dataset
exhibited lower average performance, with f1-scores and accuracies
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Table 3: Results of within-dataset LOSO evaluation of HRV
models conducted on the four stress datasets

Model ‘ F1-score | Accuracy
Test on SWELL-KW, ECG

SWELL-KW baseline [19] - 0.589
SWELL-KW RFC 0.634 0.664
SWELL-KW SVM 0.597 0.626
SWELL-KW MLP 0.667 0.692

Test on WESAD, ECG
WESAD (ECG-HRV) baseline [32] 0.813 0.854
WESAD (ECG-HRV) RFC 0.819 0.863
WESAD (ECG-HRV) SVM 0.814 0.862
WESAD (ECG-HRV) MLP 0.844 0.880

Test on WESAD, BVP
WESAD (BVP-HRV) baseline [32] 0.830 0.858
WESAD (BVP-HRV) RFC 0.768 0.826
WESAD (BVP-HRV) SVM 0.763 0.792
WESAD (BVP-HRV) MLP 0.780 0.829

Test on ForDigitStress, BVP

ForDigitStress baseline [18] 0.784 0.797
ForDigitStress RFC 0.810 0.829
ForDigitStress SVM 0.787 0.811
ForDigitStress MLP 0.814 0.831

Test on VerBIO, BVP

VerBIO baseline [36] - -

VerBIO RFC 0.949 0.962
VerBIO SVM 0.879 0.904
VerBIO MLP 0.924 0.939

ranging from 60% to 70%. All other datasets achieved average f1-
scores above 75% and average accuracies greater than 80%.

Except for VerBIO, MLP consistently achieved the highest per-
formance within each dataset, followed by RFC and then SVM. For
VerBIO, RFC outperformed all other models. Notably, all our mod-
els surpassed the baselines established in the respective dataset
papers, except for the WESAD BVP-HRV models. The performance
differences between models were relatively small, typically within
a 5% margin.

Within the WESAD dataset, models trained on ECG-derived HRV
features outperformed those using BVP-HRYV features. However, the
WESAD dataset paper [32] reported slightly higher performance
for BVP-HRV models.

4.2 Cross-dataset Assessment

To assess the generalizability of the models, we conducted cross-
dataset evaluations. Each LOSO model trained on one dataset was
tested on unseen data from another dataset. For ECG-derived HRV
features, we tested the SWELL-KW models on data from the WE-
SAD dataset, and vice versa. The results for these cross-dataset
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evaluations are presented in Table 4 (SWELL-KW) and Table 5
(WESAD, ECG).

Table 4: Cross-dataset evaluation of SWELL-KW models on
WESAD (ECG-HRV) dataset

Model ‘ F1-score ‘ Accuracy
Test on WESAD (ECG-HRV)

SWELL-KW RFC 0.557 0.676
SWELL-KW SVM 0.357 0.482
SWELL-KW MLP 0.427 0.574

The SWELL-KW models performed poorly in the cross-dataset
evaluation using WESAD ECG-HRYV data. The RFC models achieved
the best average performance with an f1-score of 55.7% and an ac-
curacy of 67.6%. These values are considerably lower than the worst-

performing within-dataset WESAD (ECG-HRV) model, which achieved

f1-score = 81.4% and accuracy = 86.2%.

Table 5: Cross-dataset evaluation of WESAD (ECG-HRV) mod-
els on SWELL-KW dataset

Model ‘ F1-score ‘ Accuracy
Test on SWELL-KW
WESAD (ECG-HRV) RFC 0.432 0.450
WESAD (ECG-HRV) SVM 0.421 0.439
WESAD (ECG-HRV) MLP 0.468 0.479

Like SWELL-KW models, the WESAD ECG-HRV models also
performed poorly in cross-dataset evaluation. While MLP achieved
the highest average performance in this cross-dataset evaluation,
all models yielded f1-scores and accuracies below 50%.

We employed a similar cross-dataset evaluation approach for
models trained on BVP-derived HRV features. Each LOSO model
was tested on unseen data from two different datasets. For instance,
the WESAD (BVP-HRV) models were evaluated using data from
the ForDigitStress and VerBIO datasets. The results of cross dataset
evaluation for WESAD (BVP-HRV), ForDigitStress, and VerBIO
models are presented in Tables 6, 7, and 8, respectively.

The models trained on WESAD BVP-HRV features showed good
cross-dataset performance on ForDigitStress and VerBIO datasets.
SVM achieved the best average f1-score and accuracy on the ForDig-
itStress dataset, whereas RFC was better in the VerBIO dataset. The
performance drop compared to the best within-dataset models on
ForDigitStress and VerBIO was minimal, ranging from 4% to 6%.

The ForDigitStress models performed well on data from WE-
SAD (BVP-HRV) and VerBIO datasets, with all models achieving
f1-scores higher than 75% and more than 80% accuracy. The RFC
showed the best performance on both external datasets.

The VerBIO models exhibited good generalizability to unseen
data from both WESAD (BVP-HRV) and ForDigitStress datasets. A
notable exception was the SVM models tested on ForDigitStress
achieved f1-scores slightly below 70%, representing a drop of 10 -
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Table 6: Cross-dataset evaluation of WESAD (BVP-HRV) mod-
els on ForDigitStress and VerBIO datasets

Model ‘ F1-score ‘ Accuracy
Test on ForDigitStress
WESAD (BVP-HRV) RFC 0.731 0.740
WESAD (BVP-HRV) SVM 0.774 0.775
WESAD (BVP-HRV) MLP 0.740 0.744
Test on VerBIO
WESAD (BVP-HRV) REC |  0.904 0.907
WESAD (BVP-HRV) SVM |  0.873 0.877
WESAD (BVP-HRV) MLP 0.888 0.893

Table 7: Cross-dataset evaluation of ForDigitStress models
on WESAD (BVP-HRV) and VerBIO datasets

Model ‘ F1-score ‘ Accuracy
Test on WESAD (BVP-HRV)
ForDigitStress RFC 0.789 0.820
ForDigitStress SVM 0.779 0.812
ForDigitStress MLP 0.763 0.810
Test on VerBIO
ForDigitStress RFC 0.856 0.865
ForDigitStress SVM 0.836 0.846
ForDigitStress MLP 0.784 0.805

Table 8: Cross-dataset evaluation of VerBIO models on WE-
SAD (BVP-HRYV) and ForDigitStress datasets

Model ‘ F1-score ‘ Accuracy
Test on WESAD (BVP-HRV)
VerBIO RFC 0.744 0.759
VerBIO SVM 0.769 0.789
VerBIO MLP 0.780 0.803
Test on ForDigitStress
VerBIO RFC 0.823 0.823
VerBIO SVM 0.684 0.688
VerBIO MLP 0.747 0.752

12% compared to the lowest performing within-dataset ForDigit-
Stress model. Interestingly, the VerBIO MLP - which performed the
best on ForDigitStress data - achieved a slightly better performance
than the within-dataset ForDigitStress models.

4.3 Combining Datasets

To explore the potential benefits of combining datasets, we trained
additional models using the LOSO technique. The SWELL-KW and
WESAD (ECG-HRV) data were combined to train ECG-derived
HRV models. Similarly, a combined dataset consisting of WESAD
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(BVP-HRV), ForDigitStress, and VerBIO data was used to train
BVP-derived HRV models. The LOSO results for combined ECG-
based and BVP-based HRV models are presented in Tables 9 and
10, respectively.

Table 9: Results of LOSO evaluation of ECG-derived HRV
models trained by combining data from SWELL-KW and
WESAD (ECG-HRYV) datasets

Model F1-score | Accuracy
Test on SWELL-KW
Combined ECG-HRV RFC 0.644 0.671
Combined ECG-HRV SVM 0.587 0.615
Combined ECG-HRV MLP 0.660 0.679

Test on WESAD (ECG-HRV)

Combined ECG-HRV RFC 0.679 0.761
Combined ECG-HRV SVM 0.526 0.652
Combined ECG-HRV MLP 0.718 0.792
Combined ECG-HRYV Results
Combined ECG-HRV RFC 0.658 0.707
Combined ECG-HRV SVM 0.587 0.615
Combined ECG-HRV MLP 0.683 0.725

Among the models trained on combined SWELL-KW and WE-
SAD (ECG-HRV), MLP outperformed others on both datasets. How-
ever, the performances on each dataset were lower than the within-
dataset models. While the drop in performance for SWELL-KW
dataset was relatively small, there was around 12% drop in f1-score
and 9% drop in accuracy for WESAD dataset.

Combining WESAD (BVP-HRYV), ForDigitStress, and VerBIO
datasets resulted in models with good stress detection performance
across all three datasets. The best average f1-scores and accuracies
for each dataset was greater than 80%. MLP trained on the combined
dataset outperformed the best within-dataset WESAD (BVP-HRV)
model by around 4%. The best performance of combined models on
the ForDigitStress dataset was similar to the within-dataset results.
However, in the VerBIO dataset, the highest average performance
was 3 - 4% lower than the best within-dataset performance.

5 DISCUSSION

The MLP models achieved the best results in most within-dataset
evaluations. Our observation aligns with the findings of [2, 9, 28],
where a simple feed-forward network achieved better performance
than other machine learning methods such as SVM and RFC. We
also observed that RFC performed better in many cross-dataset eval-
uations. However, this trend is not very consistent across datasets.

Cross-dataset evaluations revealed significant limitations in gen-
eralizability for models trained on SWELL-KW and WESAD (ECG-
HRV) datasets. Combining these datasets did not improve perfor-
mance and, in the case of WESAD models, even led to a decline.
This observation highlights the importance of data compatibil-
ity when considering such strategies. Our findings regarding the
cross-dataset performance and combining datasets with respect to
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Table 10: Results of LOSO evaluation of BVP-derived HRV
models trained by combining data from WESAD (BVP-HRYV),
ForDigitStress, and VerBIO datasets

Model ‘ F1-score ‘ Accuracy

Test on WESAD (BVP-HRV)
Combined BVP-HRV RFC 0.785 0.816
Combined BVP-HRV SVM 0.768 0.813
Combined BVP-HRV MLP 0.823 0.863

Test on ForDigitStress
Combined BVP-HRV RFC 0.809 0.828
Combined BVP-HRV SVM 0.776 0.800
Combined BVP-HRV MLP 0.811 0.831
Test on VerBIO

Combined BVP-HRV RFC 0.909 0.934
Combined BVP-HRV SVM 0.845 0.886
Combined BVP-HRV MLP 0.880 0.913

Combined BVP-HRV Results
Combined BVP-HRV RFC 0.850 0.874
Combined BVP-HRV SVM 0.806 0.840
Combined BVP-HRV MLP 0.844 0.873

SWELL-KW and WESAD datasets are in line with the observations
of previous works [2, 28].

As highlighted in Table 2, the SWELL-KW and WESAD (ECG-
HRYV) datasets differ in many factors including stressors, experi-
enced stress intensity, and the measurement devices. To pin-point
the dataset characteristics which considerably influences the cross-
dataset performance, we considered two additional datasets: ForDig-
itStress and VerBIO. Cross-dataset evaluations were conducted us-
ing these additional datasets and WESAD. The WESAD and VerBIO
datasets share more similarities than the ForDigitStress dataset.
Both datasets utilized the Empatica E4 device to measure the BVP
signals. While WESAD employed TSST to elicit stress, VerBIO re-
lied on public speaking task that is a sub-task of the TSST protocol.
On the other hand, the ForDigitStress dataset utilized a different
measurement device and employed a mock job interview to in-
duce stress. However, we note that the three datasets rely on social
evaluation as a primary source of stress.

The models trained on these three datasets (WESAD, VerBIO,
ForDigitStress) exhibited good cross-dataset performance. This
suggests that factors like brand of measurement device, stress-
elicitation technique, and even stress intensity (within a reasonable
range) may not significantly impact generalizability when the stres-
sor type remains consistent (social stress in this case). Together
with the findings of [25] and [4] - where good cross-dataset perfor-
mances were observed in datasets involving virtually same tasks
(mental arithmetic and TSST, respectively) - we infer that stressor
type plays a crucial role in cross-dataset generalizability of stress
models.

While our results suggest stress intensity may not be a critical
factor within a reasonable range, it warrants further exploration.
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The low stress intensity in the SWELL-KW dataset might have
contributed to the poor performance of WESAD models trained
on high-intensity stress data. Interestingly, SWELL-KW models,
designed for low-intensity stress detection, also struggled with
high-intensity stress from WESAD data.

Overall, this study highlights the importance of considering
stressor type and data compatibility when developing generalizable
stress detection models.

6 CONCLUSION

Stress detection models with broader applicability are crucial due
to the diverse nature of stress experiences across various scenarios.
Identifying factors that influence cross-dataset generalizability is
essential for achieving this goal. This study addressed this gap by
conducting cross-dataset evaluations on four datasets (SWELL-KW,
WESAD, ForDigitStress, VerBIO), which contains both shared and
distinct characteristics. We trained HRV-based machine learning
models (RFC, SVM, MLP) using ECG or BVP signals from these
datasets. Our key finding is that stressor type is the most prominent
factor influencing cross-dataset applicability. Models trained on
datasets with similar stressor types exhibited good generalizability,
while those with different stressors showed lower performance.
Conversely, factors like stress elicitation method and stress intensity
had a minimal impact within the explored datasets. Furthermore,
matching stressor type proved crucial for enhancing stress detection
performance when combining datasets.

This study focused on ECG- and BVP-derived HRV features. In
future works, we will explore whether these findings extend to
other stress-related modalities (e.g., EDA). Additionally, a more
extensive evaluation involving a wider range of datasets encom-
passing different stress types (e.g., physical stress) would further
validate these observations.
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