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Abstract

We consider the nonlinear Schrödinger (NLS) equation on the half-line subjecting to

a class of boundary conditions preserve the integrability of the model. For such a half-

line problem, the Poisson brackets of the corresponding scattering data are computed, and

the variables of action-angle type are constructed. These action-angle variables completely

trivialize the dynamics of the NLS equation on the half-line.
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1 Introduction

Integrable nonlinear partial differential equations (PDEs) in 1 + 1-dimensions serve as infinite-

dimensional analogues of Hamiltonian systems in classical mechanics. To investigate the Liou-

ville integrability of such PDEs in the presence of boundaries, suitable boundary conditions must

be imposed. For 1 + 1-dimensional PDEs with the space variable posed on the half-line or the

finite interval, an important step was taken by Sklyanin in [1] to introduce a systematic approach

to selecting boundary conditions that preserve the integrability of a model. In Sklyanin’s for-

malism, the admissible boundary conditions are described by solutions of the classical reflection

equations: the reflection matrices [1] (see also [2] for a recent development). For the boundary

models constructed in this manner, the integrability is ensured by the existence of an infinite

set of integrals of the motion in involution.

In addition to the integrability aspect, another important topic is the solution method to the

integrable boundary problem. In this respect, several methods have been introduced to solve

the integrable boundary value problems defined on the half-line or the finite interval, such as

the nonlinear mirror image method developed e.g. in [3–7] following the idea initiated in [8–11],

a boundary dressing technique presented recently in [12], and a more recent method of [13, 14]

which is based on Sklyanin’s double-row monodromy matrix. The first and third methods in

the aforementioned ones extend the applications of the well-known inverse scattering transform

(IST) (see e.g. [15–18]) from the full-line case to the half-line case with integrable boundary

conditions. We note that a more general method to analyze boundary value problems, known as

unified transform method, was due to Fokas [19]. The effectiveness of Fokas’ unified transform

method is manifested when one is working with boundary conditions which break integrability

at the boundary.

For the full-line problem with vanishing boundaries, an important discovery is that the

IST provides an infinite-dimensional analogue of Liouville theorem in classical mechanics: it

provides the variables of action-angle type, which linearize the model, in the infinite-dimensional

Hamiltonian setting, see e.g. [20–24]. The main purpose of the present paper is to carry out

this programme to the half-line problem in the presence of integrable boundary conditions. The

particular model we consider is the NLS equation

iut + uxx + 2u|u|2 = 0, (1.1)

where u ≡ u(x, t) is a complex-valued function and |u|2 = uū with the bar denoting complex

conjugation. We concentrate on a class of integrable boundary conditions introduced in [13,14],

which include the well-known Robin boundary condition [1] and a new time-dependent boundary

condition [25] attracted attention recently [6, 14,26,27], as special cases. For the NLS equation

equipped with such boundary conditions, we compute the Poisson brackets of the corresponding
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scattering data, and we construct explicit variables of action-angle type which trivialize the

dynamics of the NLS equation on the half-line.

The paper is arranged as follows. In section 2, we collect some basic results regarding the

Hamiltonian formulation of the NLS equation on the full-line that we will need. In section 3,

we concentrate on the NLS equation posed on the half-line with a class of integrable boundary

conditions and investigate the corresponding inverse scattering transform. Section 4 concerns

our main results: we compute the Poisson brackets between all the elements of the scattering

data and derive the variables of action-angle type for the half-line problem discussed in section

3. We discuss our results further in section 5.

2 The NLS equation on the full-line

We start by briefly outline the main results from the Hamiltonian formulation of the NLS

equation on the full x-axis under the assumption that the field and its derivatives decrease

rapidly as |x| → ∞.

The NLS equation admits a Lax pair [17,18]

φx(x, t, λ) = U(x, t, λ)φ(x, t, λ), U(x, t, λ) =

(

λ
2i −ū

u − λ
2i

)

, (2.1a)

φt(x, t, λ) = V (x, t, λ)φ(x, t, λ), V (x, t, λ) =

(

i
2λ

2 − i|u|2 λū+ iūx

−λu+ iux − i
2λ

2 + i|u|2

)

, (2.1b)

where λ is a spectral parameter.

An important quantity, called the transition matrix [23]

T (x, y, λ) =
x

exp

∫ x

y

U(ξ, λ)dξ, (2.2)

is defined as the fundamental solution of the space-part of the Lax equations

∂T (x, y, λ)

∂x
= U(x, λ)T (x, y, λ), (2.3)

with the initial condition

T (x, y, λ)|x=y = I. (2.4)

The transition matrix T (x, y, λ) has an integral representation [23],

T (x, y, λ) = E(x− y, λ) +

∫ 2x−y

y

E(x− z, λ)T (x, y, z)dz, (2.5)
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where

E(x, λ) = exp

{

λ

2i
xσ3

}

, σ3 = diag(1,−1), (2.6)

and the matrix valued kernel T satisfies

T (x, y, z) =
1

2
U0(

y + z

2
) +

∫ x

y+z

2

U0(s)T (s, y, 2s − z)ds, (2.7)

with U0(x) ≡ U(x, λ) + iλ
2 σ3. The evolution of T (x, y, λ) along t is given by

∂T (x, y, λ)

∂t
= V (x, λ)T (x, y, λ) − T (x, y, λ)V (y, λ). (2.8)

The structure of U implies that the transition matrix T (x, y, λ) is unimodular

detT (x, y, λ) = 1, (2.9)

and it satisfies the following involution relation

T (x, y, λ) = σT (x, y, λ̄)σ, σ =

(

0 −i

i 0

)

. (2.10)

Indeed, the unimodular property (2.9) follows from the fact that U is traceless, while the invo-

lution relation (2.10) follows from the fact that U satisfies U(x, λ) = σU(x, λ̄)σ.

Consider the canonical Poisson brackets [23]

{u(x, t), u(y, t)} = {ū(x, t), ū(y, t)} = 0, {u(x, t), ū(y, t)} = iδ(x − y), (2.11)

where δ(x − y) is the Dirac δ-function. Using these Poisson brackets, one can deduce that the

transition matrix satisfies the following well-known relation (see e.g. [23])

{T1(x, y, λ), T2(x, y, µ)} = [r(λ− µ), T1(x, y, λ)T2(x, y, µ)] , (2.12)

for y < x, where T1(x, y, λ) = T (x, y, λ) ⊗ I, T2(x, y, µ) = I ⊗ T (x, y, µ), and the classical

r-matrix r is

r(λ) =
1

λ













1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1













. (2.13)

For x < y, it follows from (2.12) that

{T1(x, y, λ), T2(x, y, µ)} = − [r(λ− µ), T1(x, y, λ)T2(x, y, µ)] , (2.14)
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since T (y, x, λ) = T−1(x, y, λ).

With the Poisson brackets (2.11), the NLS equation on the full x-axis can be written in the

Hamilton form

ut = {H,u} , ūt = {H, ū} , (2.15)

with the Hamiltonian

H = −

∫ ∞

−∞

(

|u|4 − |ux|
2
)

dx. (2.16)

Local integrals of the motion of the NLS equation with vanishing boundaries can be constructed

from the monodromy matrix T (λ) which is defined by [23]

T (λ) = lim
x→∞

lim
y→−∞

E(−x, λ)T (x, y, λ)E(y, λ). (2.17)

Indeed, the quantity lnT11(λ), where T11(λ) stands for the 11-entry of T (λ), provides a gen-

erating function for the local integrals of the motion. By investigating the large λ expansion

of lnT11(λ), we can extract explicit forms of the local integrals of the motion order by order.

Moreover, with the r-matrix relation (2.12) or (2.14), one can prove that such integrals of the

motion are in involution (see [23] for details). Thus, the integrability of the NLS equation with

vanishing boundaries from the Hamiltonian standpoint is obtained.

3 The NLS equation on the half-line

We now proceed to the NLS equation on the positive x-axis subjecting to suitable boundary

conditions at x = 0 such that the integrability of the model is preserved. We concentrate on

the case where the NLS field is of Schwartz type in x, i.e. u(x, t0) ∈ S(R+) for a fixed time

t = t0. This means that vanishing boundary conditions are imposed for the NLS field and its

derivatives as x → ∞.

3.1 Boundary conditions

Following [1] (see also [2]), we consider the boundary conditions at x = 0 that are characterized

by the matrices K(λ) obeying both

dK(λ)

dt
= V (0, t, λ)K(λ) −K(λ)V (0, t,−λ), (3.1)

and

{K1(λ),K2(µ)} = [r(λ− µ),K1(λ)K2(µ)] +K1(λ)r(λ+ µ)K2(µ)−K2(µ)r(λ+ µ)K1(λ), (3.2)
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where we assume that the reflection matrices K(λ) can depend on time in general. For a

boundary condition resulting from (3.1) with K obeying (3.2), one can establish the integrability

of the corresponding half-line problem in the sense of the existence of infinitely many Poisson

commuting conserved quantities by investigating the Sklyanin’s double-row monodromy matrix.

We refer the reader to [1, 2] for details on this issue. In this paper, we will confirm further the

integrability of such boundary problems by investigating the corresponding scattering problem

(see section 3.3 below).

In the rest of the paper, we will require that K(λ) satisfies the following normalization

conditions

K(λ)K(−λ) = I, det (K(λ))K(−λ) = σK(−λ̄)σ. (3.3)

Let

d(λ) = detK(−λ). (3.4)

From (3.3), we immediately obtain

d(λ)d(−λ) = 1, d(−λ) = d(λ̄). (3.5)

We assume that d(λ) is a rational function of λ. Then the normalization condition (3.5) implies

that d(λ) takes the form

d(λ) = ε

N
∏

j=1

(λ− βj)
(

λ+ β̄j
)

(

λ− β̄j
)

(λ+ βj)
≡ ε

f(λ)

g(λ)
, ε = ±1, (3.6)

where

f(λ) = g(−λ) =

N
∏

j=1

(λ− βj)
(

λ+ β̄j
)

. (3.7)

We further require that the K(λ) matrix subjects to the following form

K(λ) =
1

f(λ)
K(λ), (3.8)

where the entries of K(λ) are polynomial of λ, and satisfy the asymptotic

lim
λ→∞

K(λ) = diag(1, ε). (3.9)

The above normalization conditions will be needed when investigating the analytic properties

of Jost solutions and scattering data for the corresponding half-line problem (see section 3.2

below).



7

A class of K(λ) matrices meeting equation (3.1) was presented in [14]. Here we only present

the following interesting boundary conditions as examples.

Example 1: Robin boundary condition. Taking

K(λ) =

(

1 0

0 −λ+iβ
λ−iβ

)

(3.10)

where β is a real parameter, we obtain from (3.1) the well-known Robin boundary condition

(see e.g. [1, 8])

(ux + βu)|x=0 = 0, (3.11)

for the classical NLS equation (1.1). In this case, the Poisson bracket (3.2) automatically holds.

Example 2: A boundary condition involving the time derivative of the field.

Taking

K(λ) =
1

λ− iβ

(

λI+

(

−iΩ 2iū

2iu iΩ

))∣

∣

∣

∣

∣

x=0

, (3.12)

where β is a real parameter and

Ω =
√

β2 − 4|u|2, (3.13)

then we obtain from (3.1) the following boundary condition

(

ut − 2i|u|2u+ iΩux
)∣

∣

x=0
= 0, (3.14)

which appeared in [13, 28]. In this situation, the Poisson bracket (3.2) is not trivial, it is

equivalent to the following boundary Poisson bracket

{u, ū} = −iΩ, (3.15)

at x = 0.

Example 3: Another boundary condition involving the time derivative of the

field. Taking

K(λ) =
1

(λ+ α+ iβ) (λ− α+ iβ)

(

(

λ2 − α2 − β2
)

I+ 2λ

(

−iΩ1 iū

iu iΩ1

))∣

∣

∣

∣

∣

x=0

, (3.16)

where α and β are two real parameters, and

Ω1 =
√

β2 − |u|2, (3.17)
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we then obtain from (3.1) the following boundary condition

(

iut − 2uxΩ1 − (α2 + β2)u+ 2u|u|2
)∣

∣

x=0
= 0. (3.18)

In this case, the Poisson bracket (3.2) is equivalent to the following boundary Poisson bracket

{u, ū} = −2iΩ1, (3.19)

at x = 0. The boundary condition (3.18) was derived in [25] via dressing a Dirichlet boundary

with an integrable defect condition for the NLS equation (see e.g. [29–31]). The NLS equation

in the presence of such a boundary condition attracted attention recently [6, 14,26,27].

Explicit forms of integrals of motion in involution and the Hamiltonian formulations for the

above boundary models will be presented in section 3.3.

Remark We emphasize that the boundary Poisson bracket (3.2) is essential for the Hamil-

tonian formulation of the boundary models and for the construction of the Poisson structure of

the corresponding scattering data. This will become clear in section 3.3 and section 4.

3.2 Inverse scattering transformation on the half-line

The IST for the NLS equation in the presence of the aforementioned boundary conditions has

been investigated recently in [13] (see also [14]). Here we will re-formulate this problem closely

following the method and notations adopted in [23] for full-line problem. Doing so is necessary,

since it paves the way for studying the Poisson structure and Hamiltonian formulation for the

half-line problem that will be performed in the next section, and it enables us to compare our

results for the half-line problem with the case for full-line problem, more conveniently.

3.2.1 Jost solutions on the half-line

Let

F (x, y, λ) = T (x, y, λ)E(y, λ), (3.20)

G(x, y, λ) = T (x, 0, λ)K(λ)F (0, y,−λ)K̃(λ), (3.21)

where

K̃(λ) = diag (1, d(λ)) , d(λ) = detK(−λ). (3.22)

By using the integral representation (2.5), we can prove that the limits

F (x, λ) = lim
y→∞

F (x, y, λ), (3.23)

G(x, λ) = lim
y→∞

G(x, y, λ), (3.24)
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exist for real λ, and in particular F (x, λ) has an integral representation

F (x, λ) = E(x, λ) +

∫ ∞

x

F(x, z)E(z, λ)dz, (3.25)

where the kernel F(x, z) is given by

F(x, z) = −
1

2
U0(

x+ z

2
)−

∫ ∞

x+z
2

T †(s, x, 2s − z)U0(s)ds, (3.26)

and satisfies

∫ ∞

x

‖F(x, z)‖dz ≤ exp

(∫ ∞

x

‖U0(z)‖dz

)

− 1. (3.27)

See Appendix A for details for the existence of the two limits and for the derivation of the

integral representation (3.25).

We now discuss the analytic properties of F (x, λ) and G(x, λ). The functions F (x, y, λ) and

G(x, y, λ) are entire functions of λ. However, it is not the case for F (x, λ) and G(x, λ), since

they involve a passage to the limit. Using the integral representation (3.25), it follows that the

first column of F (x, λ) is bounded and analytic in the lower half of the complex λ-plane, while

the second column of F (x, λ) is bounded and analytic in the upper half of the complex λ-plane.

We will denote the first and second columns of a 2× 2 matrix A by A(1) and A(2), respectively.

We introduce the following notations

Φ(x, λ) = F (x, λ)E(−x, λ),

Ψ(x, λ) = G(x, λ)E(−x, λ).
(3.28)

The integral representation (3.25) implies the following asymptotic behaviour for Φ(x, λ):

Φ(1)(x, λ) =

(

1

0

)

+ o(1), Imλ ≤ 0, |λ| → ∞,

Φ(2)(x, λ) =

(

0

1

)

+ o(1), Imλ ≥ 0, |λ| → ∞.

(3.29)

Recall that G(x, λ) involve the matrix K(λ). To avoid unnecessary singularities of G(x, λ), we

require that all zeros of d(λ) are located in the lower half of the complex λ-plane. Then we can

conclude that the first column of G ≡ K(λ)F (0,−λ)K̃(λ) is bounded and analytic in the upper

half of the complex λ-plane, while the second column of G ≡ K(λ)F (0,−λ)K̃(λ) is bounded

and analytic in the lower half of the complex λ-plane, and thus so does G(x, λ). Moreover, we

find from (3.9), (2.5) and (3.25) that Ψ(x, λ) = G(x, λ)E(−x, λ) has the following asymptotic
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behaviour:

Ψ(1)(x, λ) =

(

1

0

)

+ o(1), Imλ ≥ 0, |λ| → ∞,

Ψ(2)(x, λ) =

(

0

1

)

+ o(1), Imλ ≤ 0, |λ| → ∞.

(3.30)

For real λ, the functions F (x, λ) and G(x, λ) satisfy

detF (x, λ) = detG(x, λ) = 1, (3.31)

F (x, λ) = σF (x, λ)σ, G(x, λ) = σG(x, λ)σ. (3.32)

Indeed, the unimodular property detF (x, λ) = 1 follows from (2.9), the unimodular property

detG(x, λ) = 1 follows from (2.9) and the normalization condition (3.5). The involution relations

(3.32) follow from the involution relation (2.10) and the normalization conditions (3.3). The

analytic properties of the columns of F (x, λ) and G(x, λ) imply that the involution property

(3.32) may extend to complex values of λ, it takes the form

F (1)(x, λ) = iσF (2)(x, λ̄), Imλ ≤ 0,

G(1)(x, λ) = iσG(2)(x, λ̄), Imλ ≥ 0.
(3.33)

3.2.2 Scattering data

The functions F (x, λ) and G(x, λ) satisfy the differential equation (2.3). This in turn implies

that they are related, namely

G(x, λ) = F (x, λ)Γ(λ), (3.34)

where Γ(λ) is a matrix function independent of x. Evaluating (3.34) at x = 0, we obtain a

representation of Γ(λ),

Γ(λ) = F−1
0 (λ)K(λ)F0(−λ)K̃(λ), (3.35)

where F0(λ) = F (x, λ)|x=0. The unimodular property (3.31) and the involution property (3.32)

extend naturally to Γ(λ),

det Γ(λ) = 1, (3.36)

Γ(λ) = σΓ(λ)σ, (3.37)

for real λ. In addition to the involution property (3.37), the matrix Γ(λ) also satisfies

Γ−1(λ) = K̃(−λ)Γ(−λ)K̃(λ), (3.38)
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which can be verified by virtue of the normalization conditions (3.3) and (3.5). This symmetry

relation is the main difference with respect to the full-line problem, and it is crucial to the

analysis of the IST for the half-line problem.

The involution property (3.37) justifies the following notation for Γ(λ),

Γ(λ) =

(

A(λ) −B(λ)

B(λ) A(λ)

)

, (3.39)

for real λ. It follows from (3.34) that A(λ) and B(λ) can be expressed as

A(λ) = det
(

G(1)(x, λ), F (2)(x, λ)
)

,

B(λ) = det
(

F (1)(x, λ), G(1)(x, λ)
)

,
(3.40)

where as before G(j)(x, λ) and F (j)(x, λ), j = 1, 2 denote the columns of G(x, λ) and F (x, λ).

The analytic properties of F (2)(x, λ) and G(1)(x, λ) imply that A(λ) has an analytic continuation

into the upper half of the complex plane Imλ ≥ 0. The analytic properties of F (1)(x, λ) and

G(1)(x, λ) imply that in general B(λ) can only be well-defined for real λ. The asymptotic

formulae (3.29) and (3.30) imply the asymptotic behaviour

A(λ) = 1 + o(1), |λ| → ∞,

B(λ) = o(1), |λ| → ∞.
(3.41)

With the notation (3.39), equalities (3.36) and (3.38) become

|A(λ)|2 + |B(λ)|2 = 1, λ ∈ R, (3.42)

A(λ) = A(−λ), B(λ) = −d(−λ)B(−λ), λ ∈ R. (3.43)

We note that the first of (3.43) can be analytically continued into the upper half of the complex

λ-plane, that is

A(λ) = A(−λ̄), Imλ ≥ 0. (3.44)

To simplify our analysis we shall assume that A(λ) has only finite number of simple zeros

in the upper half of the complex λ-plane. The symmetry (3.44) implies that the zeros of A(λ)

always appear in pairs: if λj is a zero of A(λ), then so does −λj. We will exclude the special case

that a zero of A(λ) is a pure imaginary number for convenient sake. Let Z ≡ {λj}
n
1 ∪

{

−λj

}n

1
,

Reλj 6= 0, Imλj > 0, denote the set of the zeros of A(λ). The expression (3.40) implies that for

λ = λj, the first column of G(x, λ) is proportional to the second column of F (x, λ). Let γj be

the proportionality coefficient,

G(1)(x, λj) = γjF
(2)(x, λj), j = 1, · · · , n. (3.45)
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Let γ̃j be the proportionality coefficient corresponding to the paired zero −λ̄j of A(λ),

G(1)(x,−λ̄j) = γ̃jF
(2)(x,−λ̄j), j = 1, · · · , n. (3.46)

We can deduce that

γj ¯̃γj = −d(−λj), j = 1, · · · , n. (3.47)

See appendix B for the proof of the relation. It is clear that λ̄j , −λj, 1 ≤ j ≤ n, are the zeros

of A∗(λ) ≡ A(λ̄) in the lower half-plane, and we have

G(2)(x, λ̄j) = −γ̄jF
(1)(x, λ̄j), j = 1, · · · , n,

G(2)(x,−λj) = −¯̃γjF
(1)(x,−λj), j = 1, · · · , n.

(3.48)

The quantity A(λ) can be expressed in terms of its zeros and B(λ) as

A(λ) =

N
∏

j=1

(λ− λj)
(

λ+ λ̄j

)

(

λ− λ̄j

)

(λ+ λj)
exp

{

λ

πi

∫ ∞

0

log
(

1− |B(µ)|2
)

µ2 − λ2
dµ

}

, Imλ > 0. (3.49)

To prove (3.49), we consider the function

Ã(λ) = A(λ)

N
∏

j=1

(

λ− λ̄j

)

(λ+ λj)

(λ− λj)
(

λ+ λ̄j

) , (3.50)

which is analytic for Imλ > 0 and has no zeros for Imλ ≥ 0. It is easy to see

|Ã(λ)|2 = |A(λ)|2 = 1− |B(λ)|2, (3.51)

for real λ. Using (3.50) and (3.51) in the following formula (see e.g. [23])

Ã(λ) = exp







1

πi

∫ ∞

−∞

Re log
(

Ã(µ)
)

µ− λ
dµ







(3.52)

we obtain

A(λ) =

N
∏

j=1

(λ− λj)
(

λ+ λ̄j

)

(

λ− λ̄j

)

(λ+ λj)
exp

{

1

2πi

∫ ∞

−∞

log
(

1− |B(µ)|2
)

µ− λ
dµ

}

. (3.53)

This formula can be extended up to the real line using the Sochocki-Plemelj formula. The

equality (3.49) follows from (3.53) after using the symmetry relation (3.43) of B(λ).

Following the terminology used in [23] for the full-line problem, we will call A(λ) and B(λ)

transition coefficients for the continuous spectrum, and will call γj, γ̄j , j = 1, · · · , n, transition

coefficients for the discrete spectrum for the half-line problem. Note that A(λ) and B(λ) involve

both the initial data and the boundary conditions, this can be seen from the expression (3.35)

where F0(λ) encodes the initial data, while K(λ) contains the boundary information. The set

{B(λ), B(λ), λj , λ̄j , γj , γ̄j} constitutes the so-called scattering data for our half-line problem.
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3.2.3 The time evolution of scattering data

By using (3.1), (2.8) and the rapid decay of u(x, t) as x → ∞, we find that Γ(λ) satisfies the

evolution equation

dΓ(λ)

dt
=

iλ2

2
[σ3,Γ(λ)] . (3.54)

In components, (3.54) can be written as

dA(λ)

dt
= 0,

dB(λ)

dt
= −iλ2B(λ). (3.55)

This in turn implies that the generating function for the conservation law is just A(λ). By

studying large λ expansion of A(λ), we can extract explicit forms of the conserved quantities.

This will be discussed in the next subsection.

Let us derive the time evolution of transition coefficients for the discrete spectrum. It follows

from (2.8) that

dF (x, λ)

dt
= V (x, λ)F (x, λ) −

iλ2

2
F (x, λ)σ3. (3.56)

Using (3.1) and (2.8), we obtain

dG(x, λ)

dt
= V (x, λ)G(x, λ) −

iλ2

2
G(x, λ)σ3. (3.57)

From (3.56) and (3.57), we have

dF (2)(x, λj)

dt
= V (x, λj)F

(2)(x, λj) +
iλ2

j

2
F (2)(x, λj), (3.58)

dG(1)(x, λj)

dt
= V (x, λj)G

(1)(x, λj)−
iλ2

j

2
G(1)(x, λj). (3.59)

The above two equations are compatible with (3.45) only if

dγj

dt
= −iλ2

jγj, j = 1, · · · , n. (3.60)

In summary, we have formulated a transformation

(u, ū) → (B(λ), B(λ), λj , λ̄j, γj , γ̄j) (3.61)

from the functions u, ū to the transition coefficients and discrete spectrum of the corresponding

auxiliary linear problem. In terms of the new variables, the NLS equation with the boundary

conditions stated in section 3.1 can be easily solved:

B(λ, t) = exp
(

−iλ2(t− t0)
)

B(λ, t0),

λj(t) = λj(t0), γj(t) = exp
(

−iλ2
j(t− t0)

)

γj(t0), j = 1, · · · , n,
(3.62)
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where B(λ, t0), λj(t0) and γj(t0) result from the initial data u(x, t0) by applying the transfor-

mation (3.61). The inverse part of the problem can be solved by formulating an appropriate

Riemann-Hilbert problem. We will not discuss this issue in this paper, since our main purpose

is to investigate the Poisson structure and action-angle variables on the scattering data for the

half-line problem. We refer the interested reader to [13] and, in particular, to the monograph [19]

for details regarding this issue.

Remark For the class of exponentially fast decaying initial data, B(λ) can be analytically

off the real axis. In this case, γj has a nice characterization: it can be expressed in terms of

B(λ) as γj = B(λj) (this follows by substituting (3.45) into (3.40)). We emphasize that this

expression is not valid in general, since B(λ) has no analytic continuation off the real line in the

general case.

3.3 Conserved quantities and trace identities

Equations (3.55) show that A(λ) is independent on t. Thus, A(λ) provides a generating function

of the conserved quantities for the half-line problem with boundary conditions stated in section

3.1. We now derive explicit forms of the conserved quantities by investigating the large λ

expansions of lnA(λ). For |λ| → ∞, the transition matrix T can be expanded as [23]

T (x, y, t, λ) = (I+W (x, t, λ)) exp [Z(x, y, t, λ)] (I+W (y, t, λ))−1 , (3.63)

where W is an off-diagonal matrix and Z is a diagonal matrix. Inserting (3.63) into (2.1a), one

may obtain that the elements of W and Z have the following asymptotic representations

W21(x, t, λ) =

∞
∑

n=1

ωn(x, t)

(iλ)n
, W12(x, t, λ) = −W21(x, t, λ̄),

Z22(x, y, t, λ) =
i

2
λ(x− y) +

∫ x

y

u(z, t)W12(z, t, λ)dz, Z11(x, y, t, λ) = Z22(x, y, t, λ̄),

(3.64)

where the series coefficients ωn are given recursively by

ω1 = −u, ω2 = −ux, ωn+1 = (ωn)x − ū

n−1
∑

k=1

ωkωn−k. (3.65)

By calculating the (11)-element of (3.35), we obtain

lnA(λ) =

∫ ∞

0
ū(x, t) [W21(x, t,−λ)−W21(x, t, λ)] dx+ ln (D11(λ)) , (3.66)

where D11(λ) is the (11)-element of the matrix

D(λ) = (I+W (0, t, λ))−1K(λ) (I+W (0, t,−λ)) . (3.67)
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The first term in the right hand side of (3.66) serves as a generating function for the bulk

conserved quantities, while the second term provides a generating function for the boundary

contribution to the conserved quantities. By computing the expansion of the logarithmic function

ln (D11(λ)) in (iλ)−1, we may extract from (3.66) explicit forms of the conserved quantities for

the corresponding boundary problems order by order. For example, the first two nontrivial

conserved quantities for the NLS equation with the boundary condition (3.14) are given by

I1 = 2

∫ ∞

0
|u|2dx+ Ω|x=0 ,

I3 = 2

∫ ∞

0

(

|u|4 − |ux|
2
)

dx+

(

Ω3

3
+ 2Ω|u|2

)∣

∣

∣

∣

x=0

.

(3.68)

where Ω is defined by (3.13). The NLS equation with the boundary condition (3.14) can be

represented in the Hamilton form (2.15) by choosing the Hamiltonian to be

H = −
1

2
I3 = −

∫ ∞

0

(

|u|4 − |ux|
2
)

dx−

(

Ω3

6
+ Ω|u|2

)∣

∣

∣

∣

x=0

. (3.69)

Indeed, using the Poisson bracket (2.11) and the bulk part of Hamiltonian (3.69), we recover

the NLS equation in bulk from (2.15), while using the boundary Poisson bracket (3.15) and

the boundary contribution to Hamiltonian (3.69) we recover the boundary condition (3.14)

from (2.15). For the NLS equation with the boundary condition (3.18), the first two nontrivial

conserved quantities are

I1 = 2

∫ ∞

0
|u|2dx+ 2 Ω1|x=0 ,

I3 = 2

∫ ∞

0

(

|u|4 − |ux|
2
)

dx+

(

8(Ω1)
3

3
+ 2Ω1

(

2|u|2 − α2 − β2
)

)∣

∣

∣

∣

x=0

.

(3.70)

where Ω is given by (3.17). The Hamiltonian associated with this boundary model can be

recognized as

H = −
1

2
I3 = −

∫ ∞

0

(

|u|4 − |ux|
2
)

dx−

(

4(Ω1)
3

3
+ Ω1

(

2|u|2 − α2 − β2
)

)∣

∣

∣

∣

x=0

. (3.71)

We now show that the integrals of the motion can be represented in terms of the scattering

data. It follows from (3.49) that the quantity lnA(λ) can be expanded as

lnA(λ) =
∞
∑

j=0

c2j+1

(iλ)2j+1
, (3.72)

where

c2j+1 = −
1

4jπ

∫ ∞

0
ln
(

1− |B(µ)|2
)

(2iµ)2j dµ+
1

4j

N
∑

l=1

(

2iλ̄l

)2j+1
− (2iλl)

2j+1

2j + 1
. (3.73)
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On the other hand, we write the expansion of (3.66) as

lnA(λ) =

∞
∑

j=0

I2j+1

(iλ)2j+1
. (3.74)

Comparing the asymptotic expansion (3.72) with (3.74) yields the representations of the con-

served quantities in terms of the scattering data

I2j+1 = c2j+1, j = 0, 1, · · · . (3.75)

These identities are the trace identities for the half-line problem. In particular, the Hamiltonian

H = −1
2I3 can be represented as

H = −
1

2
c3 = −

1

2π

∫ ∞

0
µ2 ln

(

1− |B(µ)|2
)

dµ+
i

3

N
∑

l=1

(

(

λ̄l

)3
− (λl)

3
)

. (3.76)

The Poisson commutativity of the conserved quantities I2j+1 generated from lnA(λ) will be

proved in section 4 (see corollary 1 in section 4.1). Thus we can speak of the integrability of

the boundary conditions stated in section 3.1 in the sense of the existence of infinitely many

conserved quantities in involution.

4 Hamiltonian formulation for the half-line problem

In this section, our aim will be to derive the Poisson brackets between all the elements of the

scattering data and to construct the variables of action-angle type for the half-line problem with

boundary conditions stated in the above section.

4.1 Poisson structure on the scattering data

Note that the r-matrix relation (2.12) can be extended to the case of transition matrices for two

arbitrary intervals (y, x) and (y′, x′) (see e.g. [23]), it reads

{

T1(x, y, λ), T2(x
′, y′, µ)

}

=
(

T (x, x′′, λ)⊗ T (x′, x′′, µ)
)

×
[

r(λ− µ), T1(x
′′, y′′, λ)T2(x

′′, y′′, µ)
]

×
(

T (y′′, y, λ) ⊗ T (y′′, y′, µ)
)

,

(4.1)

where (y′′, x′′) means the intersection of the intervals (y, x) and (y′, x′).
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Lemma 1 For x < y, we have the following Poisson bracket relations

{F1(x, y, λ), F2(x, y, µ)} =F1(x, y, λ)F2(x, y, µ)r(y, λ− µ)− r(λ− µ)F1(x, y, λ)F2(x, y, µ),

{F1(x, y, λ), G2(x, y, µ)} =F1(x, y, λ)G2(x, y, µ)r̃(y, λ, µ)

− F1(x, y,−µ)G2(x, y, µ)r̃(λ, µ)F
−1
1 (x, y,−µ)F1(x, y, λ),

{G1(x, y, λ), G2(x, y, µ)} =r(λ− µ)G1(x, y, λ)G2(x, y, µ)−G1(x, y, λ)G2(x, y, µ)ř(y, λ, µ)

+G1(x, y, λ)F2(x, y,−λ)r̂(λ, µ)F−1
2 (x, y,−λ)G2(x, y, µ)

− F1(x, y,−µ)G2(x, y, µ)r̃(λ, µ)F
−1
1 (x, y,−µ)G1(x, y, λ),

(4.2)

where

r̃(λ, µ) = r(λ+ µ) diag (1, d(µ), d(−µ), 1) , (4.3)

r̂(λ, µ) = r(λ+ µ) diag (1, d(−λ), d(λ), 1) , (4.4)

r(y, λ− µ) = (E(y, µ − λ)⊗ E(y, λ− µ)) r(λ− µ), (4.5)

r̃(y, λ, µ) = (E(y,−λ− µ)⊗ E(y, λ+ µ)) r̃(λ, µ), (4.6)

ř(y, λ, µ) = (E(y, λ − µ)⊗ E(y, µ − λ)) r(λ− µ) diag (1, d(−λ)d(µ), d(λ)d(−µ), 1) . (4.7)

Proof The first of (4.2) can be derived by using (2.12) or (2.14). The second of (4.2) can be

derived by using (4.1). The third of (4.2) can be derived by using (4.1) together with the relation

(3.2). �

Remark that the terms in the right hand side of (4.2) involve 1
λ∓µ

which is singular at

λ = ±µ, so that we shall specify the generalized function 1
λ∓µ

to be taken as p.v. 1
λ∓µ

, where

p.v. indicates principal value, for definiteness. By taking the limits of (4.2) as y → ∞ and by

using the relation

lim
y→∞

p.v.
e±iλy

λ
= ±πiδ(λ), (4.8)

we obtain

Proposition 1 The Poisson brackets between the Jost solutions F (x, λ) and G(x, λ) are given

by

{F1(x, λ), F2(x, µ)} =F1(x, λ)F2(x, µ)r+(λ− µ)− r(λ− µ)F1(x, λ)F2(x, µ),

{F1(x, λ), G2(x, µ)} =F1(x, λ)G2(x, µ)r̃+(λ, µ)− F1(x,−µ)G2(x, µ)r̃(λ, µ)F
−1
1 (x,−µ)F1(x, λ),

{G1(x, λ), G2(x, µ)} =r(λ− µ)G1(x, λ)G2(x, µ)−G1(x, λ)G2(x, µ)r−(λ− µ)

+G1(x, λ)F2(x,−λ)r̂(λ, µ)F−1
2 (x,−λ)G2(x, µ)

− F1(x,−µ)G2(x, µ)r̃(λ, µ)F
−1
1 (x,−µ)G1(x, λ),

(4.9)
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where

r+(λ− µ) = lim
y→∞

r(y, λ− µ) =













p.v. 1
λ−µ

0 0 0

0 0 πiδ(λ − µ) 0

0 −πiδ(λ − µ) 0 0

0 0 0 p.v. 1
λ−µ













, (4.10)

r−(λ− µ) differs from r+(λ− µ) by replacing i with −i, and

r̃+(λ, µ) = lim
y→∞

r̃(y, λ, µ) =













p.v. 1
λ+µ

0 0 0

0 0 πiδ(λ + µ)d(−µ) 0

0 −πiδ(λ + µ)d(µ) 0 0

0 0 0 p.v. 1
λ+µ













,(4.11)

and r̃(λ, µ) and r̂(λ, µ) are given by (4.3) and (4.4), respectively.

Proposition 2 For real λ and µ, we have the following Poisson bracket relation

{Γ1(λ),Γ2(µ)} =r+(λ− µ)Γ1(λ)Γ2(µ)− Γ1(λ)Γ2(µ)r−(λ− µ)

− Γ2(µ)r̃+(λ, µ)Γ1(λ) + Γ1(λ)r̂+(λ, µ)Γ2(µ),
(4.12)

where r+(λ − µ) is defined by (4.10), r−(λ − µ) differs from r+(λ − µ) by replacing i with −i,

r̃+(λ, µ) is defined by (4.11), and r̂+(λ, µ) is defined by

r̂+(λ, µ) =













p.v. 1
λ+µ

0 0 0

0 0 −πiδ(λ+ µ)d(λ) 0

0 πiδ(λ + µ)d(−λ) 0 0

0 0 0 p.v. 1
λ+µ













. (4.13)

Proof Straightforward calculations using (4.9) give

{Γ1(λ),Γ2(µ)}

=r+(λ− µ)Γ1(λ)Γ2(µ)− Γ1(λ)Γ2(µ)r−(λ− µ)

− Γ2(µ)r̃+(λ, µ)Γ1(λ) + Γ1(λ)r̂+(λ, µ)Γ2(µ)

+
(

F−1
0 (λ)⊗ F−1

0 (µ)
)

K̂(λ, µ)
((

F0(−λ)K̃(λ)
)

⊗
(

F0(−µ)K̃(µ)
))

,

(4.14)

where

K̂(λ, µ) = {K1(λ),K2(µ)} − [r(λ− µ),K1(λ)K2(µ)]−K1(λ)r(λ+ µ)K2(µ) +K2(µ)r(λ+ µ)K1(λ).

Inserting (3.2), that is K̂(λ, µ) = 0, into (4.14), we obtain (4.12). �
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Proposition 3 The matrix Poisson bracket (4.12) is equivalent to the following six basic ones

{A(λ), A(µ)} = 0,
{

A(λ), A(µ)
}

= 0, (4.15)

{A(λ), B(µ)} = −

(

1

λ− µ+ i0
+

1

λ+ µ+ i0

)

A(λ)B(µ), (4.16)

{

A(λ), B(µ)
}

=

(

1

λ− µ+ i0
+

1

λ+ µ+ i0

)

A(λ)B(µ), (4.17)

{B(λ), B(µ)} = 0,
{

B(λ), B(µ)
}

= 2πi (δ(λ − µ)− δ(λ+ µ)d(−λ)) |A(λ)|2. (4.18)

Proof The proof can be completed by calculating explicit forms of the matrix Poisson bracket

(4.12). For example, calculating the (21)-entry of (4.12) after using the symmetry relations

(3.43), we obtain

{A(λ), B(µ)} =

(

πiδ(λ − µ)− p.v.
1

λ− µ
+ πiδ(λ + µ)− p.v.

1

λ+ µ

)

A(λ)B(µ), (4.19)

which produces (4.16) by virtue of the Sochocki-Plemelj formula

1

λ± i0
= p.v.

1

λ
∓ πiδ(λ). (4.20)

Other Poisson bracket relations in this proposition can be verified via a similar manner. �

From (4.15), we immediately obtain

Corollary 1 The conserved quantities I2j+1 constructed in section 3.3 are in involution,

{I2j+1, I2k+1} = 0, j, k ≥ 0. (4.21)

We note that the relations (4.15), (4.16) and (4.17) are consistent with the analyticity of

A(λ) in the upper half of the complex λ-plane, so that they can be analytically continued into

the upper half of the complex λ-plane.

Proposition 4 The Poisson brackets between the transition coefficients for the continuous spec-

trum and the ones for the discrete spectrum are given by

{B(λ), γj} = {B(λ), γ̄j} = 0, λ ∈ R, 1 ≤ j ≤ N, (4.22)

{A(λ), γj} = −
1

λ+ λj + i0
A(λ)γj −

1

λ− λj

A(λ)γj , Imλ > 0, (4.23)

{A(λ), γ̄j} =
1

λ− λ̄j + i0
A(λ)γ̄j +

1

λ+ λ̄j

A(λ)γ̄j , Imλ > 0, (4.24)

Proof We introduce the notation

F (2)(x, λ) =

(

f+(x, λ)

g+(x, λ)

)

, G(1)(x, λ) =

(

f−(x, λ)

g−(x, λ)

)

. (4.25)
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It follows from the unimodular property (3.31) that

|f±(x, λ)|
2 + |g±(x, λ)|

2 = 1, λ ∈ R. (4.26)

With the notation (4.25), the quantities A(λ), B(λ) and γj can be expressed as

A(λ) =g+(x, λ)f−(x, λ)− f+(x, λ)g−(x, λ),

B(λ) =f−(x, λ)f+(x, λ) + g−(x, λ)g+(x, λ),

γj =
f−(x, µ)

f+(x, µ)

∣

∣

∣

∣

µ=λj

=
g−(x, µ)

g+(x, µ)

∣

∣

∣

∣

µ=λj

.

(4.27)

After straightforward calculations using (4.9) together with (3.43) and (4.26), we obtain that,

for real λ and µ,
{

B(λ),
f−(x, µ)

f+(x, µ)

}

=
A(µ)d(−λ)g+(x,−λ)f−(x,−λ)

f2
+(x, µ)

(

πiδ(λ + µ)−
1

λ+ µ

)

−
A(µ)f−(x, λ)g+(x, λ)

f2
+(x, µ)

(

πiδ(λ − µ) +
1

λ− µ

)

.

(4.28)

This equality can be analytically continued in µ, so that we may set µ = λj. By doing so, the

term in the left hand side of (4.28) becomes {B(λ), γj}, while the terms in the right hand side

of (4.28) vanishes due to A(λj) = 0. Hence, {B(λ), γj} = 0. Proceeding as above, we obtain

{A(λ), γj} =

(

πiδ(λ + λj)−
1

λ+ λj

)

A(λ)γj −
1

λ− λj
A(λ)γj , (4.29)

which becomes (4.23) according to the Sochocki-Plemelj formula (4.20). The remaining Poisson

brackets in this proposition can be derived via a similar manner. �

Regarding the rest of the Poisson brackets between the scattering data, we have

Proposition 5 The following Poisson bracket relations hold

{γj , γk} = {γj , γ̄k} = 0, 1 ≤ j, k ≤ N, (4.30)

{λj , λk} =
{

λj, λ̄k

}

= 0, 1 ≤ j, k ≤ N, (4.31)

{B(µ), λj} =
{

B(µ), λ̄j

}

= 0, 1 ≤ j ≤ N, (4.32)
{

γj, λ̄k

}

= 0, {λk, γj} = δjkγj, 1 ≤ j, k ≤ N. (4.33)

Proof The Poisson brackets (4.30) can be derived by using the Poisson brackets (4.9) and the

expression of γj given by (4.27). The Poisson brackets (4.31) follow from (4.15). We rewrite

(4.16) as

{logA(λ), B(µ)} = −

(

1

λ− µ
+

1

λ+ µ

)

B(µ), (4.34)
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where it is assumed that Imλ > 0. Inserting (3.50) into (4.34), we obtain

{

log Ã(λ), B(µ)
}

+
N
∑

j=1

(

{B(µ), λj}

λ− λj

+
{B(µ), λj}

λ+ λj

+

{

λ̄j , B(µ)
}

λ− λ̄j

+

{

λ̄j , B(µ)
}

λ+ λ̄j

)

=−
B(µ)

λ− µ
−

B(µ)

λ+ µ
.

(4.35)

The right hand side of equation (4.35) is analytic for Imλ > 0, thus the left hand side has no

singularities at λ = λj and at λ = −λ̄j. Therefore, relations (4.32) hold. Proceeding as above,

we obtain, after using (4.23) and (3.50), the following equation

{

log Ã(λ), γj

}

+

N
∑

k=1

(

{γj , λk}

λ− λk

+
{γj, λk}

λ+ λk

+

{

λ̄k, γj
}

λ− λ̄k

+

{

λ̄k, γj
}

λ+ λ̄k

)

= −
γj

λ− λj
−

γj

λ+ λj
.(4.36)

For Imλ > 0, the right hand side of equation (4.36) has singularities at λ = λj . Comparing the

residues at λ = λj, we find the second of relations (4.33). The left hand side of (4.36) should

have no singularities at λ = −λ̄j (since the right hand side has no singularities at λ = −λ̄j),

this fact implies the first of relations (4.33). �

It follows from propositions 3, 4 and 5 that the non-vanishing Poisson brackets of the scat-

tering data {B(λ), B(λ);λj , λ̄j , γj , γ̄j ; j = 1, 2, · · · , N} are

{

B(λ), B(µ)
}

= 2πi (δ(λ− µ)− δ(λ+ µ)d(−λ))
(

1− |B(λ)|2
)

, (4.37)

{λk, γj} = δjkγj , 1 ≤ j, k ≤ N. (4.38)

We note that the Poisson bracket (4.37) is quite different from the one for the full-line problem.

Indeed, in the full-line case the non-vanishing Poisson bracket for the transition coefficient b(λ)

reads [23]

{

b(λ), b(µ)
}

= 2πi
(

1− |b(λ)|2
)

δ(λ− µ). (4.39)

Compared to (4.39), the Poisson bracket (4.37) involves both δ(λ − µ) and δ(λ + µ), and par-

ticularly it involves d(λ) which encodes the boundary information for the half-line problem.

4.2 Variables of action-angle type

Let us introduce the quantities

ρ (λ) = −
1

2π
ln
(

1− |B(λ)|2
)

, φ (λ) = − argB(λ), λ ∈ R,

pj = 2Reλj , qj = log |γj |, 1 ≤ j, k ≤ N,

̺j = 2 Imλj , ϕj = − arg γj, 1 ≤ j, k ≤ N.

(4.40)
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After straightforward calculations using (3.43) and the Poisson brackets in propositions 3, 4 and

5, we find that the Poisson brackets between the above quantities have the form

{ρ (λ) , φ (µ)} = δ(λ − µ) + δ(λ+ µ), {ρ (λ) , ρ (µ)} = {φ (λ) , φ (µ)} = 0,

{pj, qk} = δjk, {pj , pk} = {qj, qk} = 0, 1 ≤ j, k ≤ N,

{̺j , ϕk} = δjk, {̺j , ̺k} = {ϕj , ϕk} = 0, 1 ≤ j, k ≤ N.

(4.41)

The quantities (4.40) constitute the action-angle variables for the NLS equation on the half-line.

The main distinction from the full-line case is that the first of Poisson brackets (4.41) involves

both δ(λ− µ) and δ(λ + µ).

Expressions (3.73) and (3.75) give the conserved quantities in terms of the action variables

ρ (λ), pj and ̺j:

I2j+1 = 2(−1)j
∫ ∞

0
ρ(µ)µ2jdµ+

1

4j (2j + 1)

N
∑

l=1

[

(ipl + ̺l)
2j+1 − (ipl − ̺l)

2j+1
]

. (4.42)

In particular, the Hamiltonian H = −1
2I3 can be expressed in terms of the action variables as

H =

∫ ∞

0
µ2ρ (µ) dµ+

1

12

N
∑

l=1

̺l
(

3p2l − ̺2l
)

. (4.43)

From (4.41) and (4.43), we immediately have

Proposition 6 The action-angle variables (4.40) completely trivialize the dynamics of the NLS

equation on the half-line:

dρ (λ)

dt
= {H, ρ} = 0,

dpj

dt
= {H, pj} = 0,

d̺j

dt
= {H, ̺j} = 0,

dφ (λ)

dt
= {H,φ} = λ2,

dqj

dt
= {H, qj} =

1

2
̺jpj,

dϕj

dt
= {H,ϕj} =

1

4

(

p2j − ̺2j
)

, j = 1, · · · , N.

(4.44)

We note that the above formulae agree with the time evolutions of the scattering data already

established in section 3 (see (3.55) and (3.60)).

5 Concluding remarks

We derive the action-angle variables for the NLS equation on the half-line subjecting to a class

of integrable boundary conditions. These variables are expressed in terms of the scattering data

for this integrable half-line model. A related and important question is the study of Poisson

structures and action-angle variables for integrable differential-difference equations, such as the

Ablowitz-Ladik lattice system, on the set of non-negative integers. We will investigate this issue

in the near future.
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A Existence of limits (3.23) and (3.24) and a derivation for the

integral representation (3.25)

Using (2.5), we find that F−1(x, y, λ) has the integral representation

F−1(x, y, λ) = E(−x, λ) +

∫ 2y−x

x

E(−z, λ)T (y, x, z)dz, (A.1)

where the kernel T (y, x, z) satisfies

T (y, x, z) =
1

2
U0(

x+ z

2
) +

∫ y

x+z
2

U0(s)T (s, x, 2s − z)ds. (A.2)

Let T̃ (y, x) =
∫ 2y−x

x
‖T (y, x, z)‖dz. Then we obtain, after using (A.2) and interchanging the

integrals, the estimate

T̃ (y, x) ≤

∫ y

x

‖U0(z)‖dz +

∫ y

x

‖U0(s)‖T̃ (s, x)ds. (A.3)

By iterating the above estimate, we obtain

T̃ (y, x) ≤ exp

(∫ y

x

‖U0(z)‖dz

)

− 1. (A.4)

We claim that the limit

T+(x, z) = lim
y→∞

T (y, x, z) (A.5)

defines a function of z in L2×2
1 (x,∞) for each fixed x. Indeed, by using (A.2) and (A.4), we find

that
∫ ∞

x

‖T+(x, z)‖dz ≤

∫ ∞

x

‖U0(z)‖dz +

∫ ∞

x

‖U0(s)‖T̃ (s, x)ds

≤ exp

(∫ ∞

x

‖U0(z)‖dz

)

− 1.

(A.6)

The above analysis implies that the limit (A.1), as y → ∞, does exist, and there is an integral

representation

F−1(x, λ) = E(−x, λ) +

∫ ∞

x

E(−z, λ)T+(x, z)dz, (A.7)
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where the kernel T+(x, z) is given by

T+(x, z) =
1

2
U0(

x+ z

2
) +

∫ ∞

x+z
2

U0(s)T (s, x, 2s − z)ds. (A.8)

Due to F (x, λ) is unimodular, we have F−1(x, λ) = σF τ (x, λ)σ, where the superscript τ denotes

the transpose of a matrix. Using this relation, we find the integral representation (3.25) for

F (x, λ). The existence of the limit (3.23) implies the existence of the limit limy→∞ F (0, y,−λ).

Thus the limit (3.24) also exists.

B A proof for the relation (3.47)

We may set x = 0 in (3.45) and (3.46) to characterize γj and γ̃j , since these two quantities are

independent on x. With the notation (4.25), we have

γj ¯̃γj =
f−(0, λj)

f+(0, λj)

f−(0,−λ̄j)

f+(0,−λ̄j)
. (B.1)

By the definition of G(x, λ), we have

G(0, λ) = K(λ)F (0,−λ)K̃(λ). (B.2)

With the notation (4.25), we obtain from (B.2) the following expressions

f−(0,−λ̄) =d(−λ) (K21(−λ)f+(0, λ) +K22(−λ)g+(0, λ)) ,

f+(0,−λ̄) =
1

d(−λ)
(K21(λ)f−(0, λ)−K11(λ)g−(0, λ)) ,

(B.3)

where Kjk(λ), j, k = 1, 2, stand for the jk-entries of the matrix K(λ). The normalization

condition (3.3) gives K(−λ) = K−1(λ), which yields

K21(λ) = −d(−λ)K21(−λ), K22(λ) = d(−λ)K11(−λ). (B.4)

Inserting (B.3) and (B.4) into (B.1), we obtain

γj ¯̃γj = −d(−λj)
K21(λj)f−(0, λj)f+(0, λj)−K11(λj)g+(0, λj)f−(0, λj)

K21(λj)f−(0, λj)f+(0, λj)−K11(λj)g−(0, λj)f+(0, λj)
= −d(−λj), (B.5)

where, in the last equality, we have used g+(0, λj)f−(0, λj) = g−(0, λj)f+(0, λj). This completes

the proof for the relation (3.47).



25

References

[1] E.K. Sklyanin, Boundary conditions for integrable equations, Funct. Anal. Appl. 21(2) (1987) 164-

166.
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