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In this paper, we propose a network whose nodes are labeled by the com-
posite numbers and two nodes are connected by an undirected link if they are
relatively prime to each other. As the size of the network increases, the network
will be connected whenever the largest possible node index n ≥ 49. To investi-
gate how the nodes are connected, we analytically describe that the link density
saturates to 6/π2, whereas the average degree increases linearly with slope 6/π2

with the size of the network. To investigate how the neighbors of the nodes
are connected to each other, we find the shortest path length will be at most 3
for 49 ≤ n ≤ 288 and it is at most 2 for n ≥ 289. We also derive an analytic
expression for the local clustering coefficients of the nodes, which quantifies how
close the neighbors of a node to form a triangle. We also provide an expression
for the number of r-length labeled cycles, which indicates the existence of a
cycle of length at most O(log n). Finally, we show that this graph sequence is
actually a sequence of weakly pseudo-random graphs. We numerically verify
our observed analytical results. As a possible application, we have observed
less synchronizability (the ratio of the largest and smallest positive eigenvalue
of the Laplacian matrix is high) as compared to Erdős–Rényi random network
and Barabási-Albert network. This unusual observation is consistent with the
prolonged transient behaviors of ecological and predator-prey networks which
can easily avoid the global synchronization.

Keywords: Prime and Composite Numbers, Network Science, Pseudo-random
graph.

1. Introduction

The study of graphs with intricate connections between the items is known
as a complex network [1, 2, 3, 4]. The field of network science examines a wider
range of systems found in the real world [5, 6, 7, 8, 9, 10, 11, 12],[13]. For in-
stance, the study of network science can be used to map out emerging behavior
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in social networks [14], the proper functionality of the technological systems
(such as the power grid) [15], the spreading mechanism of diseases among com-
munities [16, 17], the stability of prey-predator systems [18], neuronal activities
[19], signal propagation[20] and the interaction mechanism in subcellular sys-
tems [21].

The study of different mathematical properties of some sets of numbers is
now frequently done using network science [22, 23]. Nodes from those sets are
used to build the networks, which connect each pair of them by directed or undi-
rected links whenever they fulfill a particular relation. Many such interesting
networks have been found in the literature. For instance, divisibility networks
of natural numbers following usual increasing sequential order [22] or by tak-
ing nodes from the Pascal matrix and constructing a divisibility network with
those nodes [24] are recently developed. Also in [25], assuming that Goldbach
conjecture is true, the authors have broken the even numbers by the sum of two
primes and constructed a network of those prime numbers by connecting links
between two primes depending on the corresponding even numbers. Sometimes,
it is also possible to find analytic expressions of the measures like average de-
gree, link density, clustering coefficients etc. and by constructing networks of
different size one may check how fast it agrees with the theoretical results. In
[22] the authors have shown numerically that the divisibility network of natural
numbers follows a scale-free degree distribution. They have shown analytically
that the global clustering coefficient of this network decays to zero whereas the
average degree increases logarithmically as the size of the network increases.

A random graph of n vertices is a graph, whose edges between two vertices
are drawn randomly. On the other hand, a pseudo random graph is a graph
that behaves like a random graph of same number of vertices and same edge
density with a high probability. In order to give a quantitative measure, Andrew
Thomason first introduced the notion of (p, α)-jumbled graph in 1987 [26]. He
defined a graph G = (V,E) is said to be (p, α)-jumbled graph for real numbers
p and α with 0 < p < 1 ≤ α, if for every induced subgraph H of G, we get∣∣∣∣E(H)− p

(
|H|
2

)∣∣∣∣ ≤ α|H|.

A (p,O(
√
np))-jumbled graph is one of the best possible pseudo-random graph,

as Erdős–Rényi random graph G(n,p) is almost surely (p,O(
√
np))-jumbled [27].

Since, the largest eigenvalue of the adjacency matrix of a d-regular graph is
d, Alon [27, 28, 29] defined by (n, d, λ)-graph, a d-regular graph of n vertices
and eigenvalues d = λ1 > λ2 ≥ ... ≥ λn such that |λi| ≤ λ for all i = 2, 3, ..., n.
It has been shown that (n, d, λ)-graph with λ much smaller than d have certain
pseudo-random properties [28, 29, 30]. And it has also been found in literature
that a (n, d, λ)-graph is (d/n, λ)-jumbled [27]. Apart from the pseudo-random
graphs of the type (p, α)-jumbled graphs, in general, in a pseudo-random graph
G with any red/blue-coloring of edges such that the proportion of red colored
edges is r, it has been found that there exists a Hamiltonian cycle having the
proportion of red edges is close to r [31]. Pancyclicity, i.e, the existence of
cycles of all possible lengths in pseudo-random graphs has also been explored
in literature [32].

By slightly relaxing the conditions of (p, α)-jumbled graph, we define a
sequence of graphs {Gn} to be weakly pseudo-random [27] if for all subsets
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U ⊆ V (Gn), we have ∣∣∣∣E(U)− p

(
|U |
2

)∣∣∣∣ = o(pn2),

where p = p(n) is a parameter, which is typically the edge density of graphs
in the sequence. Chung, Graham and Wilson first defined such a graph with
p = 1/2 and named quasi-random graphs [33] in 1989 and also provided several
equivalent statements, which are actually same as above.

In this study, we construct a network with composite numbers as nodes and
if two of them are relatively prime to one another, we connect them with an
undirected link. In this case, we are looking for answers to certain pertinent
concerns about the structural characteristics of graphs from the standpoint of
graph theory. For instance, how the nodes are linked together and how many
nearby nodes may a node have? We also look for the diameter of the graph and
try to understand how the average shortest path length or the diameter of the
graph depend on the size of the network. We also want to know how a node’s
neighbors are connected between themselves. This property is measured by the
local clustering coefficient of a node, which is defined as the proportion of the
number of neighbors of a node being connected to each other to

(
d
2

)
, where d is

the degree of that node [34](sec-2.10).
On the other hand, we revisit the old question of composite number the-

ory: what is the probability that two randomly chosen composite numbers to
be coprime to each other, which will be answered in the subsequent sections by
analytically calculating the average degree to be 6n

π2 and link density 6
π2 . Also

the existence of labeled cycles of a given length is another question that one may
ask. Here we not only have shown the existence of such a labeled cycle of some
given length but also calculate an expression for it, which gives us a glimpse
of the existence of a cycle of length at most O(log n) for large n. Therefore
the emergence of such dense graph motivates us to identify or categorize the
structural pattern of the graph, which type of graph it is. So, to answer this
question, we are able to show that the graph sequence namely coprime networks
of composite numbers are actually weakly pseudo-random with p = 6

π2 . As an
application we have studied the eigenvalues of the Laplacian matrix of the con-
structed network and infer that the synchronizability in the coprime network of
composite numbers is quite less as compared to Erdős–Rényi random network
and Barabási-Albert network [5, 35, 36, 37, 38]. This less synchronizability is
noticed in ecological and predator-prey networks. Synchronization is a natural
phenomenon that is mostly observed in a population of dynamically interact-
ing elements. Synchronization processes play a very important role in many
different contexts such as biology, ecology, climatology, sociology, technology
[39, 38]. It can be seen when oscillating elements are constrained to interact in
a complex network topology[5]. Note that, two aspects in particular affect the
network synchronizability entirely: the first is the synchronized region associ-
ated with the node dynamics and the second has to do with the eigenvalues of
the network structural matrix. In [40], the authors demonstrated that explosive
synchronization occurs at all even dimensions when Kuramoto oscillators are
used in higher dimensions. In this paper, we have significantly used the eigen-
values of the Laplacian matrix of our constructed network to infer about the
synchronizability.
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Figure 1: Coprime networks of composite numbers: (a) n = 25, (b) n = 30. Here, the
size of each node is proportional to its degree and the color of each node is given according to
its clustering coefficient with lighter blue nodes as nodes with higher value of local clustering.
For n = 30, the network is disconnected. Later we will show that the constructed network
will be connected if n ≥ 49.

2. Construction of the Network

To construct the proposed network, we chose the composite numbers less
than or equal to n as nodes and connect two of them by an undirected edge
if they are coprime to each other, i.e., for u, v ∈ V, u ∼ v, if and only if
gcd(u, v) = 1, where V is the set of nodes, i.e., the set of composite numbers
less than or equal to n. Since, we have a natural ordering in the composite
numbers, so at each step we include the next composite number as a new node
which is greater than the largest node in the existing network and connect it
to those nodes which are coprime to it. Thus we construct the network in a
growing manner. In the constructed network, we have an identity of each node
as a composite number and we can study different properties of the network as
a function of the node index. This is not possible with other networks, where
there is no specific node index.

3. Properties of the Network

Now, we see the schematic representation of the networks for n = 25 and
n = 30. In this section, we prove a few important properties of the constructed
network. First we are eager to look analytically what is the least composite
number after which we get a connected network always. In the next theorem,
we will show that the occurrence of isolated node is not random, rather as we
increase n, after a certain point we will never have an isolated node.

Theorem 1. There doesn’t exist any isolated node in the network constructed
as above with largest possible node index n ≥ 49.
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Proof. We can see that if there is no composite number up to n that is
coprime to some composite number k, then the node k will be isolated in that
graph. If k = p1

a1p2
a2 · · · prar , where pi’s are distinct primes such that p1 = 2,

p2 = 3 and so on and ai’s are non-negative integers, except ar ̸= 0. Now if some
ai is 0, then k will be connected to pi

2, so it will be enough to take ai = 1 for
all i = 1, 2, · · · , r. Then the least node greater than k that will be connected
to k is the square of the least prime number p ̸= pi for i = 1, 2, · · · , r, i.e., for
k = p1p2 · · · pr, the smallest node that will be connected to k is p2r+1, but if
p2r+1 > n, then k will be isolated.

So, for some n, if p2r+1 < p1p2 · · · pr = kn ≤ n, but p1p2 · · · pr+1 > n, then
if p1p2. · · · prpr+1 > n + 1, we will get kn+1 = kn = p1p2 · · · pr, which will
be connected to p2r+1 and if p1p2 · · · prpr+1 = n + 1, then by Lemma 5 in the
appendix with t = 2 and s = r, we get n + 1 = kn+1 = p1p2 · · · prpr+1 > p2r+2.
So, kn+1 will be connected to p2r+2 for the latter case.

But the smallest r satisfying p1p2 · · · pr > p2r+1 is r = 4. So, by induction,
we can conclude that we will always have p1p2 · · · pr > p2r+1 for r ≥ 4. Thus,
for n ≥ p24 = 72 = 49, there will be no isolated point.

□
Now, we can see that in a particular network with largest possible node

index n, the total number of nodes is the total number of composite numbers
less than or equal to n.

Theorem 2. The number of nodes in the proposed network with largest possible
node index n is N(n) = (n−π(n)−1), where π(n) is the total number of primes
less than or equal to n.

Now, we will calculate the total number of edges of a network with greatest
possible node index n.

Theorem 3. The number of edges in a particular network with largest possible
node index n is

E(n) =
3

π2
n2 + n log log n− nπ(n) +

π(n)(π(n) + 1)

2
+O(n log n).

Proof. If we add nodes by increasing order starting from 4 and connect them
by edges accordingly at each step, the number of new added edges after adding
the kth node is

E(k)− E(k − 1) =

{
ϕ(k)− π(k) + w(k)− 1, if k is composite

0, otherwise,

where ϕ(k) is the total number of positive integers less than k which are coprime
to k [41] and w(k) is the total number of distinct prime factors of k.

Therefore, the telescoping sum gives

E(n)− E(1) =

n∑
k=2

k composite

[
ϕ(k)− π(k) + w(k)− 1

]
gives,

E(n) =

n∑
k=2
k ̸=p

[
ϕ(k)− π(k) + w(k)− 1

]
, (1)
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as E(1) = 0, where p is prime number.
We can write it as,

E(n) =

n∑
k=2

[
ϕ(k)− π(k) + w(k)− 1

]
−

∑
p≤n

[
ϕ(p)− π(p) + w(p)− 1

]
=

n∑
k=2

[
ϕ(k)− π(k) + w(k)− 1

]
−

m∑
i=1

[
ϕ(pi)− π(pi)

]
,

where m = π(n) and w(pi) = 1 for all i = 1, 2, ...,m, where pi is the i-th
prime.

=

n∑
k=2

[
ϕ(k)− π(k) + w(k)− 1

]
−

m∑
i=1

[
(pi − 1)− (i− 1)

]
=

n∑
k=2

[
ϕ(k)− π(k) + w(k)− 1

]
−

m∑
i=1

(pi − i).

Therefore,

E(n) =

n∑
k=2

ϕ(k)−
n∑

k=2

π(k) +

n∑
k=2

w(k)− (n− 1)−
m∑
i=1

pi +
m(m+ 1)

2
. (2)

Now, using Lemmas 1, 2, 4 in the appendix and from (2), we get

E(n) =
[ 3

π2
n2+O(n log n)

]
−
[
mn−

m∑
i=1

pi

]
+
[
n log log n+B1n+O(n)

]
−(n−1)−

m∑
i=1

pi+
m(m+ 1)

2

=
3

π2
n2 + n log logn− nm+

m(m+ 1)

2
+O(n log n).

□
As we add all the composite numbers up to the natural number n in the

graph one by one as the nodes and at each step we join any two of them by
undirected links if they are relatively prime, we get the desired network for some
given n. Then, a node k will be connected to all the composite numbers less
than or equal to n which are coprime to it and that is the degree of k.

Theorem 4. In the proposed network with largest possible node index n:
i. The degree of a node k, dk = ϕ(n, k)− π(n) + w(k)− 1, where ϕ(n, k) is the
total number of positive integers less than or equal to n which are coprime to k.

ii. The average degree of the nodes, d(n) = 6
π2n+O

(
n

(logn)2

)
, i.e., d(n) ∼ 6

π2n.

iii. The maximum degree of a node k is ∆ ≤ n−
√
n− n

logn .
iv. The codegree, i.e., the number of common neighbors between two nodes k
and l is codeg(k, l) = ϕ(n, kl)− π(n) + w(kl)− 1.

Proof.
i. We have

dk =

n∑
i=2

i ̸=prime
(i,k)=1

1 =

n∑
i=2

(i,k)=1

1−
n∑

p≤n
p∤k

1 = ϕ(n, k)− π(n) + w(k)− 1.
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ii. Now,

d(n) =
1

n− π(n)− 1

∑
k∈V

dk =
2E(n)

n− π(n)− 1

=
2
[

3
π2n

2 + n log log n− nπ(n) + π(n)(π(n)+1)
2 +O(n log n)

]
n− π(n)− 1

∼
2
[

3
π2n

2 + n log log n− n2

logn + n
2 logn

(
n

logn + 1
)
+O(n log n)

]
n− n

logn − 1

=
2
[

3
π2n+ log log n− n

logn + n
2(logn)2 + 1

2 logn +O(log n)
]

1− 1
logn − 1

n

=
6

π2
n+O

(
n

(log n)2

)
.

Therefore, d(n) ∼ 6
π2n.

Figure 2: The average degree d(n) is plotted by changing the highest possible node index n.
Here the average degree increases monotonically by adding the nodes. The data has been
plotted using log-log scale. The scaling exponent is 1.

Theoretical result suggests that for large n, the mean degree scales with nα,
where α = 1, and the proportionality factor is around 0.60.79( 6

π2 ). The data
is plotted in Fig.2 with black dots. The data is plotted in log-log scale. Note
that, for computational limitation, we have varied network size from 10 to 104.
However, the theoretical line fits very well with the numerical data.

Clearly, the network is highly dense, and the prefactor suggests that each
node is connected with almost 60.79% nodes of the graph, which further signify
that for a given n, we can say that the probability of a pair of composite numbers
to be coprime is ∼ 0.60.79.

iii. Now, let r ≥ 1 be such that we have p2r ≤ n < p2r+1. Then we can see
that p2r will have the maximum degree. So,

∆ = dp2
r
= ϕ(n, p2r)−π(n)+w(p2r)−1 = ϕ(n, pr)−π(n) = n−

⌊
n

pr

⌋
−π(n) ≤ n−⌊

√
n⌋−π(n),
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since, p2r ≤ n. Therefore,

∆ ∼ n−
√
n− n

log n
.

Figure 3: The ratio of the computed and theoretical max degree(∆/∆′) is plotted by changing
the highest possible node index n. The ratio getting closer to 1 indicates the accuracy of the
theoretical maximum of the degree.

iv. Again, we have

codeg(k, l) =

n∑
i=2

i ̸=prime
(i,k)=1
(i,l)=1

1 =

n∑
i=2

i ̸=prime
(i,kl)=1

1 =

n∑
i=2

(i,kl)=1

1−
n∑

p≤n
p∤kl

1 = ϕ(n, kl)−π(n)+w(kl)−1.

□

Theorem 5. The link density in the proposed network with largest possible node
index n is

l(n) =
6

π2
+O

(
log n

n

)
, i.e., l(n) ∼ 6

π2
.
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Proof.

l(n) =
E(n)(
N(n)

2

) =
2E(n)

(n− π(n)− 1)(n− π(n)− 2)

=
2
[

3
π2n

2 + n log log n− nπ(n) + π(n)(π(n)+1)
2 +O(n log n)

]
(n− π(n)− 1)(n− π(n)− 2)

∼
2
[

3
π2n

2 + n log log n− n2

logn + n
2 logn

(
n

logn + 1
)
+O(n log n)

]
(
n− n

logn − 1
)(

n− n
logn − 2

)
=

2
[

3
π2 + log logn

n − 1
logn + 1

2 logn

(
1

logn + 1
n

)
+O( logn

n )
]

(
1− 1

logn − 1
n

)(
1− 1

logn − 2
n

)
=

6

π2
+O

(
log n

n

)
Therefore, l(n) ∼ 6

π2 .
□

Theorem 6. The shortest path length between two nodes in the proposed net-
work with largest possible node index n will be at most 3 for n ≥ 49 and it will
be at most 2 for n ≥ 289.

Proof. For n ≥ 49, the graph will be connected from Theorem 1. Now, take
two nodes k = pa1

1 pa2
2 .....par

r and l = pb11 pb22 .....pbss , assuming r ≤ s, with p1 = 2,
p2 = 3 and so on. If gcd(k, l) = 1, then they will be connected. If gcd(k, l) ̸= 1
and p2s+1 ≤ n then both k and l will be connected to p2s+1, so the shortest path
length will be 2.

If gcd(k, l) ̸= 1 and p2s+1 > n, then one of the bj ’s must be 0 for 1 ≤ j ≤ s−1,
otherwise it will contradict Theorem 1. If r = s, then one of the ai’s will also
be 0 for 1 ≤ i ≤ r − 1 as before, then k − p2i − p2j − l will be the shortest path

from k to l of length 3 (or of length 2 if i = j) and if r < s, then k− p2t − p2j − l
will be the shortest path from k to l of length 3, where r + 1 ≤ t ≤ s and t ̸= j
(or, again of length 2 if t = j).

Now, for n ≥ 289, it is enough to show that if kn and ln be two nodes as before
such that we will always have p2s+1 ≤ n when gcd(kn, ln) ̸= 1. Now, in order to
maximize s, we will consider kn = p1p2 · · · pr and ln = p1pr+1 · · · ps, with s ≥
r + 1, such that kn, ln ≤ n, but p1p2 · · · prpr+1 > n and p1pr+1 · · · psps+1 > n,
since if we take ln = p1pt · · · ps, for t ≥ r + 2, then kn and ln will be connected
to p2r+1. Let for some r, s ≥ 2, if n ≥ p2s+1, then to get an induction argument, if
n+1 is composite, adding (n+1)th node to the graph, we get two possibilities:

Case-1: Suppose that, kn+1 = kn = p1p2 · · · pr, i.e., if p1p2 · · · prpr+1 >
n + 1, then if p1pr+1 · · · psps+1 > n + 1, we will have ln+1 = ln = p1pr+1 · · · ps
then from our assumption, we already have p2s+1 < n+1, so both kn+1 and ln+1

will be connected to p2s+1. And if p1pr+1 · · · psps+1 = ln+1 ≤ n + 1, then since
p1pr+1 · · · psps+1 > n from our assumption, we get p1pr+1 · · · psps+1 = n + 1.
So, using Lemma 6 in the appendix, for s ≥ r + 2, we get

n+ 1 = p1pr+1 · · · psps+1 ≥ p1ps−1psps+1 > p2s+2.
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Now, for s = r + 1,

n+ 1 > p1p2 · · · pr = p1p2 · · · ps−1 > p2s+2,

if s ≥ 6 from Lemma 7 in the Appendix. So kn+1 and ln+1 both will be
connected to p2s+2.

Case-2: In this case, suppose kn+1 ̸= kn, i.e., if p1p2 · · · prpr+1 ≤ n+1, then
since p1p2 · · · prpr+1 > n from our assumption, we get kn+1 = p1p2 · · · prpr+1 =
n + 1. Now, if ln+1 = p1pr+2 · · · ps, then we already have p2s+1 ≤ n < n + 1
from our assumption, so both kn+1 and ln+1 will be connected to p2s+1. If
ln+1 = p1pr+2 · · · psps+1, then using Lemma 6 in the appendix, for s ≥ r + 3,
we get

n+ 1 > ln+1 = p1pr+2 · · · psps+1 ≥ p1ps−1psps+1 > p2s+2.

If s = r + 1, then

n+ 1 = p1p2 · · · prpr+1 = p1p2 · · · ps−1ps > p1p2 · · · ps−1 > p2s+2,

for s ≥ 6 from Lemma 7 in the appendix (actually s ≥ 5 is enough for this case).
And if s = r + 2, then

n+ 1 = p1p2 · · · prpr+1 = p1p2 · · · ps−1 > p2s+2,

for s ≥ 6 from Lemma 7 in the appendix, so both kn+1 and ln+1 will be con-
nected to p2s+2. And if l′ = p1pr+2 · · · pt, where t ≥ s+ 2, then

l′ = p1pr+2 · · · pt ≥ p1pr+2 · · · ps+1ps+2 > p1pr+1 · · · ps+1 ≥ n+ 1,

since p1pr+1.....ps+1 > n from our assumption. So, l′ will not be included to the
graph for this case.

So, from both the cases we get s ≥ 6. Hence, for n ≥ p27 = 289 the shortest
path length will be at most 2.

□

Theorem 7. The number of r-length labeled cycles, for r ≥ 4, in the proposed
network with largest possible node index n is

Cn(r) ≤
(
6n

π2

)r

+O(nr−1 logr−1 n).

Proof. We try to count how many r-length labeled cycles are there in a
coprime network of composite numbers with largest possible node index n. We
can see that

Cn(r) =
∑

2≤a1,a2,··· ,ar≤n
ai ̸= prime
ai ̸=aj , i ̸=j
(ai,ai+1)=1
(a1,ar)=1

1 ≤
∑

1≤a1,a2,··· ,ar≤n
(ai,aj)=1,

i ̸=j

1

L. Tóth [42] showed that∑
1≤a1,··· ,ar≤n
(ai,aj)=1, i ̸=j

(ai,k)=1

1 = Arfr(k)n
r +O(θ(k)nr−1 logr−1 n), (3)

10



where

Ar =
∏
p

(
1− 1

p

)r−1 (
1 +

r − 1

p

)
,

fr(k) =
∏
p|k

(
1− r

p+ r − 1

)
,

and θ(k) is the number of square-free divisors of k.
If the prime factorization of k is k = pα1

1 pα2
2 · · · pαs

s , where s = w(k), then

θ(k) =

s∑
i=0

(
s

i

)
= 2s = 2w(k).

Therefore, using this result with k = 1 and from Lemma 8 in the appendix, we
get

∑
1≤a1,a2,··· ,ar≤n

(ai,aj)=1,
i ̸=j

1 = nr
∏
p

(
1− 1

p

)r−1 (
1 +

r − 1

p

)
+O(nr−1 logr−1 n)

≤ nr
∏
p

(
1− 1

p2

)r

+O(nr−1 logr−1 n)

= nr

(
1

ζ(2)

)r

+O(nr−1 logr−1 n)

=

(
6n

π2

)r

+O(nr−1 logr−1 n).

Therefore, we get Cn(r) ≤
(
6n
π2

)r
+O(nr−1 logr−1 n).

□

Theorem 8. The local clustering coefficient of a node k in the proposed network
with largest possible node index n is

c(k) ∼ 6

π2

∏
p|k

(
p2

p2 − 1

)

Proof. In order to find the local clustering coefficient of a node k, first we
have to calculate the total number of triangles Tn(k) which has k as one of the
vertices. So,

Tn(k) =
1

2

∑
2≤i,j≤n
i,j ̸=prime
(i,k)=1
(j,k)=1
(i,j)=1

1.

11



Now,

∑
2≤i,j≤n
i,j ̸=prime
(i,k)=1
(j,k)=1
(i,j)=1

1 =
∑

1≤i,j≤n
(i,k)=1
(j,k)=1
(i,j)=1

1−2

n∑
i=1

(i,k)=1

∑
p≤n
p∤i
p∤k

1+
∑
p≤n
p∤k

∑
q≤n
q∤i
q ̸=p

1−2

n∑
i=1

(i,k)=1

1+2
∑
p≤n
p∤k

1+1. (4)

We can find the closed expressions for all the sums easily except the first one,
say S1. So we get

∑
2≤i,j≤n
i,j ̸=prime
(i,k)=1
(j,k)=1
(i,j)=1

1 =
∑

1≤i,j≤n
(i,k)=1
(j,k)=1
(i,j)=1

1+2

n∑
i=1

(i,k)=1

w(i)−[π(n)− w(k)] [2ϕ(n, k)− π(n) + w(k)− 1]−2ϕ(n, k)+1.

(5)

We can see that S1 is the r = 2 case of (3). Since,

A2 =
∏
p

(
1− 1

p

)(
1 +

1

p

)
=

∏
p

(
1− 1

p2

)
=

1

ζ(2)
=

6

π2
,

f2(k) =
∏
p|k

(
1− 2

p+ 1

)
=

∏
p|k

(
p− 1

p+ 1

)
,

So, we get

S1 =
6

π2

∏
p|k

(
p− 1

p+ 1

)
n2 +O(2w(k)n log n).

Therefore,

Tn(k) =
1

2

[ 6

π2

∏
p|k

(
p− 1

p+ 1

)
n2 − [π(n)− w(k)] [2ϕ(n, k)− π(n) + w(k)− 1]

+ 2

n∑
i=1

(i,k)=1

w(i)− 2ϕ(n, k) +O(2w(k)n log n)
]
.

(6)

So, the local clustering coefficient of node k,

c(k) =
Tn(k)(

dk

2

) . (7)

Now,

Tn(k) ∼
1

2

[ 6

π2

∏
p|k

(
p− 1

p+ 1

)
n2−

[
n

log n
− w(k)

] [
2nϕ(k)

k
− n

log n
+ w(k)− 1

]
+O(2w(k)n log n)

]
,

12



and (
dk
2

)
=

(ϕ(n, k)− π(n) + w(k)− 1)(ϕ(n, k)− π(n) + w(k)− 2)

2

∼
(nϕ(k)k − n

logn + w(k)− 1)(nϕ(k)k − n
logn + w(k)− 2)

2
.

Therefore,

c(k) ∼

[
6
π2

∏
p|k

(
p−1
p+1

)
n2 −

[
n

logn − w(k)
] [

2nϕ(k)
k − n

logn + w(k)− 1
]
+O(2w(k)n log n)

]
(nϕ(k)k − n

logn + w(k)− 1)(nϕ(k)k − n
logn + w(k)− 2)

=

[
6
π2

∏
p|k

(
p−1
p+1

)
−

[
1

logn − w(k)
n

] [
2ϕ(k)

k − 1
logn + w(k)

n − 1
n

]
+O(2w(k) logn

n )
]

(ϕ(k)k − 1
logn + w(k)

n − 1
n )(

ϕ(k)
k − 1

logn + w(k)
n − 2

n )

∼ 6

π2

∏
p|k

(
p− 1

p+ 1

)(
k

ϕ(k)

)2

.

Since ϕ(k) = k
∏

p|k(1−
1
p ), so finally we have the form of c(k) as

c(k) ∼ 6

π2

∏
p|k

(
p2

p2 − 1

)
. (8)

□

Figure 4: The average of the local clustering coefficients of the nodes is plotted by changing
the highest possible node index n. It shows the average of the local clustering coefficients
approaches near 6

π2 (≈ 0.61) with the increase in n. We have used log-scale for x-axis.

4. Weak Pseudo-randomness

In this section, we show that the proposed network is weakly pseudo-random.
Apart from the actual definition of weakly pseudo-random graphs, that is for a

13



real parameter p = p(n) ∈ (0, 1), a sequence of graphs (Gn) is weakly pseudo-
random [27] if for all subsets U ⊆ V (Gn), we have∣∣∣∣E(U)− p

(
|U |
2

)∣∣∣∣ = o(pn2),

we can also find some equivalent conditions to this in literature [33]. In par-
ticular, we are interested in the following statement [27]: A graph is weakly
pseudo-random if and only if∑

x,y∈V

∣∣codeg(x, y)− p2N
∣∣ = o(N3),

where N is the number of nodes and codeg(x, y) is the number of common
neighbors of nodes x and y.

Now, since

codeg(x, y) =
∑
i∈V

1[x ∼ i]1[y ∼ i] =
∑
i∈V

A[x, i]A[y, i] = A2[x, y],

where A is the adjacency matrix of the graph. So, using Theorem 7, we get

∑
x,y∈V

codeg(x, y)2 =
∑

x,y∈V

[A2 [x, y]]
2
= Tr(A4) = Cn(4) ≤

(
6n

π2

)4

+O(n3 log3 n) = (pn)4+o(n4),

where p = 6
π2 . On the other hand,

∑
x,y∈V

codeg(x, y) =
∑

x,y∈V

∑
i∈V

1[x ∼ i]1[y ∼ i] =
∑
i∈V

[∑
x∈V

1[x ∼ i]

]2

=
∑
i∈V

deg(i)2 ≥
[∑

i∈V deg(i)
]2

N(n)
= N(n)d(n)

2

= (n− log n− 1)

[
6

π2
n+O

(
n

(log n)2

)]2
= p2n3 + o(n3).

Now, using Cauchy-Schwarz inequality, we get

∑
x,y∈V

∣∣codeg(x, y)− p2N(n)
∣∣ ≤ N(n)

 ∑
x,y∈V

(
codeg(x, y)− p2N(n)

)21/2

= N(n)

 ∑
x,y∈V

codeg(x, y)2 − 2p2N(n)
∑

x,y∈V

codeg(x, y) + p4N(n)4

1/2

≤ N(n)
[
(pn)4 + o(n4)− 2p2N(n)(p2n3 + o(n3)) + p4N(n)4

]1/2
.

Therefore, ∑
x,y∈V

∣∣codeg(x, y)− p2N(n)
∣∣ = o(N(n)3).

14



Therefore, this sequence of graphs is weakly pseudo-random with p = 6
π2 .

Now, we can directly use the other equivalent conditions[27] to the weak
pseudo-randomness and infer other properties of this network. For instance,
given a graph L of l ≥ 4 vertices, let N∗

G(L) be the number of labeled induced
copies of L in a weakly pseudo-random graph, G with n vertices, then

N∗
G(L) = (1 + o(1))nlp|E(L)|(1− p)(

l
2)−|E(L)|. (9)

Taking L to be r-length cycle for r ≥ 4 in (9), we get

Cn(r) = (1 + o(1))(N(n))rpr(1− p)
r(r−3)

2 .

So, we get a cycle of length r if N(n)p(1 − p)
(r−3)

2 ≥ 1. This indicates the
existence of a cycle of length O(log n) for large n as p = 6

π2 is constant.
Again from [27], we get weak pseudo-randomness implies that the maximum

eigenvalue of the adjacency matrix, λ1 = (1+ o(1))N(n)p, which is also evident
from Fig:5.

Figure 5: The ratio of the maximum eigenvalue λ1 of the adjacency matrix and N(n)p is
plotted by changing the highest possible node index n. The ratio approaching 1 provides
evidence to λ1 = (1 + o(1))N(n)p.

5. Discussion and possible applications

In this paper, we have constructed a network with nodes indexed by the
composite numbers and we defined the adjacency of two nodes when their indices
are coprime to each other. As the size of the network increases by adding nodes
one by one to the network starting from the one with index 4, we have noticed
a number of interesting behaviors in some of the statistics that we have found.
We have seen that the link density saturates to 6

π2 and the average degree of the
nodes increase linearly with the increment in n, which is the highest possible
node index, with slope again 6

π2 . This behavior actually supports a well known
result in Number Theory that the probability that two randomly chosen natural
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numbers are relatively prime is 6
π2 [41]. It also refers that for large n, 6

π2 (i.e.,
60.79%) of the total number of possible edges will be present in the network. We
have also seen that the network will not have any isolated vertex when n ≥ 49
that means after this point the network will be connected and starting from any
vertex it will always be possible to visit all the other vertices in this network.
But starting from a given vertex, what is the minimum number of vertices we
need to visit in order to reach a target vertex? We have proved in this context
that the shortest path length between any two nodes will be at most 3 when
49 ≤ n ≤ 288 and it is at most 2 for n ≥ 289. A very interesting graph property
is the existence of Hamiltonian cycles of a given length, that is the cycles of a
specific length that doesn’t visit any vertex more than once. We have found

that the number of these cycles of r-length is (1 + o(1))(N(n))rpr(1 − p)
r(r−3)

2

for large n. But for a fixed n, as we increase the length r of the cycles, this
asymptotic number of cycles starts dropping and eventually becomes less than
1, which suggests us to investigate what is the maximum possible length of a
cycle that may exist in the proposed network. We found that there exists a
cycle of length at most O(log n) for large n. Also for a given vertex, while
investigating the connectivity between its neighbors, we have found a measure
named local clustering coefficient c(k) of a node k, which is the proportion of
the total number of triangle whose one vertex is that node itself to the total
number of possible triangles with that node as a vertex. We have shown that
for large n,

c(k) ∼ 6

π2

∏
p|k

(
p2

p2 − 1

)
,

which suggests as the size of the network increases, more than 6
π2 (i.e., 60.79%)

of the neighbors of any node will be connected to each other.
Though the construction of this network being completely deterministic, it’s

study will still be as interesting and as important as the other random networks
because of the irregular distribution of primes over natural numbers which makes
the coprimality of two nodes to be irregular too. Following Krivelevich and Su-
dakov [27] and using some previously discussed results, we have shown that
the graph sequence namely coprime networks of composite numbers is weakly
pseudo-random, which again supports the property that two integers being rel-
ative prime is random-like and that is actually a very strong motif in analytic
number theory.

One of the possible application to use any network configuration is to study
collective behavior, namely synchronization, in dynamical networks. The syn-
chronizability of a network is depended on the eigenvalues of the zero-row-sum
real Laplacian matrix L. If L is a N × N matrix then its eigenvalues satisfies
0 = λ1 ≤ λ2 ≤ · · · ≤ λN . The smaller values of λN

λ2
gives the more synchroniz-

ability in the network and vice-versa [43, 44, 35]. We first calculate the second
eigenvalue λ2 of L of the constructed coprime network of composite numbers by
changing the highest possible node index n, shown in Fig.6. From this figure, it
is noticed that the value of λ2 increases as we increase the number of nodes and
the corresponding links, which gives an evidence of the high connectivity in the
constructed network. Then we calculate the ratio λN

λ2
in order to see the synchro-

nizability in the network by varying the highest possible node index n. Next we
compare the synchronizability of the constructed coprime network of composite
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Figure 6: The variation of the second eigenvalue λ2 of the Laplacian matrix is plotted by
changing the highest possible node index n. It is observed that the value of λ2 is increasing
with the increased value of node indices, which provides evidence of the high connectivity in
the constructed network.

Figure 7: The ratio of Nth and 2nd eigenvalues of the Laplacian matrix is plotted with
respect to the highest possible node index n for the constructed coprime network of composite
numbers and is compared with Erdős–Rényi random network and Barabási-Albert scale-free
network with the same number of nodes N(n) and edges E(n). This figure suggests less
synchronizability in the proposed network as compared to the other two.
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numbers with two other networks, namely Erdős–Rényi random network and
Barabási-Albert network with the same number of nodes N(n) and edges E(n).
Comparing with these two networks, we can notice that the synchronizability
in the coprime networks of composite numbers is less from Fig.7. This less syn-
chronizability is very much desirable in ecological and predator-prey networks
to increase prolonged transient dynamics [45].

6. Conclusion

In this paper, we have studied a network which we have constructed by
taking all the composite numbers in a given range starting from 4 and drawing
an undirected link between two of them if they are coprime to each other.
Therefore, the nodes having same set of prime divisors will have exactly same
neighbors, hence same degree and same value of local clustering coefficients.
Among them, the prime powers have larger number of neighbors. We have
shown that the network will be connected if the largest possible node index
n ≥ 49 and the maximum of the shortest path lengths is 3 if n lies between
49 and 288, whereas it is 2 if n ≥ 289. We have also derived the analytic
expressions for the maximum degree, the average degrees of the nodes, link
density and local clustering coefficients of the nodes. Also, we have found an
expression for the number of r-length labeled cycles. Finally, we show that the
constructed network is weakly pseudo-random. The root cause of this is the
coprimality of two integers is random-like.

Also, we have seen that this network has less synchronizability which is
noticed in ecological and predator-prey networks. Someone can also try to find
the degree distribution, i.e., if we choose a node randomly, then what is the
probability that it would have degree m,

P(m) =
|{k ∈ V : dk = m}|

n− π(n)− 1
=

|{k ∈ V : ϕ(n, k) + w(k) = m+ π(n) + 1}|
n− π(n)− 1

.
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Appendix

In this appendix, we state some results which we have used in the context
of proving the results throughout the paper.

Lemma 1. For x > 1, we have [41]∑
k≤x

ϕ(k) =
3

π2
x2 +O(x log x).

Lemma 2. For x ≥ 1, we have [46]∑
k≤x

ω(k) = x log log x+B1x+O(x),

where B1 ≈ 0.2614972128 is the Mertens constant.

Lemma 3. For x ≥ 1, we have [46]∑
k≤x

ω(k)2 = x(log log x)2 +O(x log log x).

Lemma 4. For x > 2, we have∑
k≤x

π(k) = ⌊x⌋π(x)−
∑
p≤x

p.

Proof. Let m = π(x). Then,

∑
k≤x

π(k) =

⌊x⌋∑
k=2

π(k) =

m∑
i=2

(pi − pi−1)π(pi) + (⌊x⌋ − pm)(π(pm) + 1)

=

m∑
i=2

(pi − pi−1)(i− 1) + (⌊x⌋ − pm)((m− 1) + 1)

=

m∑
i=2

ipi −
m∑
i=2

(i− 1)pi−1 −
m∑
i=2

pi +m(⌊x⌋ − pm)

= m⌊x⌋ −
m∑
i=1

pi.

□

Lemma 5. Let t ≥ 2 be an integer. Then, for s ≥ 2, whenever p1ptpt+1.....ps >
p2s+1 with p1 = 2, p2 = 3 and so on, we will have p1ptpt+1.....ps+1 > p2s+2.

Proof. Let p1ptpt+1.....ps > p2s+1. Then,

p1pt.....psps+1 > p3s+1. (10)

Now, from Bertrand’s postulate [47], there is a prime between x and 2x for
all x > 1, so

ps+1 < ps+2 < 2ps+1,

19



p2s+2 < 4p2s+1 < p3s+1,

if ps+1 > 4, i.e., ps+1 ≥ 5 = p3.
Therefore, (10) gives

p1ptpt+1.....ps+1 > p2s+2,

for s ≥ 2.
□

Lemma 6. Let t ≥ 3 be an integer. Then, p1pt−1ptpt+1 > p2t+2.

Proof. We can easily check that this holds true for t = 3 and t = 4. Now,
using Bertrand’s postulate again, we get p1pt+1 = 2pt+1 > pt+2. Now, since
11 = p5 is the 2nd Ramanujan prime [47], pt−1pt > 2pt > pt+2 for t ≥ 5. So,
combining these two results, we get p1pt−1ptpt+1 > p2t+2 for t ≥ 5.

□

Lemma 7. For an integer t ≥ 6, p1p2....pt−1 > p2t+2.

Proof. Let us consider the sequence, {at}∞t=2, defined as at = p1p2....pt−1 −
p2t+2. Then we will have

at+1 = p1p2....pt−p2t+3 > p1p2....pt−ptp
2
t+2 = pt(p1p2....pt−1−p2t+2) = ptat > at,

for t > 3, since, ptp
2
t+2 > 4p2t+2 > p2t+3, again from Bertrand’s postulate.

Therefore, {at} is increasing for t ≥ 4 and since we get the first positive value
of at at t = 6, we conclude that for t ≥ 6, we will always get p1p2....pt−1 > p2t+2.

□

Lemma 8. For x ≥ 2 and r ≥ 4, we have(
1− 1

x

)r−1 (
1 +

r − 1

x

)
≤

(
1− 1

x2

)r

.

Proof. It is enough to show that(
1 +

r − 1

x

)
≤

(
1− 1

x

)(
1 +

1

x

)r

holds for x ≥ 2 and r ≥ 4.
Let f(r, x) =

(
1− 1

x

) (
1 + 1

x

)r −
(
1 + r−1

x

)
. We will show that f(r, x) is

increasing in r for r ≥ 4 and x ≥ 2 and minr≥4 f(r, x) = f(4, x) ≥ 0 for x ≥ 2.
We have

∂f

∂r
=

(
1− 1

x

)(
1 +

1

x

)r

log r − 1/x > 1− 1/x > 0,

for r ≥ 4 and x ≥ 2. Hence, f(r, x) is increasing in r for r ≥ 4 and x ≥ 2.
Now, suppose for some x ≥ 2, we will get f(4, x) < 0. Then since f(4, 2) =

0.0313 > 0, f(4, x) = 1
x5 (2x

3 − 2x2 − 3x − 1) will have a zero in x > 2. Then
2x3−2x2−3x−1 will have a zero in x > 2. But 2x3−2x2−3x−1 is increasing

for x > 2 as d(2x3−2x2−3x−1)
dx = 6x2 − 4x− 3 > 0 and takes value 1 for x = 2, a

contradiction.
□
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