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The interplay between symmetries and entanglement in out-of-equilibrium quantum systems is
currently at the centre of an intense multidisciplinary research effort. Here we introduce a setting
where these questions can be characterised exactly by considering dual-unitary circuits with an
arbitrary number of U(1) charges. After providing a complete characterisation of these systems we
show that one can introduce a class of solvable states, which extends that of generic dual unitary
circuits, for which the non-equilibrium dynamics can be solved exactly. In contrast to the known
class of solvable states, which relax to the infinite temperature state, these states relax to a family
of non-trivial generalised Gibbs ensembles. The relaxation process of these states can be simply
described by a linear growth of the entanglement entropy followed by saturation to a non-maximal
value but with maximal entanglement velocity. We then move on to consider the dynamics from
non-solvable states, combining exact results with the entanglement membrane picture we argue that
the entanglement dynamics from these states is qualitatively different from that of the solvable ones.
It shows two different growth regimes characterised by two distinct slopes, both corresponding to
sub-maximal entanglement velocities. Moreover, we show that non-solvable initial states can give
rise to the quantum Mpemba effect, where less symmetric initial states restore the symmetry faster
than more symmetric ones.
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I. INTRODUCTION

Understanding the non-equilibrium dynamics of inter-
acting many-particle systems, classical or quantum, has
been a key open question in theoretical physics for al-
most two centuries. Since the turn of the millennium,
however, an interdisciplinary research effort involving ex-
perts from condensed matter physics, quantum informa-
tion, and particle physics has started to crack the nut.
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For instance, one aspect that made the study of many-
body systems out of equilibrium particularly hard is that
the standard probes used to analyse systems at equilib-
rium, like Hamiltonian gaps or correlation functions of
local observables, are either ill-defined or return obscure
non-universal information in the non-equilibrium setting.
Recent research, however, has finally identified a conve-
nient probe in quantum entanglement [1–7]. The latter
gives an observable-independent characterisation of the
correlations between the different finite parts of the sys-
tem and displays universal time evolution even in out-
of-equilibrium settings. For example, under very general
conditions on the microscopic dynamics, after a quantum
quench the entanglement between a finite subsystem and
the rest shows an irreversible linear growth followed by
saturation [8–20].

At the same time researchers began to find minimal in-
teracting models where the entanglement dynamics can
be characterised exactly [18–24]. These can be consid-
ered as the out-of-equilibrium analogues of the solved
models of statistical mechanics [25], and, just like their
equilibrium counterparts, they can be used to define and
characterise suitable universality classes for dynamical
behaviours. The aforementioned minimal models have
been found in the context of quantum circuits, i.e., many-
body systems in discrete space-time [18–22, 26–37], owing
to the more symmetric treatment of space and time pro-
vided by this setting. Specifically, there have been two
main strategies to find solvable quantum circuits. The
first is to introduce noise [27, 29, 30, 38] (see also Ref. [39]
and references therein). In this case one can compute the
average of relevant physical quantities by mapping them
to classical partition functions, which can sometimes be
solved exactly. The second is to impose additional con-
straints, or symmetries, on the dynamics [31, 40–46].
This second approach has the advantage of being more
fundamental — it does not require any external influence
— but the additional constraints can make these mini-
mal models non-generic. Remarkably, however, among
the constrained minimal models there are some exhibit-
ing, ergodic i.e., generic, dynamics. The simplest class
with this property are dual unitary circuits [31], which
are constrained to generate unitary dynamics also when
the roles of space and time are exchanged.

Having obtained a blueprint of the thermalisation pro-
cess through the entanglement the research has now
shifted to seek more refined probes. A natural next step
has been to investigate the fluctuations of globally con-
served quantities within local subsystems, as they should
also show a universal dynamics, and their interplay with
the entanglement [47–57]. For example, a simple but
instructive problem studied in this context is that of
symmetry restoration when a symmetric system is pre-
pared in a non-equilibrium initial state that explicitly
breaks the symmetry. This process can be characterised
in a universal way by measuring the distance between
the time-evolving state and its symmetrised counterpart
via the so called entanglement asymmetry [52] (see also

Refs. [54, 58–76]). This revealed, for instance, that a
symmetry can sometimes be restored more rapidly when
it is broken more by the initial state, providing a quan-
tum analogue of the famous Mpemba effect [77].

To sustain this effort it is again crucial to identify mini-
mal models where these questions can be studied exactly.
Some progress in this direction has been achieved in the
context of noisy quantum circuits [69, 73, 74], however,
for the case of clean systems the results are scarce. Es-
sentially, the only existing partial results in this direc-
tion [78] are for a class of Yang-Baxter integrable dual
unitary circuits [79, 80]. Here we introduce and charac-
terise a class of symmetric dual-unitary circuits, which
are chaotic in each symmetry sector. We then use these
systems to provide exact results on the interplay between
entanglement and charge fluctuations. We do so by first
introducing a class of initial states with exactly solvable
quench dynamics. This extends the known class of solv-
able states of dual-unitary circuits [19]. We then study
the dynamics of states that, instead, are not solvable,
by combining exact bounds with the entanglement mem-
brane theory. We prove that these two classes of states
show a qualitatively different entanglement dynamics and
that the latter can display the quantum Mpemba effect.

The rest of the paper is laid out as follows. In Sec. II
we present a summary and a discussion of our main re-
sults. In Sec. III we report a systematic characterisation
of dual unitary circuits with U(1) charges for arbitrary
local Hilbert space dimension. In Sec. IV we introduce
the class of solvable states for charged dual-unitary cir-
cuits, which we dub “charged solvable states”. In Sec. V
we present an exact solution of the quench dynamics of
charged solvable states. In Sec. VI we instead study
the dynamics of non-solvable states while in Sec. VII we
discuss the dynamics of entanglement asymmetry. Our
conclusions are reported in Sec. VIII. The main text is
complemented by a number of appendices containing the
proofs of some of the theorems presented in the main text
and some explicit calculations.

II. SETTING AND SUMMARY OF THE
RESULTS

We consider brickwork quantum circuits, i.e., quantum
many-body systems defined on a lattice where the time
evolution is discrete and the interactions are local. A
step of time evolution is implemented by the many-body
unitary operator U constructed in terms of a two-qudit
gate U according to the following staggered pattern

U = UeUo,

Ue =

L−1⊗
x=0

Ux,x+1/2, Uo =

L−1⊗
x=0

Ux+1/2,x+1 .
(1)

Here the sites are labelled by half integers, Ua,b acts on
the qudits located at a and b, and we denoted by L the
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FIG. 1. Graphical representation of the state of a G-
symmetric dual-unitary circuit in a given charge sector. Left-
moving (blue shades) and right-moving (red shades) legs have
generically different local dimensions. See Sec. III B for a de-
tailed explanation of the diagrammatic notation.

length of the system (which contains 2L qubits). More-
over, we take periodic boundary conditions, so that sites
0 and L coincide, and indicate by d the local dimension
(number of states of each qudit) on each site.

We take our local gate U be dual-unitary [31], mean-
ing that both U and Ũ — the gate corresponding to U
upon exchange of space and time — are unitary matrices.
More formally, the spacetime swapped gate Ũ is defined
through the following matrix element reshuffling

⟨ij| Ũ |kl⟩ ≡ ⟨jl|U |ik⟩ , (2)

and dual unitarity corresponds to requiring

UU† = U†U = 1d2 Ũ Ũ† = Ũ†Ũ = 1d2 , (3)

where 1x represents the identity operator in Cx. A quan-
tum circuit composed of gates with this property is typ-
ically referred to as dual-unitary circuit. Specifically, in
this work we consider dual unitary circuits with n inde-
pendent U(1) symmetries (hence having n independent
conservation laws with 1-local density). In fact, since
left and right moving charges are independent in dual
unitary circuits [81] (see also the review in Appendix A),
it is natural to consider independent symmetry groups
for left (ℓ) and right (r) movers. Therefore, we consider
circuits with a symmetry group given by

G = U(1)nℓ

ℓ × U(1)nr
r , (4)

where nℓ/r can take any value from 0 to d− 1 (since we
require our charges to commute with each other). The
lower bound corresponds to circuits with no symmetry,
while the upper bound to circuits with the maximal num-
ber of commuting 1-local charge densities.

In Sec. III we show that in G-symmetric dual unitary
circuits the local gate U can be decomposed in different
charge sectors as

U =

nr+1⊕
α=1

nℓ+1⊕
β=1

U (α,β), (5)

where the blocks U (α,β) have dimension d
(r)
α d

(ℓ)
β and

d
(ℓ/r)
α > 0 are such that

nr+1∑
α=1

d(r)α =

nℓ+1∑
β=1

d
(ℓ)
β = d . (6)

Note that U (α,β) implements unitary transformations
with different domains and codomains, i.e.,

U (α,β) : Cd(r)
α ⊗ Cd

(ℓ)
β → Cd

(ℓ)
β ⊗ Cd(r)

α . (7)

Since the domain and codomain of U (α,β) are isomorphic,
however, one can still think of it as a square unitary
matrix. In fact, whenever U is dual unitary, also the
blocks U (α,β) are dual-unitary, meaning that both U (α,β)

and its space-time swapped counterpart are unitary.
In passing we note that unitary transformations with

different (but isomorphic) domain and codomain can be
used to define quantum cellular automata generalising
the concept of brickwork quantum circuits [82]. These
systems arise at the boundary of certain Floquet systems
displaying many-body localisation in the bulk [83–86],
and can be shown to generate a qualitatively different
quantum information spreading [87, 88]. Here we find
that the dual unitary version of these systems emerge
naturally in the charge sectors of G-symmetric dual uni-
tary circuits. A schematic representation of the state of
the system in a given charge sector is presented in Fig. 1.

Next, in Sec. IV, we show that for G-symmetric dual
unitary circuits one can extend the family of solvable
states introduced in Ref. [19] (a minimal example is pro-
vided at the end of the section). We dub this larger family
charged solvable states and, in Sec. V, we present the ex-
act solution of their many body dynamics. We show that
in contrast with the solvable states of Ref. [19], which
always relax to the infinite temperature state, charged
solvable states relax to non-trivial generalised Gibbs en-
sembles. Their entanglement velocity, however, is still
maximal. Specifically, at the leading order the entangle-
ment entropy of an interval A of length LA is described
by the standard linear-growth/sharp relaxation form

SA(t) = 2smin(2t, LA), (8)

where 2s is the entropy density of the generalized Gibbs
ensemble (GGE). In fact, we find that SA(∞) can be
split into a “number” and a “configurational” part, where
the former measures the average of the entanglement in
the charge sectors and the latter the fluctuations of the
charge [55, 89, 90]. The emergence of this splitting at
infinite times is a typical feature of quantum many-body
systems with conserved charges [53], however, in our case
it takes a special form: the number part of SA(∞) is
extensive rather than logarithmic in LA. One can un-
derstand this by noting that G-symmetric dual unitary
circuits have exponentially many (in LA) charge sectors
as opposed to the polynomially many occurring in generic
systems with conservation laws.
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Then, in Sec. VI, we consider the dynamics of G-
symmetric dual unitary circuits from states that are not
charged solvable. Combining exact results with the en-
tanglement membrane approach [91, 92] we find that the
entanglement dynamics is qualitatively different from the
one described by Eq. (8) as it shows a two step relaxation.
More precisely, we find that left and right movers give
different contributions to the entanglement growth (they
contribute equally for charged solvable states). Calling
their respective contributions s(r) and s(ℓ) and consid-
ering s(r) < s(ℓ) we have the following scaling form of
the entanglement entropy for large times and sub-system
sizes

SA(t) ≃


4ts(r) t ≤ LA/2

4ts
(r) − (2t− LA)s

(r)
num LA/2 < t ≤ tth

LA(s
(r) + s(ℓ)) t > tth

(9)

where ≃ means equality at leading order in time, s(r)num

is the number entropy density of right movers and the
thermalisation time tth is fixed by continuity to be

tth =
LA

2

(
1 +

s(ℓ) − s(r)

2s(r) − s
(r)
num

)
. (10)

Eq. (9) implies that, for a given entropy density of
the GGE to which the state thermalizes, i.e. 2s =
s(r) + s(ℓ) non-solvable states show a slower (state de-
pendent) entanglement growth compared to the solvable
ones. Namely their entanglement velocity is not 1 de-
spite the circuit being dual unitary. Moreover, the slope
in the second phase is always lower than the one in the
first as long as s

(r)
num ̸= 0. This behaviour arises because

the charge structure acts as a constraint that can cre-
ate an imbalance on the amount of entanglement avail-
able for left- and right-moving charges: While solvable
states are forced to have no imbalance, non-solvable ones
are generically imbalanced and their thermalisation pro-
cess is slower. The occurrence of the second stage of
thermalisation is another interesting consequence of the
charge structure, this time in concurrence with the non-
Yang–Baxter-integrable nature of the system. Indeed,
this phase corresponds to a time regime where a simple
quasiparticle picture would predict the entanglement to
be already saturated. The growth is only observed be-
cause the creation and destruction of quasiparticles gen-
erates a scrambling of quantum information. This scram-
bling, however, cannot be maximal because all the cre-
ation/annihilation processes have to conserve the charge.
Therefore, the slope in the second phase is generically
smaller than in the first. A schematic representation of
the entanglement growth from solvable and non-solvable
states is reported in Fig. 2, while a numerical simula-
tion confirming this picture is presented in Fig. 7 (see
Sec. VI B).

We remark that the linear growth discussed above for
the entanglement entropy is also observed for all Rényi
entropies S(n)

A (t), including those of order n > 1, for both

LA/2 tth

t

S
(t
)

FIG. 2. Schematic representation of entanglement growth of
a finite, connected interval of size LA from a charged solvable
state (orange) and a generic one (blue). Solvable charged
states behave as those studied in [19], meaning they ther-
malise at the fastest possible rate and the entanglement sat-
urates at t = LA/2. In the generic case, instead, there is a
secondary growth phase which is always slower than the first
at times between the thermalization time tth and LA/2.

charge solvable and non-charged solvable states. This is
not in contradiction with the results of Refs. [35, 93, 94],
which found sub-ballistic growth of S(n>1)

A (t) in generic
quantum circuits with conservation laws. Indeed, a key
ingredient for the onset of sub-ballistic growth is the
presence of diffusive charge transport whereas charge-
transport in dual-unitary circuits is always ballistic (see
Sec. III).

Finally, in Sec. VII, we study symmetry restoration
in G-symmetric dual-unitary circuits. Namely, we quan-
tify how a non-symmetric initial state becomes gradually
more symmetric in the course of the time evolution. We
do so by computing the entanglement asymmetry ∆SA(t)
defined as the relative entropy between the reduced state
of A and its symmetrised version (see Sec. VII for de-
tails).

An interesting aspect of this process is the possible
occurrence of the quantum Mpemba effect, which means
that a symmetry is restored faster for states breaking it
more at t = 0 [52]. Its name is due to the conceptual sim-
ilarity that this process has with the “classical” Mpemba
effect, arising when hot water freezes faster than cold
water [77]. Since its first observation in Ref. [52] this
effect has been observed in a range of different physical
settings [52, 54, 58–74], including trapped ion quantum
simulators [95]. Here we find that non-charged solvable
initial states in G-symmetric dual-unitary circuits show
the quantum Mpemba effect owing to their two step re-
laxation process. In particular, we provide an explicit
example where the quantum Mpemba effect is controlled
by the number entropy of right movers: larger number
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entropy implies larger initial asymmetry and faster relax-
ation.

III. G-SYMMETRIC DUAL UNITARY
CIRCUITS

In this work we are interested in dual-unitary circuits
with continuous internal symmetries. In other words, we
require the existence of extensive operators

Q =
∑

x∈Z2L/2

qx, (11)

with qx acting nontrivially only at site x, that commute
with U in Eq. (1).

In dual-unitary circuits, conserved charges as the one
in Eq. (11) split into two independent components sup-
ported respectively on integer and half-odd-integer sites,
i.e.

Q(ℓ) =
∑
x∈ZL

qx+1/2, Q(r) =
∑
x∈ZL

qx. (12)

Note that these operators are two-site shift invariant like
the time evolution operator. Moreover, we denoted the
two charges in Eq. (12) by the labels ℓ and r as their
densities are respectively left- and right-moving [81].

To see how this occurs we recall that, as a consequence
of charge conservation, the charge density obeys an op-
eratorial continuity equation of the form

U†qxU = qx − Jx+1/2 + Jx−1/2, (13)

where Jx is a local operator with support at most on two
sites starting at site x. For dual unitary circuits, however,
this operator takes the following special form [81] (for
completeness, we report a proof of the relevant facts in
Appendix A)

Jx =

{
−qx+1/2, x ∈ Z
qx−1/2, x ∈ Z+ 1/2

, (14)

meaning that transport of charge is always ballistic in
dual-unitary circuits. Moreover, the charge densities are
simply shifted by the time evolution

UqxU† =

{
qx+1, x ∈ Z
qx−1, x ∈ Z+ 1/2

, (15)

and the charges in Eq. (12) are independently conserved.
Operators evolving as in Eq. (15) have been referred

to as “solitons” [96] or “gliders” [97] in the literature
and their presence immediately implies that the circuit
has far more local conserved operators than those in
Eq. (12). Indeed if the circuit admits a non-trivial soli-
ton, for any given ℓ ≥ 1 one can produce 2ℓ+1 − 2 in-
dependent charge densities with support on at most 2ℓ
sites (as shown in App. A), each of which obeys (15).

Physically, this happens because the solitons are effec-
tively “fragmenting” the dynamics of the circuit in differ-
ent charge sectors as in Refs. [98, 99]. This structure has
been sometimes referred to as super-integrability, see e.g.,
Ref. [100, 101]. Despite this, G-symmetric dual-unitary
circuits are generically not Yang-Baxter integrable. In
fact, the charges are generically unable to constraint the
dynamics within each given charge sector and the lat-
ter are chaotic. The only exception to this is when all
charge sectors have dimension one, which is realised, for
instance, for d = 2 [79]. This is conceptually similar
to what happens in holographic conformal field theories
(see, e.g., [102]), which, despite the huge amount of con-
served charges provided by the conformal structure, be-
have chaotically in each charge sector. The goal of this
paper is to characterise the conserved charge structure of
G-symmetric dual-unitary circuits and investigate its ef-
fects on the many-body dynamics. In the rest, we will use
the word “soliton” to designate the fundamental building
blocks of the charge densities, that is those with support
on a single site.

Considering circuits with the symmetry group G (as
defined in Eq. (4)) we then have mℓ = 1 + nℓ indepen-
dent left moving solitons and mℓ = 1 + nℓ solitons. In-
deed, Eq. (15) is fulfilled by the charges associated to the
U(1) symmetries and, trivially, by the identity operator.
Noting then that Eq. (15) is linear in the charge density,
we have that the space of solitons on each site is a vec-
tor space. Therefore we introduce the following bases of
solitons

S(r/ℓ) = {σ(r/ℓ)
1 , . . . , σ(r/ℓ)

mℓ/r
}, (16)

where the subscript denotes the element of the basis
and we suppressed the position index x: unless explic-
itly stated position indices for solitons will be suppressed
from now on. This basis can be taken to be Hilbert-
Schmidt orthogonal.

The bases of solitons in Eq. (16) are characterised by
means of the following theorem, proven in Appendix B.

Theorem 1. In a dual unitary circuit with commuting
solitons supported on a single site one can always choose
a basis where the solitons are mutually orthogonal pro-
jectors. In addition, the bases in Eq. (16) can be taken
to be

S(r/ℓ) = {{Π(r/ℓ)
α }, {P (r/ℓ)

+,β , P
(r/ℓ)
−,β }}, (17)

where the two types of solitons, Πα and P+/−,β, respec-
tively fulfil

U
(
Π(r)

α ⊗ 1d
)
U† = 1d ⊗Π(r)

α ,

U
(
1d ⊗Π(ℓ)

α

)
U† = Π(ℓ)

α ⊗ 1d,
(18)

and

U
(
P

(r)
±,α ⊗ 1d

)
U† = 1d ⊗ P

(r)
∓,α,

U
(
1d ⊗ P

(ℓ)
±,α

)
U† = P

(ℓ)
∓,α ⊗ 1d.

(19)
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In a nutshell, Eq. (17) involves three different families
of projectors because Eq. (15) implies that there are two
different kinds of solitons: those that are shifted by one
site every half time-step and those that are shifted and
multiplied by −1. Solitons of the first kind originate the
family Π

(ℓ)/(r)
α and those of the second originate P (r)

+,α and
P

(r)
−,α (see Appendix B for details). We also remark that,

since the set of solitons includes the identity operator,
the basis in Eq. (17) fulfils the following completeness
relation ∑

α

Π(r/ℓ)
α +

∑
β

P
(r/ℓ)
+,β + P

(r/ℓ)
−,β = 1d . (20)

For the sake of simplicity here we only consider the case
of commuting solitons, i.e., circuits where the symme-
try group is abelian (this excludes, for example, circuits
made of SWAP gates as they have non-abelian symmetry
groups). Moreover, we restrict to solitons of the type Πα.
The latter is not a real restriction as the solitons of type
P±,α are mapped into Πα by “renormalising” the quan-
tum circuit, i.e., combining together two subsequent time
steps and two neighbouring qudits (see the discussion at
end of App. D 1 for an explicit example).

Under these conditions Theorem 1 implies that one can
decompose the local gates in a number of blocks corre-
sponding to the charge sectors. Namely, using the com-
pleteness relations in Eq. (20), the strong soliton condi-
tion in Eq. (18), and the projector property of Π(ℓ/r)

α one
can write

U =
∑
α,β

(Π
(ℓ)
β ⊗Π(r)

α )U =
∑
α,β

U (α,β), (21)

where we introduced

U (α,β) ≡ (Π
(ℓ)
β ⊗Π(r)

α )U(Π(r)
α ⊗Π

(ℓ)
β ) . (22)

Note that domain and codomain of this transformation
are different. Specifically, we have

U (α,β) : Cd(r)
α ⊗ Cd

(ℓ)
β → Cd

(ℓ)
β ⊗ Cd(r)

α , (23)

where we set

d(r/ℓ)α = tr
[
Π(r/ℓ)

α

]
. (24)

These spaces, however, are isomorphic. Moreover, using
Eq. (18) and the projector property of Π

(r/ℓ)
α one can

show that U (α,β) is a unitary transformation between the
two spaces, i.e.

(U (α,β))†U (α,β) = Π(r)
α ⊗Π

(ℓ)
β ,

U (α,β)(U (α,β))† = Π
(r)
β ⊗Π(ℓ)

α .
(25)

In fact, noting that

Ũ (α,β) = (Π(ℓ)
α ⊗Π

(r)
β )Ũ

= (Π(ℓ)
α ⊗Π

(r)
β )Ũ(Π

(r)
β ⊗Π(ℓ)

α ),
(26)

and using again Eq. (18) and the projector property of

Π
(ℓ)/(r)
α one can show that also Ũ (α,β) is unitary, i.e.

(Ũ (α,β))†Ũ (α,β) = Π
(r)
β ⊗Π(ℓ)

α ,

Ũ (α,β)(Ũ (α,β))† = Π(ℓ)
α ⊗Π

(r)
β .

(27)

Therefore, each one of the blocks on the r.h.s. of Eq. (21)
is a dual-unitary transformation. This provides a full
characterisation of G-symmetric dual-unitary circuits:
they are circuits in which the gate is decomposed in a
number of dual unitary blocks. The precise decompo-
sition depends on the soliton content of the circuit, and
the local spaces on which the blocks act can have different
local dimensions (d(r)α ̸= d

(ℓ)
α ).

Before proceeding with the study of the properties
of these circuits, in the two upcoming subsections we
present an example of explicit parameterisation of such
dual-unitary transformations and introduce a useful di-
agrammatic representation that will be extensively used
in the rest of the paper.

A. Explicit parameterisation of dual-unitary
transformations

A simple class of dual-unitary transformations can be
constructed following Ref. [41, 97]. Namely, one can set

U
(
|a⟩(r) ⊗ |b⟩(ℓ)

)
≡ u(a) |b⟩ℓ ⊗ v |a⟩r , (28)

where |a⟩r and |b⟩ℓ are bases of Cd(r)
α and Cd

(ℓ)
β ,

{u(1), . . . , u(d(r)
α )} ∈ U(d

(r)
α ), and v ∈ U(d

(ℓ)
β ). It is

immediate to see that the map in Eq. (28) is of the
type in Eq. (23) and fulfils both Eqs. (25) and (27).
Although this parameterisation is not exhaustive, for
generic choices of {u(a)} and v the resulting gate will not
admit non-trivial solitons nor will fulfil any Yang–Baxter
integrability condition. We will assume such irreducibil-
ity throughout this work.

B. Diagrammatic representation

The study of quantum circuits is significantly simpli-
fied by the introduction of the following diagrammatic
representation borrowed from the theory of tensor net-
works [103]. The matrix elements of the local gate U
and its complex conjugate are represented as

⟨kl|U |ij⟩ =

i j

k l

, ⟨kl|U∗|ij⟩ =

i j

k l

. (29)

Matrix multiplication is represented connecting the legs
of indices summed over and acts bottom to top. For
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example, the unitary conditions for U and Ũ (see Eq. (3))
are expressed as

= = ,

= = ,

(30)

where we removed the indices to represent the full matrix,
rather than its elements. Also note that in the second line
we rotated two of the diagrams to arrange them along a
horizontal line.

Many body operators are obtained by composing the
above building blocks via the above rules. For example,
the time evolution operator in Eq. (1) for a system of
2L = 10 qudits is represented as

U = . (31)

We also introduce the so called “folded representation”,
which helps representing multi-replica quantities needed,
e.g., for entanglement calculations. To this end we intro-
duce symbols for the replicated local gate

(U ⊗ U∗)
⊗n

=
2n

gat
es

= n , (32)

and the replicated solitons
n⊗

i=1

(q
(r)
i ⊗ 1d) = ,

n⊗
i=1

(q
(ℓ)
i ⊗ 1d) = , (33)

where we used the symbol qi for the solition in each
replica i as it can be any linear combination of the basis
of Πα (we will specify to what it refers in each case) and
we assumed to have in general different solitons on each
replica (also this will be specified in each case).

To represent contractions between replicas it is useful
to introduce symbols for two special states in the multi
replica space. The first one is the “circle state”

| d,n⟩ =
(

d∑
i=1

|i, i⟩
)⊗n

≡ . (34)

The second one is the “square state” | d,n⟩. Labelling the
2n replicas as (1, 1∗, 2, 2∗, . . . , n, n∗) we can represent it
as

| d,n⟩ =
n⊗

a=1

(
d∑

i=1

|i⟩a |i⟩(a+1)∗

)
≡ , (35)

where the replica indexes are understood to be cyclic, so
that n+ 1 ≡ 1.

In the folded representation the unitarity conditions
for U and Ũ are represented as

n = , n = , (36)

n = , n = , (37)

n = , n = , (38)

n = , n = , (39)

while, e.g., the soliton ballistic propagation can be ex-
pressed as

n = n , n = n . (40)

IV. CHARGED SOLVABLE STATES

A key concept in the study of the dynamics of dual-
unitary circuits is that of solvable states [18, 19]. This
is a class of non-equilibrium states compatible with the
dual unitarity condition and allowing for exact calcula-
tions of dynamical properties. In particular, all solv-
able states can be shown to relax to the infinite tem-
perature state [19]. Here we extend this concept to the
case of U(1) symmetric dual-unitary circuits. We show
that, because of the block structure of the local gate (see
Eq. (21)), one can introduce a larger family of solvable
states, which we dub charged solvable states. In Sec. V
we show that charged solvable states generically relax to
non-trivial generalised Gibbs ensembles.

We begin by considering states in matrix product state
(MPS) form, defined in terms of d2, χ×χ matrices Mi,j

as

|Ψ0(M)⟩=
d∑

i1,i2,...=1

tr
[
Mi1,i2Mi3,i4. . .

]
|i1, i2, . . . , i2L⟩ . (41)

The tensor generating the MPS has a convenient
graphical representation

n = (M⊗M∗)
⊗n

, (42)

where the thick line represents the replicated auxiliary
space, i.e. the vector space of dimension χ on which
the matrices Mi,j act, while the thin ones represent the
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replicated physical space. It is useful to reshuffle the
indices of Mi,j and view them as matrices ΓM acting on
Cd ⊗ Cχ (whose input/output indices are the right/left
legs of the tensor in Eq. (42))

ΓM =

d∑
i,j=1

|i⟩⟨j| ⊗Mij , (43)

and to define the transfer matrix of the MPS

τ(M) =
∑
i,j

Mi,j ⊗
(
Mi,j

)∗
= 1 . (44)

Having established the notation we are now in a posi-
tion to introduce charged solvable states

Definition 1 (Charged Solvable States). An MPS
|Ψ0(M)⟩ is left charged solvable if the transfer matrix
τ(M) (see Eq. (44)) has a unique maximal eigenvalue
with absolute value 1 and there exists an operator S act-
ing on the auxiliary space Cχ such that

Γ†
M(1d ⊗ S)ΓM =

∑
α

c
(r)
α

d
(r)
α

Π(r)
α ⊗ S, (45)

where d
(r)
α is defined in Eq. (24) and we introduced the

expectation value of a soliton

c(r)α = ⟨Ψ0(M)|(Π(r)
α )x|Ψ0(M)⟩ , x ∈ Z . (46)

By definition we then have c
(r)
α ≥ 0 and

∑
α c

(r)
α = 1.

Instead, |Ψ0(M)⟩ is right charged solvable if the transfer
matrix has a unique maximal eigenvalue and there exists
a S′ such that

ΓM(1d ⊗ S′)Γ†
M =

∑
α

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α ⊗ S′, (47)

where

c(ℓ)α = ⟨Ψ0(M)|(Π(ℓ)
α )x+1/2|Ψ0(M)⟩ , x ∈ Z . (48)

Finally, it is charged solvable if it is both left and right
charged solvable.

Note that these definitions also imply that for left/right
charged solvable states the left/right leading eigenvec-
tors of τ(M) correspond to the matrices S and S′ in
Eqs. (45) and (47) upon matrix to vector mapping (see
Appendix C 1)

⟨S| =
d∑

i,j=1

(S)i,j ⟨i, j| , |S′⟩ =
d∑

i,j=1

(S′)i,j |i, j⟩ . (49)

Recalling that two MPS states |Ψ0(M)⟩ , |Ψ0(M′)⟩ are
called equivalent if, for every local operator OR (i.e. op-
erator with a finite support)

lim
L→∞

⟨Ψ0(M′)|OR|Ψ0(M′)⟩ =

= lim
L→∞

⟨Ψ0(M)|OR|Ψ0(M)⟩ , (50)

we characterise charged solvable states by means of the
following theorem (proven in Appendix C 1).

Theorem 2 (Equivalent MPS). A left charged solvable
MPS state is always equivalent, in the thermodynamic
limit, to an MPS state M′ with bond dimension χ such
that

Γ†
M′ΓM′ =

∑
i

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χ, (51)

whose unique maximal right eigenvector of the transfer
matrix τ(M) is

| χ,1⟩ =
χ∑

i=1

|i⟩ ⊗ |i⟩ . (52)

Analogously, a right charged solvable state is equivalent
to an MPS such that

ΓM′Γ†
M′ =

∑
i

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α ⊗ 1χ, (53)

whose transfer matrix has unique maximal left eigenvec-
tor

⟨ χ,1| =
χ∑

i=1

⟨i| ⊗ ⟨i| . (54)

In essence, Theorem (2) guarantees that one can
always replace left/right charged solvable states with
equivalent MPS where the matrix S in Definition 1 is
the identity.

The equivalent MPS states of Theorem 2 can be fur-
ther characterised by specialising the local basis of the
quantum circuit. To show this we consider the singu-
lar value decomposition of ΓM, i.e. ΓM = V DW , and
rewrite condition for left charged solvability (51) as

Γ†
MΓM = WD2W † =

∑
i

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χ. (55)

The matrix D2 is diagonal by construction, and its spec-
trum needs to match the one of the matrix on the right
(the unitary W cannot alter the spectrum). If we choose
a basis for each qudit such that all projectors Π

(r)/(ℓ)
α

are diagonal (always possible as they commute), we have
that the right hand side of Eq. (55) is also diagonal. In
this case, upon reordering of the basis, we can take D2

to be equal to the righthand side. With these choices we
find

W
∑
α

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χW † =

∑
α

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χ, (56)

so we can move W past D in the SVD of ΓM and include
it in the definition of V . This means that most generic
ΓM representing a left-solvable state can be written as

ΓM =
∑
α

√
c
(r)
α

d
(r)
α

V
(
Π(r)

α ⊗ 1χ
)
, V ∈ U(χ · d),

(57)
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and an analogous discussion holds for right charged solv-
able states. Finally, using this characterisation, in Ap-
pendix C 2 we prove the following compatibility condition
for charged solvable states

Theorem 3 (Compatibility Condition). Given the bases
for left and right solitons

S(r) = {Π(r)
α }α=1,...,mr , S(ℓ) = {Π(ℓ)

α }α=1,...,mℓ
, (58)

and a charged solvable state fulfilling Eqs. (45)-(47),
than there exists a partition P(r) = {P(r)

1 , . . . ,P(r)
k′ } of

{1, . . . ,mr} and P(ℓ) = {P(ℓ)
1 , . . . ,P(ℓ)

k′′ } of {1, . . . ,mℓ},
such that k′ = k′′ = k and for all i = 1, . . . , k we have∑

α∈P(r)
i

d(r)α =
∑

β∈P(ℓ)
i

d
(ℓ)
β ≡ di

c
(r)
α

d
(r)
α

=
c
(ℓ)
β

d
(ℓ)
β

≡ ci
di
, ∀α ∈ P(r)

i , β ∈ P(ℓ)
i .

(59)

Moreover, the left/right fixed points of τ(M) can be taken
to be ⟨ χ,1| , |S⟩, where S is a strictly positive matrix.

The essence of this theorem is that to have a state
that is charged solvable both directions, there must be
a compatible blocking structure for solitons moving left
and right. Namely, the two matrices∑

α

c
(r)
α

d
(r)
α

Π(r)
α ,

∑
α

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α , (60)

should have the same spectrum. Moreover, in contrast
to what happens for the standard solvability condition
(see Ref. [19]), it is generically not possible to choose an
equivalent MPS such that both left and right eigenvectors
of τ(M) are the (vectorised) identity matrix.

In fact, we make two remarks concerning Theorem 3.
First, we emphasise that the charged solvable states cor-
responding to the trivial partitions P(r) = {{1, . . . ,mr}}
and P(ℓ) = {{1, . . . ,mℓ}} (i.e. partitions with a single
element corresponding to the full set) are those with-
out a charge structure, and correspond to the stan-
dard solvable states. In this particular case, it can be
shown that the fixed point of the transfer matrix on
both sides can be taken to be | χ,1⟩ [19]. Second, we
note that the compatibility condition is relatively easy
to achieve for gates that have the same dimension for
every charge subspace (which also means that they have
the same number of left- and right-moving solitons), i.e.
d
(r)
α = d

(ℓ)
α = d/mr = d/mℓ. In this case one just needs to

match each right-moving charge with a left-moving one.
Finally, let us conclude by illustrating the results of

this and the previous section in a simple example. Con-
sider the U(1) symmetric dual-unitary circuit defined for
qudits of local dimension d = 4 and with local gate

U =

UA

UB

UC

UD

 , (61)

where UA, . . . , UD generic 4 × 4 dual-unitary matrices
while all the other blocks 4×4 are 0. Despite this system
is not Yang-Baxter integrable, this system admits mℓ = 2
left moving solitons and mr = 2 right moving solitons
that take the same form, i.e.

{Π(r)
1 ,Π

(r)
2 } = {Π(ℓ)

1 ,Π
(ℓ)
2 } = {P, P̄}, (62)

where P = diag(1, 1, 0, 0) and P̄ = diag(0, 0, 1, 1). In this
case a simple class of solvable states are the pair product
states of the form

|Ψ0⟩ =

 4∑
i,j=1

(m)i,j |i, j⟩

⊗L

, (63)

where the matrix m is written as

m =

√
α

4
P +

√
1− α

4
P̄ , α ∈ [0, 1] . (64)

This construction provides a direct generalisation of the
Bell pair initial state [19], which is the simplest solvable
state in a dual-unitary circuit. The state in Eqs. (63)–
(64), however, is not solvable in a non-symmetric circuit.
Note that one can immediately extend this example to
any d = 2k > 4 by taking UA, . . . , UD to be k2×k2 dual-
unitary matrices.

V. ENTANGLEMENT DYNAMICS FROM
CHARGED SOLVABLE STATES

In this section, we consider the entanglement dynam-
ics after a quantum quench from a charged solvable state.
Our calculations are carried out in full generality, with-
out specifying a particular U(1) symmetric dual-unitary
circuit or charged solvable state, but for concreteness one
can think of the example given at the end of the previ-
ous subsection. Specifically, we characterise the growth
of entanglement between a subsystem A, composed by
2LA contiguous qudits, and the rest of the system by
computing the Rényi entropies

S
(n)
A (t) =

1

1− n
log tr [ρnA(t)] , n ∈ N , (65)

where ρnA(t) is the state of A at time t. Note that
limn→1 S

(n)
A (t) = SA(t) where SA(t) is the standard en-

tanglement entropy.
We split the calculation in two steps: In Sec. VA we

consider the early time regime t < LA/2 while in Sec. V B
the late time regime t ≥ LA/2.

A. Early-time Regime

Let us begin considering the early time regime, i.e., we
restrict to times t < LA/2. In this regime the two edges
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of A are causally disconnected (the speed of light is one in
our units) and entanglement is generated independently
at both edges with equal rate. The contribution of the
two edges, however, cannot be completely separated as

the initial MPS can encode non-trivial correlations.

Specifically, the diagram giving the n-th moment of the
reduced density matrix reads as

tr [ρnA(t ≤ LA/2)] =

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

2LA

=

n n n n n n n n n

n n

n

n n n

n n

n

n n n

2t2LA − 4t2L− 4t− 2LA

, (66)

where, in going from the first to the second line, we repeatedly used the unitarity conditions in Eqs. (36) and (38).
To proceed, we note that on the left of this diagram we have L− 2t−LA powers of the MPS transfer matrix τ(M)

(see Eq. (44)) replicated n times, i.e.,

(τ(M)⊗n)L−2t−LA . (67)

As we now show this allows us to compute the thermodynamic limit value of this diagram whenever the initial MPS
is charged solvable.

By definition, a charged solvable MPS has a transfer matrix τ(M) with unique fixed points given by |S⟩ and ⟨ χ,1|
(see Definition 1), Eq. (49), and Theorem 2), where we choose the left fixed point to be the identity. This means that

lim
L→∞

(
n

)L−2t−LA

= (68)

where the black circle denotes

=

n∏
a=1

 d∑
i,j=1

(S)i,j |i⟩a |j⟩(a)∗

 . (69)

It is then immediate to see that, in the thermodynamic limit, the diagram in Eq. (66) is reduced to the following

n n n n n n n

n n

n

n n n

n n

n

n n n

. (70)

This diagram can be fully contracted using the charged solvability conditions (51) and (47). Indeed the latter implies
the following diagrammatic relations for the replicated state

n = , (71)

n = , (72)
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where the solitons represented in red/blue correspond to the following linear combination of projectors(mr/ℓ∑
α=1

c
(r)/(ℓ)
α

d
(r)/(ℓ)
α

Π(r)/(ℓ)
α

)
. (73)

We can move each soliton to the top, using (40), obtaining

n n n n n

n

n n

n

n n

n

n

n

n

2LA sites

, (74)

and then use dual unitarity 37 to simplify both outer
diagonals of gates, and reiterate the procedure until the
triangle at both edges are fully simplified. The final result
reads as

tr [ρnA(t)] =

(∑
α

c
(r)
α

n

d
(r)
α

n−1

)4t

Ξn(LA − 2t), (75)

where the extra contribution Ξn(x) comes from the ini-
tial MPS entanglement, and ln(Ξn(x))/(1− n) can be
thought as the Rényi entropy, on the initial state, of an
interval including 2x sites . Namely, it is written as

Ξn(x) = n n

x

. (76)

Noting that this term is O(t0) we then have

S
(n)
A (t) =

4t

1− n
log

(
k∑

i=1

cni
dn−1
i

)
+ o(t), (77)

where we used the block matching condition in Eq. (59)
to eliminate the labels ℓ/r from ci and di (and k is defined
above Eq. (59)). Indeed, using the latter condition one
has∑

α

c
(r)
α

n

d
(r)
α

n−1 =

k∑
i=1

∑
α∈P

(r)
i

c
(r)
α

n

d
(r)
α

n−1 =

k∑
i=1

cni
dni

∑
α∈P

(r)
i

dα

=

k∑
i=1

cni
dn−1
i

=
∑
α

c
(ℓ)
α

n

d
(ℓ)
α

n−1 . (78)

In particular, in the limit n → 1 we obtain

SA(t) = 4t(snum + sconf) + o(t), (79)

where introduced the quantities

snum ≡ −
k∑

i=1

ci log(ci), sconf ≡
k∑

i=1

ci log(di), (80)

whose physical meaning will become clear in the upcom-
ing subsection.

B. Late-time Regime

We now consider times t ≥ LA/2. In this regime, af-
ter taking the thermodynamic limit, the reduced density
matrix ρA(t) has the following graphical representation

ρA(t) =

2LA sites

1 1

1

1

1

1

1

1

1

1

1

1

1

1

1

1 1 1 1 1 1

1 1

1

1

1

1

1

1

1

1

1

1

1

1

1

1 1 1 1 1 1

. (81)

Making now repeated use of the charged solvability
conditions in Eqs. (71) and (72), the soliton relation (40)
(to move solitons at the top open legs) and dual unitarity
in Eq. (37), this diagram can be simplified as follows

ρA(t) =
1

1 1

2LA sites

= , (82)

where in the second step we used the unitarity con-
dition in Eq. (40) to fully simplify the diagram. Note
that this can only be done if the dashed red line in (82)
does not cross the bottom line of initial states, that is
for t ≥ LA/2. Using the simplified form in Eq. (82), we
can write explicit expressions for all Rényi entropies of
A. The result reads as

S
(n)
A (t) =

2LA

1− n
log

(
k∑

i=1

(ci)
n

(di)
n−1

)
. (83)

In the limit n → 1 the result can be written as

SA(t) = 2LA(snum + sconf) , (84)
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where snum and sconf are defined in Eq. (80). To unveil
the physical meaning of these quantities we introduce
configurational, Sconf(t), and number, Snum(t), entropies
defined as [55, 89, 90]

Sconf(t)≡−
∑
α,β

pα,β(t)(ρA,α,β(t) log ρA,α,β(t)),

Snum(t)≡−
∑
α,β

pα,β(t) log pα,β(t),
(85)

where we introduced the state reduced to a symmetry
block

ρA,α,β(t) ≡
Π

(r)
α Π

(ℓ)
β ρA(t)Π

(r)
α Π

(ℓ)
β

pα,β(t)
,

pα,β(t) ≡ tr
[
Π(r)

α Π
(ℓ)
β ρA(t)Π

(r)
α Π

(ℓ)
β

]
,

(86)

with the projectors in the charge sector with
α = (α1, . . . , αmr ) right moving solitons and β =
(β1, . . . , βmℓ

) left moving solitons defined as

Π(r)
α =

LA⊗
i=1

Π(r)
αi

⊗ 1d, Π
(ℓ)
β =

LA⊗
i=1

1d ⊗Π
(ℓ)
βi

. (87)

From their definition, we see that Sconf(t) measures the
average of the entanglement in the charge sectors, while
Snum(t) the fluctuations of the charge [55, 89, 90]. Using
Eq. (82) one can readily show

Sconf(∞) = 2LAsconf , Snum(∞) = 2LAsnum. (88)

Therefore we see that snum and sconf are respectively the
densities of number and configurational entropy in the
stationary state.

Three comments are in order at this point. First, we
see that in our case the number entropy is extensive,
as opposed to the logLA scaling that it displays in the
generic situation [53, 90]. This is because in our setting
the number of non-trivial charge sectors is exponentially
large in LA, which should be contrasted with the poly-
nomial scaling of the number of charge sectors with LA

that one has in the generic case. Second, even though
Eqs. (84) and (88) imply that the entanglement entropy
at infinite times is the sum of number and configurational
entropy, this does not mean that such a decomposition
holds for all times. Indeed, from Eq. (79) one generically
has

SA(t) ≥ Sconf(t) + Snum(t). (89)

The equality holds only if the initial state does not
have initial entanglement (which corresponds to the case
χ = 1). Third, we stress that Eq. (77) implies linear
growth of all Rényi entropies at early times. This in-
cludes also S

(n>1)
A (t), which have been found to grow

sub-ballistically in generic quantum circuits with conser-
vation laws [35, 93, 94]. Our result is not in contra-
diction with the aforementioned references, however, be-
cause dual-unitary circuits lack a key ingredient for their

arguments to apply, i.e., diffusive charge transport: as
discussed in Sec. III the charge transport in dual unitary
circuits is always ballistic. In fact, as we show in the next
section, the linear growth of Rényi entropies persists also
for non-charged solvable states.

VI. ENTANGLEMENT DYNAMICS FROM
NON-CHARGED-SOLVABLE STATES

In this section we look again at the entanglement dy-
namics after a quench from an MPS state but, crucially,
we lift the assumption of full charged solvability. Inter-
estingly, we find that in this case the dynamics of entan-
glement shows a qualitative change: while it agrees with
the charged solvable state result in the early time regime,
it does not show immediate saturation for t ≥ LA/2. In-
stead, it continues to grow with a different slope set by
the value of the number entropy.

To deal with the great complication of characterising
the growth of entanglement without any form of solvabil-
ity we attack the problem in a gradual fashion. First, we
lift charged solvability only on one side. In this case the
phenomenology described above can be rigorously shown
under a genericity assumption on the blocks U (α,β) in
Eq. (21). Then, we move to consider fully generic ini-
tial states and adapt the entanglement membrane ap-
proach [91, 92] to argue that the above features are sta-
ble.

A. Entanglement dynamics from left charged
solvable states

Here we consider the entanglement dynamics from
MPS states (41) that are solvable only on one side: for
definiteness we choose left solvability.

In the early time regime, partial solvability means that
the diagram in Eq. (70) can be simplified only partially.
Specifically, using Eq. (71) and the dual unitarity condi-
tion in Eq. (37) we can simplify the left triangle represent-
ing entanglement growth at the left edge of the interval,
obtaining

n n

n n

n

n n n

LA − 2t
. (90)

Although this diagram cannot be further simplified for
finite LA and t, a simplification emerges in the scaling
limit

LA, t → ∞,
t

LA
= ζ <

1

2
. (91)

Indeed, in this limit the horizontal line of replicated
transfer matrices in (90) (which are LA − 2t) becomes
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a projector on the fixed points, i.e.,

lim
L→∞

(
n

)LA−2t

= , (92)

where we introduced the replicated fixed point

=

n∏
a=1

 d∑
i,j=1

(S)i,j |i⟩a |j⟩(a+1)∗

 . (93)

Eq. (92) allows us to eliminate the line of transfer ma-
trices and contract the remaining part of the diagram
by means of the following multireplica version of the left
charged solvability condition

n = , (94)

which involves a different pairing of replicas compared to
Eq. (71). The final result reads as

tr [ρnA(t)] ≃

∑
α

(
c
(r)
α

)n
(
d
(r)
α

)n−1


4t

tr[Sn]
2
, (95)

where ≃ denotes leading order in the scaling limit and
the last term comes from the scalar product of the fixed
points of replicated transfer matrices with different pair-
ings, i.e.,

= tr[Sn] . (96)

Eq. (95) coincides with the scaling limit of Eq. (77).
Therefore, at leading order, lifting solvability on one side
leads to the same entanglement growth in the early time
regime, and can be written as

S(t ≤ LA/2) = 4t(s(r)num + s
(r)
conf) ≡ 4ts(r), (97)

where s
(r)
num/conf are defined as in (80), using the c

(r)
α that

define left solvability in (45) instead of ci. As we now
show, beyond this regime we instead have qualitative dif-
ferences. Let us begin considering the large time limit.
The relevant diagram in this case is the one in Eq. (81).
Once again, for left charged solvable states the latter can
be simplified only partially and the minimal expression
reads as

ρA(t) =

1

1

1

1

11

11

11

11

11

11

2t− LA

T . (98)

We now note that this diagram contains 2t−LA transfer
matrices T as the one circled in red . Therefore, the large
time limit can be computed by replacing T with a pro-
jector on its leading eigenvectors, which can be proven
to correspond to eigenvalues of unit magnitude (see Ap-
pendix D 1). As we discuss in Appendix D 1, these eigen-
vectors are in one-to-one correspondence with the con-
served, ballistic charges in the circuit so, under the as-
sumption of starting with a complete set of solitons, we
can find all of them.

From now on we assume this to be the case, namely,
we assume that the circuit has no independent conserved-
charge densities of support ℓ > 1: all charges with den-
sities of larger support are written as products of soli-
tons on different sites. In essence, this is a chaoticity
assumption for the blocks U (α,β) in Eq. (21): for generic
blocks there should be no independent conserved charges
apart from those enforced by the block structure. Note
that the proof in Ref. [104] guarantees that whenever
d
(r)
α = d

(ℓ)
β = 2 (see, e.g., the gate in Eq. (61)) any ran-

domly selected dual unitary block fulfils this assumption
with probability one.

Under this assumption, the large time limit is obtained
by the following substitution

1

1

→
∑
α

Π
(ℓ)

α
(ℓ)
1

Π
(ℓ)

α
(ℓ)
2

1

d
(ℓ)

α
(ℓ)
1

d
(ℓ)

α
(ℓ)
2

. . .
, (99)

where the sum is all over the strings {α(ℓ)
1 , . . . , α

(ℓ)
LA

} with
α
(ℓ)
i = 1, . . . ,mℓ, and mℓ being the number of left moving

solitons. Plugging this form into Eq. (98) we then obtain

ρA(∞) =
∑
α 1 1

. (100)

Note that the sum in this expression is over left-moving
solitons and, therefore, this state has correlations only
between its odd sites. This means that, unlike the one
in Eq. (82), the GGE in Eq. (100) has non-zero chemical
potentials also for left moving charges of larger support
(which are built using solitons).

To have and explicit, simple expression, we focus on
the case χ = 1. In this way, all the charges of support
larger than 1 site have a 0 expectation value. Defining
c
(ℓ)
α /c

(r)
α as the expectation value of the 1-site left/right

moving solitons Π(ℓ)/(r)
α (notice that this definition agrees

with Eq. (51)), we can fully characterize the asymptotic
thermal ensemble and write the asymptotic value of the
entanglement entropy as

SA(∞) ≃ LA(s
(ℓ) + s(r)), (101)
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where we introduced

s(ℓ/r)n =
1

1− n
log

mℓ/r∑
α=1

(
c
(ℓ/r)
α

)n
(
d
(ℓ/r)
α

)n−1

, (102)

and set s
(ℓ/r)
1 = s(ℓ/r). This expression has a very inter-

esting implication: we first note that Eq. (101) does not
coincide with the value reached at the end of the early
time regime. Indeed, considering Eq. (97) we find

SA(LA/2) ≃ 2LAs
(r). (103)

Next we note that whenever the state is left charged solv-
able one has s

(ℓ)
n ≥ s

(r)
n (see Appendix D2). This means

that Eq. (101) is always larger than Eq. (103) and there
must be an additional phase of growth after the early time
regime. This is true also without the χ = 1 assumption
on the MPS: In Appendix D 2 we show that, even though
we cannot find an explicit expression for S(ℓ) in terms of
few parameters we have

S(ℓ) ≥ LAs
(r), (104)

showing the existence of an additional growth phase.
To characterise this second phase we use the following

rigorous bound (proven in Appendix D 3 using the data
processing inequality)

SA(t>LA/2)−SA(LA/2)≤(2t−LA)(2s
(r)−s(r)num). (105)

This ensures that, whenever the number entropy den-
sity is non-zero, the slope of entanglement growth in the
second phase is smaller than the initial one (which is
equal to 2s(r)) and we have a qualitatively different phase
of thermalisation. Note that Eq. (105) also gives the fol-
lowing lower bound for the thermalisation time

tth ≥ LA

2

(
(s(ℓ) + s(r) − s

(r)
num)/2

s(r) − (s
(r)
num/2)

)
, (106)

obtained imposing the r.h.s. of the inequality in Eq. (105)
to be smaller than SA(∞)− SA(LA/2).

In the upcoming subsection we use the entanglement
membrane picture to argue that the bound in Eq. (105)
is in fact saturated at leading order in the scaling limit,
justifying our expression for the entanglement velocity at
times t > LA (139).

B. Entanglement dynamics from generic states

Let us now move to initial states with no solvability
properties. To treat the problem, we decompose the rel-
evant quantities as sums over the charge sectors and treat
each of the sectors using the entanglement membrane pic-
ture [91, 92]. This amounts to assuming that the reduced

blocks U (α,β) (see Eq. (21)) are chaotic.
In order for this approach to be valid, we request that the
dimension of each charge block is d

(ℓ/r)
α ≥ 2 (the mem-

brane picture cannot be applied if the local dimension is
one).

For the sake of simplicity, we consider a simple initial
state: a normalised pair product state (a special case of
the MPS in Eq. (41) with bond dimension 1), defined by
a d× d matrix m

|Ψ0⟩ =

 d∑
i,j=1

(m)i,j |i, j⟩

⊗L

tr
[
mm†] = 1, (107)

where 2L is the number of sites of the system (which we
always take to be arbitrarily large as to ignore boundary
effects).

The graphical representation we use for the matrix m
(in the replicated space) is

(m⊗m∗)
⊗n

= . (108)

The expectation values c
(ℓ/r)
α are then given by

c(r)α = tr
[
mΠ(r)

α m†
]
=

c(ℓ)α = tr
[
Π(ℓ)

α mm†
]
= . (109)

and obey

c(ℓ/r)α ≥ 0
∑
α

c(ℓ/r)α = 1. (110)

Similarly we can defined joint expectation values for
left/right solitons as

cα,β ≡ tr
[
Π(ℓ)

α mΠ
(r)
β m†

]
= ≥ 0. (111)

The values of cα,β define a joint classical probability dis-
tribution corresponding to the probability of observing
simultaneously charges α and β on two neighbouring sites
of the initial state. The values c(ℓ/r)α are the marginals of
this distribution. Indeed, it is easy to see that

c
(r)
β =

mℓ∑
α=1

cα,β , c(ℓ)α =

mr∑
β=1

cα,β . (112)

1. Early time growth

The rate of entanglement production at early times
(t < LA/2) can be found by evaluating the diagram in
Eq. (70). In fact, since we are now focussing on pair
product states, the contributions at the two edges fac-
torise and we are left to evaluate

tr
A
[ρnA(t)] =


n n

n

n

n

n

n

n

n

n
2t
sites


2

. (113)
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We then decompose the 2t legs on the left of this diagram
using the following resolution of the identity

(1n×d)
⊗2t

=
∑
α

2t⊗
i=1

[
n⊗

a=1

(
Π(ℓ)

αi,a
⊗ 1d

)]
. (114)

Analogously, for the 2t legs on the right diagonal we have

(1n×d)
⊗2t

=
∑
β

2t⊗
i=1

[
n⊗

a=1

(
Π

(r)
βi,a

⊗ 1d
)]

. (115)

The sum is over all possible strings of αs of size 2tn, since
in general we need a different projector on each replica.

In diagrams we then rewrite the square root of
Eq. (113) as

√
tr
A
[ρnA(t)] =

∑
α,β

n n

n

n

n

n

n

n

n

n

α β

. =

(116)

∑
α,β

n n

n

n

n

n

n

n

n

n

α β

, (117)

where, to go from (116) to (117) we used the fact that
the solitons in the diagram are projectors, thus they obey(

Π(ℓ/r)
α

)m
= Π(ℓ/r)

α (118)

and then we used the ballistic property (40) to move them
around in the diagram showing explicitly that each gate
is in a chaotic block. Keeping fixed the values of α,β
so that each local gate is now chaotic we are enabled to
apply the entanglement membrane theory [91, 92]. The
upshot of this approach is to argue that the leading con-
tribution to the diagram is found when the internal legs
are divided in two domains; in one domain the internal
legs are all set to the state | d,n⟩ and in the other to the
state | d,n⟩.

To find the leading contribution we then consider all
possible separations between the two domains that start
at the top of the triangle and end at position x, and then
sum over the possible values of x. Thanks to dual unitar-
ity, all paths separating the domains that start at the top
and end at x, which are causally connected with the top
and bottom point are equivalent (indeed the line tension
for a dual unitary circuit is constant) and correspond to
only one diagram, so the result does not depend on the
path chosen. Projecting the internal legs on the two dif-
ferent domains, the diagram becomes the following:

√
tr
A
[ρnA(t)]=

∑
α,β,x

1

Nα,β

n n

n

n

n

n

n

n

n

n

nnn

nn

nn

nn

nn

n

x

2t− x

α(1)

α(2)

β(1)

β(2)

, (119)
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where the normalisation factor Nα,β comes from the
fact that the states | d,n⟩ and | d,n⟩ are not normalised
(see Eqs. (34) and (35)).

To evaluate the diagram, we begin by noting that the
matrix element of a replicated projector between a bullet
and a square state is only non-zero if the the components
on each replica are the same, i.e.,

= tr
[
Π

(r)
βi,1

Π
(r)
βi,2

, . . .Πβi,n

]
= d

(r)
βi

(δβi,βi,1
. . . δβi,βi,n

).

(120)

Looking at Eq. (119) we see that this observation applies
to the first x right moving legs and the last 2t − x left
moving legs (the ones encircled in respectively red and
blue dashed lines). Therefore, it is convenient to write
the string α = α(1) ◦ α(2), where α(1) and α(2) are re-
spectively of sizes 2t − x and x (see Eq. (119)). α(1) is
therefore constrained to have the same entries on each
replica layer. Similarly, we write β = β(1) ◦ β(2), where
β(1) has size x and the same entries on each replica layer.
In this language we can write the normalisation factor as

Nα,β =

2t−x∏
i=1

d
(ℓ)

α
(1)
i

x∏
j=1

d
(r)

β
(1)
j

n

. (121)

We now proceed to evaluate the diagram (119) using
Eqs. (40), (36), and (38) to simplify all the gates. In
particular, using the definitions in Eqs. (111), (112) we
find√

tr
A
[ρnA(t)] =

=
∑
x,

α(1),β(1)

α(2),β(2)

x∏
i=1

[∏n
a=1 cα(2)

i,a β
(1)
i

]
d
(r)

β
(1)
i

n−1

2t−x∏
j=1

[∏n
a=1 cα(1)

j β
(2)
j,a

]
d
(ℓ)

α
(1)
j

n−1

=
∑
x,

α(1),β(1)

x∏
i=1

c
(r)

β
(1)
i

n

d
(r)

β
(1)
i

n−1

2t−x∏
j=1

c
(ℓ)

α
(1)
j

n

d
(ℓ)

α
(1)
j

n−1

=
∑
x

(∑
α

c
(r)
α

n

d
(r)
α

n−1

)2t−x
∑

β

c
(ℓ)
β

n

d
(ℓ)
β

n−1

x

. (122)

The remaining sum over x is a geometric sum and can be
evaluated explicitly. Ignoring o(1) factors, we can write
the final result as√

tr
A
[ρnA(t)] = exp

(
t(1− n)min(s(r)n , s(ℓ)n )

)
, (123)

where we introduced

s(ℓ/r)n =
1

1− n
log

(∑
α

c
(ℓ/r)
α

n

d
(ℓ/r)
α

n−1

)
. (124)
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FIG. 3. Entanglement growth at a single edge (meaning that
we evaluate limn→1

1
1−n

log (
√

trA ρnA(t))) for randomly gen-
erated initial states (coloured dots) divided by the analytic
prediction (125) obtained measuring the values of c(r)/c(ℓ)

randomly chosen. More details on the numerics is presented
in App. F.

Putting all together this finally gives

S
(n)
A (t < LA/2) = 4tmin(s(r)n , s(ℓ)n ). (125)

This result is consistent with Eq. (95), as one can see
recalling that for a left charged solvable state s

(r)
n ≤ s

(ℓ)
n

(see App. D 2) and can be analytically continued to
all values of n, in particular n = 1 [105]. In fact,
Eq. (125) can also be tested numerically. For instance, in
Fig. 3 we compare its prediction for the entanglement en-
tropy with exact numerical results obtained for randomly
generated initial states with two solitons of dimensions
d
(r)
α = d

(ℓ)
α = 2 on each leg. The agreement observed is

convincing (with corrections of the order of a few per-
centage points) even for the very short times accessible
by the exact numerics.

Note that an interesting prediction of Eq. (125) is the
possible occurrence of a non-analyticity in n of the Rényi
entropies in the limit LA ≫ t ≫ 1. The latter takes
place, if there exist two n ̸= m such that

s(r)n < s(ℓ)n , s(r)m > s(ℓ)m . (126)

2. Asymptotic entanglement value

At asymptotic times t ≫ LA, the subsystem A is at
equilibrium with the rest and we expect the entanglement
entropy to relax to the thermodynamic entropy [106].

In the domain wall language this can be seen by noting



17

that the diagram for the n-th moment of ρA(t), i.e.

tr [ρnA] =

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

A

, (127)

is dominated by the configuration reported in Fig. 4.

FIG. 4. Pictorial representation of the domain-wall config-
uration giving the leading contribution to Eq. (127). The
domain of squares does not reach the bottom part of the dia-
gram (where the initial states are located) as the contribution
would otherwise be suppressed as at, for some a < 1. Instead,
if the square-state domain is confined to the top part as in
this picture, then the suppression does not scale with t. We
stress that this domain wall approach works once the gates
are projected in a sector where they are “chaotic” and then
one looks for the dominant domain configuration in each of
these sectors.

To evaluate this contribution, we first decompose the
identities along the cuts separating the domain of squares
from the rest, proceeding as in Eqs. (114) and (115). This
gives

∑
α,β

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

, (128)

where

α = (αi,a)i=1,...,LA;a=1,...,n , (129)

represents strings of projectors on the right-moving soli-
tons, and β the left-moving ones. Again, we can pin the
domain of bullets by projecting the legs across a cut on
bullet states (for a fixed value of α and β). Thanks to
dual unitarity, all cuts separating the two domains cor-
respond to only one diagram to evaluate (meaning that
they can be deformed into one another), so we can just

choose the simplest one:

1

Nα,β

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

, (130)

where Nα,β is a normalization factor. Eq. (120) forces
then the solitons β,α to be the same on each replica;
dropping the indices of replicas on the string, we can
write the normalization factor as

Nα,β =

LA∏
i=1

(
d(r)αi

d
(ℓ)
βi

)n
. (131)

Finally, using the charge conservation relations in
Eq. (40) to move all the solitons to the bottom part of
the diagram, and then the unitarity relation in Eq. (36),
we can reduce the diagram to

tr [ρnA(t ≫ LA)] =
∑
α,β

LA∏
i=1

(
c
(r)
αi c

(ℓ)
βi

)n
(
d
(r)
αi d

(ℓ)
βi

)n−1 . (132)

The sum over strings can be carried out by exchanging
it with the product, giving again the result obtained in
Eq. (101), i.e.,

S
(n)
A = LA(s

(r)
n + s(ℓ)n ). (133)

3. Second phase of thermalisation

In Sec. VIB 1 we found that, for generic initial states,
the Rényi-entropy growth at times t < LA/2 is, at leading
order in t

S
(n)
A (t) = 4tmin(s(r)n , s(ℓ)n ) + o(t), (134)

while in Sec. VIB 2 we determined its asymptotic value
to be

S
(n)
A (t ≫ LA) = LA(s

(r)
n + s(ℓ)n ). (135)

These expressions coincide at t = LA/2 only if s
(r)
n = s

(ℓ)
n

(e.g. for a charged solvable state), where we find a fast
thermalisation process, concluded at the minimal possi-
ble time allowed by causality. If this is not the case, we
expect a second non-trivial phase of thermalisation. Let
us now characterise this phase using the entanglement
membrane approach: in the rest of the section we set
s
(r)
n < s

(ℓ)
n for the calculations.

We again consider the diagram in Eq. (127) but now
focus on the case of finite t > LA/2 and set t′ = t−LA/2.
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x

t′

LA

βα ρσ

τι

FIG. 5. Pictorial representation of the dominant domain
contributions to evaluate Eq. (128) for small values of t′ =

t− LA/2. We used the fact that, since s
(r)
n < s

(ℓ)
n , the domi-

nant domain at the left/right borders is always the one on the
left for small values of t′, and we sum over all possible choices
of cuts in between the triangles (dashed lines in Fig. 5), which
we label as x = 1, . . . 2t′.

We again insert a resolution of the identity in order to
decompose the gates into chaotic blocks and then apply
the membrane picture (see Eq. (128)). Next we sum over
several different strings, as indicated in Fig. 5. Refer-
ring to the figure we have that only the α and β strings
contribute to a growth of entanglement, while the con-
tribution from the others is constant and equal to the
entanglement value at the end of the early time regime
(see Sec. VI B 1). The calculation is similar to those re-
ported in the previous subsections and yields

tr [ρnA(t
′ + LA/2)]

tr [ρnA(LA/2)]
= (136)

2t′∑
x=1

m(r)∑
β=1

c
(r)
β

n

d
(r)
β

2(n−1)

x
m(ℓ)∑

α=1

m(r)∑
β=1

cnα,β(
d
(ℓ)
α d

(r)
β

)n−1


2t′−x

,

the sum in x can be explicitly carried out but, since we
are interested in the leading order, we ignore all the fac-
tors not scaling exponentially in t′ and obtain

tr [ρnA(t
′ + LA/2)]

tr [ρnA(LA/2)]
(137)

≃max

m(r)∑
α=1

c
(r)
α

n

d
(r)
α

2(n−1)
,

m(r)∑
α=1

m(ℓ)∑
β=1

cnα,β(
d
(r)
α d

(ℓ)
β

)n−1


2t′

.

where we recall that ≃ denotes equality at the leading
order in time. As shown in Appendix E, the assumption
s
(r)
n < s

(ℓ)
n implies that the first term in Eq. (137) is

always dominant in the entanglement entropy limit n →
1. This means that, in this limit, the dominant domain
wall configuration is the one reported in Fig. 6. This
gives the following explicit result for the entanglement

t′

LA

FIG. 6. Dominant domain configuration in the limit n → 1

assuming s
(r)
n < s

(l)
n

entropy

SA(LA/2 + t′) = SA(LA/2) + 2t′
(
2s

(r)
conf+s(r)num

)
= 4ts(r) − (2t− LA)s

(r)
num. (138)

This result implies that the rate of growth decreases by an
amount equal to the number entropy density in the sector
(left or right) which has the smallest asymptotic entropy
density, predicting a saturation of the exact bound in
Eq. (105), in the scaling limit. In other words, we find
the following two entanglement velocities

vE(ζ) ≡ lim
t,LA→∞
t/LA=ζ

S(t+ 1)− S(t)

S(∞)/LA

=


2s(r)

s(r) + s(ℓ)
, ζ ≤ 1/2

2s(r) − s
(r)
num

s(r) + s(ℓ)
, 1/2 < ζ ⪅ tth/LA

. (139)

A numerical check of this equation is reported in Fig. 7
for two examples of left charged solvable states, both cho-
sen such that c(ℓ)1 = c

(ℓ)
2 = 0.5 (the block structure of the

charges is such that m(ℓ/r) = 2 and d
(ℓ/r)
1,2 = 2). The data

agrees with our prediction on the asymptotic value of the
entanglement (see Eq. (101)) and is compatible with our
results for the behaviour at times t > LA (which is not
fixed by left solvability). Indeed, from Eq. (139) we ex-
pect that in the case c

(r)
1 = 0, c

(r)
2 = 1 (green curve) the

slope in the second phase should be the same as the first
one (assuming a saturation of the bound (105)). The
numerics suggests this to be the case. Instead, the blue
dataset has c(r)1 = 0.1, c

(r)
2 = 0.9, which implies s(r)num > 0,

displaying a reduction of the slope in accordance with
Eq. (139).

VII. ASYMMETRY DYNAMICS AND
MPEMBA EFFECT

Further information on the dynamics of G-symmetric
dual-unitary circuits, and on the nature of the second
phase of thermalisation, can be obtained by studying
symmetry restoration. Namely, preparing the system in
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)

left charged solvable, c(r)1 = 0.1

left charged solvable, c(r)1 = 0

charged solvable

FIG. 7. Entanglement growth for a charged solvable state
(red) and a left charged solvable state (blue and green), nor-
malised on the asymptotic entanglement value and on the
interval size LA (chosen to be LA = 5 for the numerics). In
order to reduce the finite size effects, we choose a pair product
initial state, i.e. a state as in Eq. (41) with χ = 1.More details
on the numerics is presented in App. F.

an initial state that is not an eigenstate of the charges
and observing how it gradually becomes more symmetric.

This process can be conveniently characterised using
the entanglement asymmetry [52], which is the relative
entropy between ρ̄A(t) and the symmetrised state

ρ̄A(t) =
∑
α,β

Π(r)
α Π

(ℓ)
β ρA(t)Π

(r)
α Π

(ℓ)
β , (140)

where Π
(r/ℓ)
α , introduced in Eq. (87), are the projectors

in each charge sector (the latter corresponding to the
choice of a soliton αi on each leg). The entanglement
asymmetry is then expressed as

∆SA(t) = ρA(t) log ρA(t)− ρ̄A(t) log ρ̄A(t). (141)

Considering again a quench from the generic pair product
states in Eq. (107) we have that the asymmetry at t = 0
is given by

∆SA(0) = −LA

∑
α,β

cα,β log(cα,β). (142)

where {cα,β} is the probability distribution defined in
Eq. (111). Note that this quantity is zero if and only if
the initial state is in a single charge sector, i.e., cα,β =
δα,α0

δβ,β0
. For later convenience we also introduce a sym-

bol to indicate the asymmetry density at time t = 0

∆s0 ≡ ∆SA(0)

LA
= −

∑
α,β

cα,β log(cα,β), (143)

which is given by the Shannon entropy of {cα,β}.

An interesting question in this setting is whether we
can have instances of the quantum Mpemba effect [52].
Namely, whether states that at t = 0 are more asym-
metric — have larger asymmetry — can reach the equi-
librium value of zero asymmetry before other, initially-
more-symmetric states. Our results on the entangle-
ment dynamics suggest that this should be possible in
G-symmetric dual-unitary circuits evolving from non-
charged-solvable states. Indeed, recent results in the
context of random unitary circuits [74] suggest that in
chaotic systems the symmetry is not restored before the
thermalisation time. Moreover, because of the of the two-
step thermalisation process, in G-symmetric dual-unitary
circuits the initial value of the asymmetry and the ther-
malisation time tth (see Eq. (10)) can be set indepen-
dently of each other. To show that this expectation is
indeed correct, let us provide an explicit example.

To compute the asymmetry for t > 0 we use the replica
trick. Exploiting the cyclicity of the trace, we can write
the n-th moment of the symmetrized density matrix as

tr [(ρ̄A)
n
] =

∑
α,β

tr
[((

Π(r)
α Π

(ℓ)
β

)
ρA(t)

)n]
. (144)

In the early time regime t < LA/2 we have three distinct
contributions: one coming from the causally disconnected
2LA−4t sites in the centre of A, which carry asymmetry
(LA − 2t)∆s0, and two separate contributions from the
edges taking the form

∑
α

n n

n

n

n

n

n

n

n

n
2t
sites , (145)

∑
β

n n

n

n

n

n

n

n

n

n

. (146)

Note that the solitons here are chosen to be projectors
and must be the same on each replica, as prescribed by
Eq. (144).

Assuming, e.g., s
(r)
n < s

(ℓ)
n , it is easy to see that the

diagram in Eq. (145) gives the same contribution as
Eq. (113) at leading order. This follows from the fact
that the decomposition used in Sec. VI is essentially the
same as in that in Eq. (144): explicitly evaluating (113) in
(122) (for a single edge), we get the prescription of choos-
ing the cut to be along the rightmost diagonal, forcing the
right-moving charges to be the same in each replica, as
in Eq. (144), while the left-moving ones are not, and can
be re-summed to be the identity. We get, instead, a non-
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trivial contribution from the other edge (i.e. Eq. (146))

∑
x

∑
α,β

cα,β
n

d
(r)
α

n−1

x ∑
β

c
(ℓ)
β

n

d
(ℓ)
β

n−1

2t−x

=

≃

max

∑
α,β

cnα,β

d
(r)
α

n−1 ,
∑
β

c
(ℓ)
β

n

d
(ℓ)
β

n−1

2t

, (147)

without further information one cannot decide which con-
tribution in Eq. (147) is the dominant one, as both cases
can be realised.

For example, to produce an example where the first
term dominates, one can proceed as follows. Suppose
that we have gates with chaotic blocks such that mℓ = mr

(i.e. the number of left and right solitons is the same),
and choose an initial state such that, for a certain order-
ing of the soliton labels we have cα,β = cαδα,β . Then

∑
α,β

cnα,β

d
(r)
α

n−1 =
∑
α

c
(r)
α

n

d
(r)
α

n−1 = exp
(
(1− n)s(r)n

)
. (148)

Since by assumption

s(r)n < s(ℓ)n , (149)

we find that the first term in (147) is the largest and
dominant one. Note that for our choice of the charges

c
(ℓ)
α = c

(r)
α it is still possible to have s

(r)
n ̸= s

(ℓ)
n by tuning

appropriately the sizes of the charge sectors d
(ℓ)
α ̸= d

(r)
α .

From now on, however, we consider a case where the
second term dominates. Specifically, we focus on the case
where both right and left symmetry sectors have fixed
size D

d(ℓ)α = d
(r)
β = D, ∀α∈{1, . . . ,mℓ}, β∈{1, . . . ,mr}, (150)

which immediately implies

∑
α,β

cnα,β
Dn

≤
∑
β

(
∑

α cα,β)
n

Dn
=
∑
β

c
(ℓ)
β

n

Dn
, (151)

and

s
(ℓ/r)
conf = log(D). (152)

In this case we can simplify Eq. (147) and, putting all to-
gether, find the following expression for the entanglement
entropy of the symmetrised state

−ρ̄A(t) log ρ̄A(t) ≃min(2t, LA)
(
s(ℓ) + s(r)

)
+max(LA − 2t, 0)∆s0. (153)

This value remains constant at later times, since the dom-
inant configuration of domain walls at times t ≈ LA/2 is
the same as the long times one in Fig. 4. Plugging it
into Eq. (141) and combining it with the results of the
previous section we finally obtain

∆SA(t) ≃



2t(s
(ℓ)
num − s

(r)
num) + (LA − 2t)∆s0, t < LA/2

LA(s
(ℓ)
num − s

(r)
num)− (2t− LA)(s

(r)
num + 2 log(D)) tth ≥ t ≥ LA/2

0 t > tth

. (154)

Note that the slope in the first phase is always negative.
Indeed (see Eq. (142))

s(ℓ)num + s(r)num ≥ ∆s0 ≥ max(s(ℓ)num, s
(r)
num). (155)

One can always saturate the first inequality by choos-
ing an initial product state (i.e. a rank 1 matrix m in
Eq. (107)). Indeed, this implies

cα,β = c(ℓ)α c
(r)
β =⇒ ∆s0 = s(ℓ)num + s(r)num, (156)

allowing for a simpler form of (154). In this case, it is
easy to find an explicit instance of Mpemba effect, by tun-
ing the initial value of the asymmetry to be high without
modifying the thermalisation time, which only depends
on s

(ℓ/r)
num . In particular, recalling the definition of ther-

malisation time in Eq. (10), we see that we can choose

two initial product states that have the same (larger)
left number entropy density and different right number
entropy densities

s(r),2num < s(r),1num < s(ℓ),2num = s(ℓ),1num , (157)

and trigger a quantum Mpemba effect, see, e.g., Fig. 8.

VIII. DISCUSSION AND OUTLOOK

In this work we introduced and characterised G-
symmetric dual-unitary circuits, a class of quantum cir-
cuits where it is possible to investigate exactly the in-
terplay between entanglement and charge fluctuations.
These are dual-unitary circuits with an arbitrary number
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s
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num

s
(ℓ)
num − s
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num
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∆
S
(t
)
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FIG. 8. Example of Mpemba effect choosing two initial
product states and tuning them so that they have equal
s
(ℓ)
num > s

(r),1/2
num , and different s

(r),1
num > s

(r),2
num . The symbols

t
1/2
th denote the different thermalisation times, computed ac-

cording to Eq. (10).

of independent U(1) charges that are generically chaotic
in each charge sector. We showed that in these circuits
the transport of charge is always ballistic and one can
define a class of low-entangled initial states, the charged
solvable states, with exactly solvable entanglement dy-
namics. This class contains — but is not limited to
— the conventional solvable states of dual-unitary cir-
cuits described in Ref. [19]. An important difference
is that charged solvable states generically relax to non-
trivial generalised Gibbs ensembles while conventional
solvable states always relax to the infinite temperature
state. We then moved on to study the entanglement
growth in these systems, which, because of the ballis-
tic transport of charge, show linear growth of all Rényi
entropies as opposed to systems where the transport of
charge is diffusive [35, 93, 94]. Very surprisingly, how-
ever, we found that if one breaks the solvability condi-
tion the entanglement dynamics displays a sharp quali-
tative change. While after quenches from charged solv-
able states the entanglement entropy follows the conven-
tional linear-growth-to-relaxation pattern, quenches from
states that are not charged solvable show a two step relax-
ation with a second phase of entanglement growth charac-
terised by a smaller slope. Interestingly, despite these cir-
cuits are dual-unitary, non-charged solvable states show
a submaximal entanglement velocity even in the early
time regime. Moreover, because of their two-step relax-
ation they can also display instances of quantum Mpemba
effect.

A pressing question for future research is to unveil what
are the conditions for this two-step relaxation to occur:
Our analysis suggests that the latter results from the con-
straints imposed by charge conservation over timescales
where the information about the environment has fully
transversed the subsystem of interest. This suggests that

the two-step relaxation of the entanglement entropy does
not rely on dual-unitarity and occurs in generic quan-
tum circuits with conservation laws. The special feature
brought by dual-unitarity is that a similar phenomenol-
ogy is also observed for Rényi entropies with index larger
than one.

Moreover, the findings discussed above are just start-
ing to unveil the rich structure that conservation laws
impose on the non-equilibrium dynamics of G-symmetric
dual-unitary circuits and we expect that future research
will help identifying many more such exotic phenom-
ena. An immediate question that can be directly at-
tacked with the techniques introduced here concern, for
instance, investigating the operator spreading in these
systems, e.g. by computing out-of-time ordered correla-
tors or the operator-space entanglement of local opera-
tors. Another interesting set of questions concerns the
complexity of computing the time evolution of these cir-
cuits with classical computers. Conventional dual uni-
tary circuits are known to be hard to simulate both di-
rectly [107] and by exchanging the roles of space and
time [108], and it is interesting to ask whether the addi-
tional charge structure can help the classical simulation.
Finally, it is appealing to wonder whether one can gener-
alise our construction to circuits with non-abelian sym-
metries or where the dual unitarity condition has been
weakened following the logic of Ref. [109].

ACKNOWLEDGMENTS

We acknowledge financial support from the Royal So-
ciety through the University Research Fellowship No.
201101 (A. F. and B. B.). P. C. has been supported
by the European Research Council under Consolidator
Grant number 771536 “NEMO”. A. F. and B. B. thank
SISSA for hospitality during the preparation of this work.

Appendix A: Charge Propagation in Dual-Unitary
Circuits

Assume to have a conserved charge Q, which can be
written as the sum of one-site charge densities

Q =

L∑
x=0

qx + qx+1/2. (A1)

Calling U the time evolution operator (which commutes
with Q), we can write the continuity equation for the
charge density (assume x is an integer site)

UqxU
† = qx − Jx+1/2 + Jx−1/2, (A2)

we make no assumption on Jx, apart from the constraints
due to causality and the request that it cancels out once
summing on all sites as in Eq. (A1). In fact, without loss
of generality, we can take Jx to be traceless. Indeed, if
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tr [J ] ̸= 0 we can always consider J 7→ J ′ = J−tr [J ]1/d,
which also obeys (A2) and is traceless.

Graphically, we can represent Eq. (A2) using the no-
tation introduced in Sec. III B as

1

11
= (A3)

= − + ,

where we represented the J operator with a black ellipse
to indicate a generic two-site operator. Tracing out the
two rightmost sites (in the replica language this corre-
sponds to the insertion of a bullet) we have

1

11
= 0 = (A4)

= d2
(

−
)
+ ,

where we used dual unitarity and unitarity to simplify the
left hand side of (A4) obtaining 0 thanks to the traceless
condition on q(r). We then immediately have

= , (A5)

meaning that Jx = −qx+1/2, which shows to a ballistic
transportation of charge at the operatorial level. We will
refer from this point on to the one-site charge densities
as solitons. Explicitly, they obey

UqxU
† = qx+1 (A6)

or graphically

1

11
= . (A7)

Similarly charges starting on half-integer sites can be
shown to move in the left direction: We will use a super-
script (ℓ) for left-moving solitons and (r) for right-moving
ones.

This immediately implies that conserved charges with
support on half integer and integer sites are separately
conserved, since, for example

UQ′U† = U
L∑

x=0

qxU† =

L∑
x=0

qx+1 = Q′. (A8)

Moreover, one can produce exponentially many con-
served charges [81]. Noting that the identity operator
1d trivially fulfils Eq. (A7) we have that a charge density
with support on ℓ sites, having on each integer site either

q(r) or 1d, obeys Eq. (A7) too. This gives us 2ℓ choices
for the charge density. Ruling out the identity operator
itself (this corresponds to choosing 1d on each site) one
is left with 2ℓ− 1 independent charge densities with sup-
port on integer sites; considering also the ones on half
integer sites (left-moving) the total number of conserved
charges is 2ℓ+1 − 2. More generally, with mℓ/mr solitons
(including the identity), the total number of charges with
support on at most 2ℓ sites is (mℓ)

ℓ + (mr)
ℓ − 2.

Appendix B: Proof of Theorem 1

In this appendix we provide a proof of Theorem 1.
Without loss of generality we work with right-moving

solitons. We begin by noting that one can simplify the
leftmost gate in the diagram in Eq. (A7) (multiplying
both sides by its inverse) obtaining

(1d ⊗ U) (U ⊗ 1d)
(
σ(r) ⊗ 1⊗2

d

) (
U† ⊗ 1d

) (
1d ⊗ U†) =

=
(
1⊗2
d ⊗ σ(r)

)
. (B1)

Equation (B1) is our starting point. First we note that it
implies that the space of right-moving solitons forms an
algebra: If σ(r) and σ′(r) both obey (B1), then their sum
and product also do. Note that in general the members
of this space are not hermitian (because we allow for
linear combination with complex coefficient) but they are
be normal operators, because by assumption the solitons
σ
(r)
i commute which each other. We call this algebra

Q(r).
This observation is enough to prove the first part of

the theorem. If σ(r) is a soliton we can decompose it in
orthogonal subspaces (this can always be done because
σ(r) normal) as follows

σ(r) =
∑
µ

Πµµ, (B2)

where we called Πµ the projector in the eigenspace corre-
sponding to the eigenvalue µ. Then, for every eigenvalue
µ∗, one can define the polynomial

Pµ∗(x) =
∏

µ̸=µ∗

(x− µ), (B3)

such that Pµ∗(σ(r)) ∝ Πµ∗ . But since the space of soli-
tons is closed under product and sum also Pµ∗(σ(r)) must
be a soliton. Since these projectors are linearly indepen-
dent this proves that we can always choose a basis where
the solitons are projectors (this is true even if the charge
densities do not commute).

To prove the second part of the theorem we rewrite
Eq. (B1) as

(U ⊗ 1d)
(
σ(r) ⊗ 1d ⊗ 1d

) (
U† ⊗ 1d

)
=

=
(
1d ⊗ U†) (1d ⊗ 1d ⊗ σ(r)

)
(1d ⊗ U) . (B4)
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We now observe that the left hand side of Eq. (B4) is
the identity on the last (rightmost) site , while the right
hand side is the identity on the first, meaning that both
sides have to be equal to

1d ⊗ L [σ(r)]⊗ 1d, (B5)

where L [•] is some generic function which is defined from
the space of the conserved charge densities σ(r) to the
space of local operators on one site. More specifically, we
can rewrite (B4) as

U
(
σ(r) ⊗ 1d

)
U† = 1d ⊗ L [σ(r)]. (B6)

We now show that if σ(r) obeys Eq. (B1), then also L [σ(r)] does. Starting from Eq. (B6) we expand it on three
sites (by attaching an identity on the left) and conjugate both sides with 1d ⊗ U to obtain

(1d ⊗ U) (U ⊗ 1d)
(
σ(r) ⊗ 1d ⊗ 1d

) (
U† ⊗ 1d

)
(1d ⊗ U†) = (1d ⊗ U)(1d ⊗ L [σ(r)]⊗ 1)(1d ⊗ U†), (B7)

which can be simplified using (B1) on the left hand side to obtain(
1d ⊗ 1d ⊗ σ(r)

)
= (1d ⊗ U)(1d ⊗ L [σ(r)]⊗ 1)(1d ⊗ U†). (B8)

Finally, we can rewrite this equation by multiplying both sides with the same combination of gates, and then substi-
tuting Eq. (B6). Specifically

(1d ⊗ 1d ⊗ U) (1d ⊗ U ⊗ 1d)(1d ⊗ L [σ(r)]⊗ 1d ⊗ 1d)(1d ⊗ U† ⊗ 1d)
(
1d ⊗ 1d ⊗ U†) =

= (1d ⊗ 1d ⊗ U)
(
1d ⊗ 1d ⊗ σ(r) ⊗ 1d

) (
1d ⊗ 1d ⊗ U†) = (1d ⊗ 1d ⊗ 1d ⊗ L [σ(r)]

)
. (B9)

Ignoring all the identities on the leftmost sites, this shows
that L[σ(r)] is itself a right-moving soliton, implying that
L is a function that goes from the space of conserved,
right-moving solitons to itself. Additionally, notice that
L [σ(r)] is an endomorphism, meaning that not only it
maps the algebra Q(r) to itself, but it is also compatible
with its operations, and that

(L )
2
[σ(r)] = σ(r), (B10)

where we used Eq. (B1). Finally, from Eq. (B6), we see
that L is unitary with respect to the Hilbert–Schmidt
inner product

⟨σ1, σ2⟩ = tr
[
σ†
1σ2

]
. (B11)

This means that L can be diagonalised and its eigenval-
ues must lie on the unit circle. In fact, Eq. (B10) implies
that they can only be ±1 and we denote the correspond-
ing eigenspaces and their respective dimension as Q± and
n±. We consider the subspace of charges with eigenvalue
+1 and call it Q+. It is immediate to see that this is a
sub-algebra of Q: if σ(r)

1 , σ
(r)
2 ∈ Q+ then

L [σ
(r)
1 σ

(r)
2 ] = L [σ

(r)
1 ]L [σ

(r)
2 ] = σ

(r)
1 σ

(r)
2

=⇒ σ
(r)
1 σ

(r)
2 ∈ Q+, (B12)

and similarly for the sum operation. By the theorem’s
assumptions all the solitons commute, so we diagonalise
all of them simultaneously and find a common decom-
position in eigenspaces. We use the projectors on these

eigenspaces as a basis of Q+ and denote its elements by
σ
(r)
+,α.
Next, we consider solitons in Q−, the vector space

corresponding to the negative eigenvalue of L . This
vector space is not closed under multiplication, since if
σ−
1 , σ

−
2 ∈ Q−, then

L [σ−
1 σ

−
2 ] = L [σ−

1 ]L [σ−
2 ] = (−σ−

1 )(−σ−
2 )

=⇒ σ−
1 σ

−
2 ∈ Q+. (B13)

Then we decompose the solitons σ
(r)
−,α ∈ Q− as follows:

first we notice that σ
(r) 2
−,α ∈ Q+ so it can be decomposed

into the orthogonal projectors as before(
σ
(r)
−,α

)2
=
⊕
β

µβ σ
(r)
+,β . (B14)

If some µβ ̸= 0 is degenerate we decompose σ
(r)
−,α further

as

σ
(r)
−,α =

⊕
β|µβ ̸=0

σ
(r)
−,ασ

(r)
+,β , (B15)

and take each σ
(r)
−,ασ

(r)
+,β as a new basis of solitons (being

careful of maintainingva the linear independence). We
iterate this procedure for all the solitons in Q− in such a
way to obtain a new basis, and reorder the indices of the
solitons such that

σ
(r)
+,ασ

(ℓ)
−,β = δαβσ

(ℓ)
−,β ∀α, β ≤ n− (B16)

σ
(r)
+,ασ

(ℓ)
−,β = 0 ∀α > n−, β ≤ n−. (B17)
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We then define the projectors belonging to the first group
of Theorem 1 as the ones in Q+ orthogonal to all the
solitons ∈ Q−

σ
(r)
+,α = Π(r)

α α > n−. (B18)

To find those in the second group we observe that since
L [σ

(r)
−,α] = −σ

(r)
−,α, this means that a similarity trans-

formation (which defined L ) connects σ
(r)
−,α and −σ

(r)
−,α.

Thus the spectrum of σ(r)
−,α must be symmetric around the

origin. Then, given that σ(r)2
−,α ∝ σ

(r)
+,α has only a nontriv-

ial eigenspace, σ−
α must be written as

σ
(r)
−,α=µ(P

(r)
+,α − P

(r)
−,α) =⇒ σ+

α ∝P
(r)
+,α + P

(r)
−,α, (B19)

for some orthogonal projectors P±
α . It is then immediate

to see that

L [P
(r)
+,α] =

= L [P
(r)
+,α − P

(r)
−,α + P

(r)
+,α + P

(r)
−,α]/2 = P

(r)
−,α, (B20)

L [P
(r)
−,α] =

= L [P
(r)
−,α − P

(r)
+,α + P

(r)
−,α + P

(r)
+,α]/2 = P

(r)
+,α, (B21)

proving Eq. (19). To prove the completeness relation
in Eq. (20), it is sufficient to note that in our notation
the identity operator is a conserved charge (altough triv-
ial) belonging in Q+. Therefore, if the sum of all the
mutually orthogonal projectors Π

(r)
α , P

(r)
±,α does not give

the identity our set of charges is not a complete basis
(note that, since the projectors are mutually orthogonal,
their only linear combination that produces the identity
is when they are all summed with coefficient 1), and we
find a contradiction.

Appendix C: Proof of Theorems 2-3

1. Left solvability

Here we prove Theorem 2 following the proof of Theo-
rem 1 in Ref. [19]. Without loss of generality we consider
the case of left charged solvable states. The condition
that the transfer matrix τ(M) has spectrum contained
in the disc |λ| < 1 with only one eigenvalue on its border,
corresponds to the request that the initial state |Ψ(0)⟩ is
normalised in the thermodynamical limit, since (assum-
ing a periodic boundary)〈

ΨL
0 (M)

∣∣ΨL
0 (M)

〉
= tr

[
τ(M)L

]
. (C1)

The left solvability condition (45) implies that the left
eigenvector corresponding to this eigenvalue is the (vec-
torized) operator S, i.e.,

⟨S| =
∑
i,j

⟨i|S|j⟩ ⟨i, j| . (C2)

To see this explicitly, we trace Eq. (45) on the physical
space indices, finding:

∑
i,j

(
Mi,j

)†
SMi,j =

∑
α

c
(r)
α

dα
tr
[
Π(r)

α

]
S = S. (C3)

Then, we can use Theorem 3.5 in Ref. [110], which states
that a completely positive map E with a spectral radius
r (r = 1 in this case), has at least one positive operator
X such that E [X] = rX. This theorem can be applied to
the matrix τ , which can also be seen as a linear map on
the space of operators

τ ↔ Eτ [X] =
∑
i,j

(
Mi,j

)†
XMi,j . (C4)

By assumption, the spectrum of τ is nondegenerate at the
border of the unit circle, and by virtue of left solvability
(45) we know S is a fixed point, from which it follows
that S must be a positive operator.

We now show that a solvable MPS is always equiva-
lent, in the thermodynamic limit, to another MPS for
which the matrix S (defined as the unique fixed point
of the transfer matrix), is not only positive, but strictly
positive. This is equivalent to Eq. (51), because if S is
strictly positive it is invertible, and we can do a gauge
transformation on the MPS

Ma,b → AMa,bA−1 =⇒ S →
(
A−1

)∗
SA−1, (C5)

which maps S to the identity operator by choosing A =√
S.

To show the strict positivity of S, suppose by contradic-
tion that S has some zero eigenvalues. Choosing a basis
where S is diagonal (S =

∑
α µα |α⟩⟨α|), we have

0=
∑
α

µα |α⟩⟨α|−
∑
i,j

∑
α

µα

(
Mi,j

)† |α⟩⟨α|Mi,j . (C6)

Let P be the projector on the kernel of S — P = 1χ −∑
α |α⟩⟨α| — then Eq. (C6) implies∑

i,j

∑
α

µαP
(
Mi,j

)† |α⟩⟨α|Mi,jP = 0. (C7)

The matrices inside the sum

P
(
Mi,j

)† |α⟩⟨α|Mi,jP, (C8)

are all positive and we are requiring their sum to vanish.
This can only be true if each of them is 0

∀α, i, j P
(
Mi,j

)† |α⟩⟨α|Mi,jP = 0 =⇒
Mi,jP = PMi,jP, (C9)

meaning that there is a basis in which the matrices M i,j

are all triangular

Mi,j =

(
Ai,j Bi,j

0 Ci,j

)
. (C10)
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Given our periodic boundary conditions on the MPS, the
MPS is completely equivalent to one that only has the
diagonal part in Eq. (C10) (i.e. Bij can be set to 0). Such
MPS can be written as |Ψ⟩ = |Ψ1⟩+ |Ψ2⟩, where |Ψ1⟩ is
obtained using the matrices Aij as MPS and |Ψ2⟩ with
Bi,j . Since the leading eigenvalue of τ is nondegener-
ate by assumption, and has support only on the block
corresponding to Aij it means that the norm of |Ψ2⟩ is
suppressed in the thermodynamic limit, so that we can
reduce the bond dimension using the MPS

PMijP, (C11)

which is equivalent (in the thermodynamical limit) to the
original one. In this reduced space the matrix S is strictly
positive, proving the theorem.

2. Charged solvability

Suppose to have a state which obeys both Eqs. (45)
and (47). Using the left-solvability we can consider an
equivalent MPS which can written as in (57)

Γ(M) = V
(√

C(r) ⊗ 1χ
)
, (C12)

where we defined

C(r) ≡
mr∑
α=1

c
(r)
α

d
(r)
α

Π(r)
α . (C13)

Similarly we can define

C(ℓ) ≡
mℓ∑
α=1

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α . (C14)

Then, condition (47) tells us that there is a unique matrix
S in the auxiliary space such that

V
(
C(r) ⊗ S

)
V † = C(ℓ) ⊗ S. (C15)

First of all we note that, since V is a unitary matrix, the
operation V (•)V † is a similarity transformation. This
means that the spectra of C(r) ⊗ S and C(ℓ) ⊗ S have to
match, implying that there is a matrix U ′ ∈ SU(d) such
that

C(r) = U ′C(ℓ)U ′†. (C16)

We use U ′ to change the basis on the odd sites (which
generate left moving particles), so that C(r) = C(ℓ) ≡ C:
this proves the blocking condition in Eq. (59).

Repeating the reasoning of App. C 1, one can show
that S is a strictly positive operator (or that the MPS
is equivalent to another MPS with lower bond dimension
such that this property holds). In passing we note that
there are examples where S cannot be taken to be the
identity matrix, differently from the solvable states of
Ref. [19].

Appendix D: Late time regime for left charged
solvable states

1. Leading eigenvectors of the transfer matrix

We consider transfer matrices as the one in Eq. (99).
We start by writing the right-moving soliton on the main
diagonal as a linear combination of projectors

T =

mr∑
α=1

c(r)α 1

1

Π
(r)
α

1

d
(r)
α

≡
mr∑
α=1

c(r)α Tα. (D1)

In this way, we express the transfer matrix as a convex
combination (with coefficients c

(r)
α ≥ 0 that sum to 1)

of other transfer matrices Tα which have the projectors
Π

(r)
α propagating along the main diagonal.
Note that, by unfolding, these transfer matrices can be

expressed as quantum channels written in Kraus form,
i.e.,

Tα ↔ Eα[X] =
1

d
(r)
α

X

Π
(r)
α

=

=

d∑
i,j=1

Ki,j
α X

(
Ki,j

α

)†
, (D2)

where we introduced

Ki,j
α =

√
⟨i|Π(r)

α |i⟩
d
(r)
α

j

i

, (D3)

and used i, j as indexes for an orthonormal basis on one
site. Unitarity and dual-unitarity imply the channel is
both trace preserving and unital (and completely posi-
tive since it is in Kraus form), thus showing its maximal
eigenvalue has to be ≤ 1.

Since the original transfer matrix is a generic convex
combination of these channels, it has an eigenvalue of
magnitude 1 if and only if all the channels Eα have com-
mon eigenvectors with equal eigenvalue of magnitude 1.
Some are fixed by the soliton property. Indeed, all oper-
ators of the form (we denote by x the number of legs of
this quantum channel)

X(β) =

x⊗
i=1

Π
(ℓ)
βi

d
(ℓ)
βi

, (D4)
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are eigenvectors of Eα with eigenvalue 1, where we denote
with β a string of length equal to the number of legs of
the transfer matrix, taking values in βi = 1, . . . ,mℓ.

We expect these to be the only eigenvectors with this
property, assuming that all the blocks in which the charge
conserving gate is built upon (see Eq. (21)) are chosen
independently and are generic enough. This statement is
proven rigorously in [104] for blocks of dual unitaries of
local dimension d

(r/ℓ)
α = 2.

Let us now contradict this hypothesis and suppose
there exists a common, nontrivial eigenvector of all the
channels Eα, starting from x sites: we want to show
that this implies the existence of extra conserved charges
(which cannot be built with the one-site solitions). Con-
sider a transfer matrix as in Eq. (D1), with the choice
c
(r)
α = d

(r)
α /d, which can be written simply as

T (ℓ) =
1

d

1

1

1

. (D5)

By assumption, if all the reduced channels Eα have a com-
mon eigenvector (with the same eigenvalue λ such that
|λ| = 1), it means that also this matrix has a nontrivial
eigenvector |v⟩ with a phase as eigenvalue

|v⟩ = T (ℓ) |v⟩ = 1

d

1

1

1

= eiϕ . (D6)

Given the unitarity of the folded gates (which are a tensor
product of two unitary gates so are unitary), and the fact
that the norm squared of the bullet state is d, this implies

1

1

1

= eiϕ . (D7)

Now consider a charge density q built as follows

1

11
= ≡ q. (D8)

Using (D7), it is straightforward to show that this charge
density moves ballistically, i.e., it obeys

1

1

1

1

1

1

1

= (D9)

e2iϕ .

However, since the matrix in pink is finite dimensional
and the unitary matrices applied to it on the left side of
Eq. (D9) are a similarity transformation, the spectrum of
the matrix cannot be changed after the transformation,
implying that ϕ/π ∈ Q.

Finally, we note that it is possible to renormalise the
gates to make all the charges like those in Eq. (D9) one-
site and two-site charge density, and, moreover, turn the
phase in (D9) to 1. A blocked n-sites dual unitary gate
is constructed as

= (D10)

and, crucially, it continues to be dual unitary. By group-
ing enough sites together, we can make it such that a sin-
gle time step of the renormalised circuit commutes with
the new charge density. More precisely, if the new gate
is formed by r2 old gates, then a new time-step will give
a phase e2irϕ, however, since ϕ/π ∈ Q, it must be possi-
ble to find an r such that this phase is 1 and we have a
“standard” conserved charge.

2. Bound between left/right entanglement
entropies

In this appendix we compute the Rényi entropies of
the state in Eq. (100). We begin by expressing the latter
in formulae as follows

ρA(∞) = ρGGE
ℓ ⊗ ρGGE

r (D11)

where the tensor product is between even and odd sites
and we defined

ρGGE
r =

(∑
α

c
(r)
α

d
(r)
α

Π(r)
α

)⊗LA

, (D12)

ρGGE
ℓ =

∑
α

1

d
(ℓ)
α

[
LA⊗
i=1

Π(ℓ)
αi

⟨ χ,1|Nα1Nα2 · · ·|S⟩
]
, (D13)
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and in the second equation we set

Nα ≡
d∑

i,j=1

Mi,j ⊗
(
Mi,j

)∗ ⟨i|Π(ℓ)
α |i⟩ , (D14)

d(ℓ)α ≡
∏
i

d(ℓ)αi
. (D15)

Considering traces of powers of ρA(∞) we have

tr[ρA(∞)n] = tr
[
ρGGE n
ℓ

]
tr
[
ρGGE n
r

]
, (D16)

where

tr
[
ρGGE n
r

]
=

(∑
α

c
(r)n
α

d
(r)n−1
α

)LA

, (D17)

and

tr
[
ρGGE n
ℓ

]
=
∑
α

⟨ χ,1|Nα1Nα2 · · ·|S⟩n

d
(ℓ)n−1
α

. (D18)

The latter expression can be rewritten as

tr
[
ρGGE n
ℓ

]
= ⟨ χ,1|⊗nN(n)LA |S⟩⊗n

, (D19)

where we defined

N(n) ≡
mr∑
α=1

(Nα)⊗n

d
(ℓ)n−1
α

. (D20)

This expression can be evaluated efficiently for integer
values of n using a transfer matrix approach: the expres-
sion is determined by the leading eigenvector of N(n). In
this way, however, we are in general unable to provide an
efficient analytic continuation for n → 1.

The entanglement entropy is split in configurational
and number entropy contributions: defining

p(α) = ⟨ χ,1|Nα1Nα2 . . .|S⟩ , (D21)

then it is clear we can write

S(ℓ) ≡ lim
n→1

tr
[
ρGGE n
ℓ

]
1− n

=
∑
α

S(ℓ)
num + S

(ℓ)
conf (D22)

S(ℓ)
num =

∑
α

−p(α) log(p(α))

S
(ℓ)
conf =

∑
α

−p(α) log
(
d(ℓ)α

)
d(ℓ)α =

LA∏
i=1

d(ℓ)αi
.

For a generic MPS the classical probability distribution
p(α) is not the product of independent distribution at
each site, making its Shannon entropy (which is the num-
ber entropy, in our language) hard to evaluate explicitly.
In the case of bond dimension one, instead, it simpli-
fies in the product of LA independent distributions with
p(α) = c

(ℓ)
α . The Shannon entropy becomes then addi-

tive, and, since we choose a translational invariant states,
one has

Snum = LA

∑
α

c(ℓ)α log
(
c(ℓ)α

)
. (D23)

We now prove that for a left charged solvable state one
has

S(ℓ) ≥ LAs
(r), (D24)

even when p(α) is not factorised.
We start by considering the following pure state

ρ =

1 1

1

1

1

1

1

1

1

1

1 1 1 1 11 1 1 1 1 1

x

B B̄

, (D25)

where the bottom line is built with our left-solvable MPS
and is understood to be infinite in the right direction.
We consider its entanglement across the bipartition BB̄
shown with a red dashed line. Tracing out B, and simpli-
fying the transfer matrices with the leading eigenvector,
we find

ρB̄ =

1 1

1

1

1

1

1

1

1

1

1 1 1 1 11 1 1 1 1 1

x

(D26)

and then, combining solvability, charge conservation and
dual unitarity, we can simplify it as

1

x
, (D27)

so that, apart from a o(1) contribution from the initial
MPS, its Rényi entropies are given by

S(n)[ρB ] = xs(r)n . (D28)

Let us now trace Eq. (D25) from the side of B̄. We want
to apply on each of the x open leg on the triangle the
following quantum channel

E(ℓ)[X] =

mℓ∑
β=1

Π
(ℓ)
β

d
(ℓ)
β

tr
[
XΠ

(ℓ)
β

]
, (D29)

which is unital (preserves the identity) and can be written
in Kraus form (it is the same channel considered in the
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previous subsection, i.e., it corresponds to the transfer
matrix in Eq. (D5)).

On the left open leg of the auxiliary MPS space we

instead apply the unital quantum channel

Eχ[X] =
1χ

χ
tr [X] . (D30)

After the application of these channels, the reduced den-
sity matrix can be represented as

(
E(ℓ)⊗x ⊗ Eχ

)
[ρB ] =

∑
β

1

d
(ℓ)
β

1 1

1

1

1

1

1

1

1

1

1 1 1 1 1
Π

(ℓ)
β1

Π
(ℓ)
β2

Π
(ℓ)
β3

Π
(ℓ)
β4

Π
(ℓ)
β5

, (D31)

where we substituted the leading eigenvector of the MPS
transfer matrix on the right, as per Eq. (68), and the sum
is over all strings of left charges β of length x. Moving
all the charges to the base of the triangle, it is immediate
to see that we recover ρGGE

ℓ , defined on the x left-sites.
Since a unital quantum channel can only increase the
Rényi entropies [111], this shows that the Rényi entropies
of (D31), and thus those of ρGGE

ℓ , are always larger than
S(n)[ρB ] = S(n)[ρB̄ ] = xs

(r)
n . This proves Eqs. (D24) and

(104) in the main text.

3. Bound on the rate of growth of entanglement in
the second phase

To prove the bound in Eq. (105) we begin by observing
that

tr[ρA(t)
n] = tr[ρ̃A(t)

n], (D32)

where we noted that ρA(t) in Eq. (98) can be written as

ρA(t) =

1

1

1 1

1

11

11

11

11

11

11

2t− LA

T , (D33)

and we defined

ρ̃A(t) =

11 1

11

11

11

11

11

11

11

2t− LA

. (D34)

The identity follows from the fact that the above di-
agrams with all legs open corresponds to a pure state
and the white bullets correspond to a trace. Therefore,
Eq. (D32) is just stating that two reduced density matri-
ces obtained by tracing out two complementary subsys-
tems of a pure state have the same spectrum.

Next, we apply the quantum channel in Eq. (D29), but
defined with right-moving solitons, on the open legs on
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the right of the matrix in Eq. (D34), i.e.,(
E(r)

)⊗2t−LA

[ρ̃A] =

∑
α

1

d
(r)
α

11 11

1

1

1

11

11

11

11

11

11

Π
(r)
α1

∑
β Π

(r)
β

c
(r)
β

d
(r)
β

, (D35)

where we set

d(r)α ≡
∏
i

d(r)αi
(D36)

and the sum is over strings of 2t − LA projectors on αi

(the charges on right side). In the above equation we also
reported the explicit form of the solitons on the leftmost
diagonal (which are a linear combination of projectors
instead).

The data processing inequality generalised for Rényi
entropies, see Ref. [111], implies that a unital quantum
channel can only increase the entropies, so the entropies
of (D35) will provide an upper bound on the desired ones.
We can simplify the diagram using unitarity, dual uni-
tarity and left charged solvability of the initial state to
obtain

∑
α

1

d
(r)
α

Π
(r)
α1

c(r)α1

d
(r)
α1

Π
(r)
α1

∑
β Π

(r)
β

c
(r)
β

d
(r)
β

11 1

. (D37)

From (D37) we can exactly compute the entanglement
entropy, finding (we report only the expression for the
Von Neumann entropy and neglect the initial entangle-
ment of the state)

(2t− LA)
∑
α

(
2c(r)α log d(r)α − c(r)α log(cα)

)
+ (D38)

LA

∑
α

(
c(r)α log d(r)α − c(r)α log(cα)

)
= S[E [ρ̃A]] ≥ S[ρA],

which proves Eq. (105).
Appendix E: Simplification of Eq. (137)

In the limit n → 1, the two quantities in Eq. (137) can
be written as (taking the log and dividing the result by

1/(1− n))

s(r)num + 2s
(r)
conf ,∑

α,β

−cα,β log(cα,β) + s
(ℓ)
conf + s

(r)
conf . (E1)

We use a chain of inequalities based on the fact that, by
assumption,

s(r) = s(r)num + s
(r)
conf < s(ℓ) = s(ℓ)num + s

(ℓ)
conf . (E2)

The inequalities are as follows

s(r)num + 2s
(r)
conf < s(ℓ)num + s

(ℓ)
conf + s

(r)
conf <

< s
(ℓ)
conf + s

(r)
conf −

∑
α,β

cα,β log(cα,β). (E3)

Here in the last step, we used the fact that, since

c(r)α =
∑
β

cα,β =⇒ c(r)α ≻ cα,β , (E4)

the (classical) distribution of c(r)α majorises the one cα,β ,
meaning that its corresponding entropy has to be strictly
less, i.e. ∑

α,β

−cα,β log(cα,β) ≥ s
(ℓ)
conf . (E5)

The chain in Eq. (E3) proves the desired inequality.

Appendix F: Numerical methods

To produce the plots in Figs. 3 and 7 we contracted
exactly the relevant tensor networks for different values
of t. In particular, for Fig. 3, we constructed the matrix

1 1

1

1

1

1

1

1

1

1 2t legs

, (F1)

whose eigenvalues (for a bipartition across the dashed
line) correspond to the entanglement spectrum of the
system partitioned in two semi-infinite lines (i.e. the en-
tanglement growth at a single edge of a subsystem). The
initial pair product state is chosen by assigning randomly
its vector elements and normalising the result. To pro-
duce, the data in Fig. 7 we instead built the reduced
density matrix in Eq. (98). The eigenvalue decomposi-
tion and the tensor contractions were carried out using
the C++ ITensor library [112].
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