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Abstract. Symmetric functions show up in several areas of mathematics including enumerative combina-
torics and representation theory. Tewodros Amdeberhan conjectures equalities of Σn characters sums over
a new set called Ev(λ). When investigating the alternating sum of characters for Ev(λ) written in terms of
the inner product of Schur functions and power sum symmetric functions, we found an equality between the
alternating sum of power sum symmetric polynomials and a product of monomial symmetric polynomials.
As a consequence, a special case of an alternating sum of Σn characters over the set Ev(λ) equals 0.

1. Introduction

Inspired by conjectures of Tewodros Amdeberhan, we were led to consider this unusual multiset called
Ev(λ) and the alternating sum of power sum symmetric functions. This directed us toward a neat description
of this as a product of monomial symmetric functions. As an application with a new symmetric function
identity, we provide some evidence toward some cases of the conjecture. Recall that λ = (λ1, λ2, . . . , λr) is a
partition of n, denoted λ ⊢ n, if λ1 ≥ λ2 · · · ≥ λr > 0 are positive integers with

∑r
i=1 λi = n. We denote the

size of a partition λ and its length by |λ| and ℓ(λ), respectively. Let P be the set of all partitions and p(n)
be the number of partitions of size n. Amdeberhan defines Ev(λ) to be the set of all partitions obtained by
replacing each λi with either 2λi (doubling) or λi, λi (two copies) and rewritten in decreasing order. Note
that the multiset Ev(λ) has 2ℓ(λ) elements, each a partition of 2n.

Example 1.1. If λ = (3, 2, 1), then

Ev(λ) = {(6, 4, 2), (6, 4, 12), (6, 23)(6, 22, 12), (4, 32, 2), (4, 32, 12), (32, 23)(32, 22, 12)}.

Note if λ has repeated parts, for example λ = (2, 2, 1, 1), then Ev(λ) = {(42, 22),
x2

(4, 24),
x2

(4, 22, 14),
x2

(42, 2, 12),
x2

(25, 12), (24, 14),
x4

(4, 23, 12), (42, 14), (26)}. We see an appearance of products of binomial coefficients in the
multiplicities.

Amdeberhan defines two other subsets of partitions of size m by restricting either the rows or the columns
to be of even length, denoted by,

RN (m) := {µ ⊢ m : ℓ(µ) ≤ N ; µi is even for all i},

Rc
N (m) := {µ ⊢ m : ℓ(µ) ≤ N ; µ′

i is even for all i}
respectively. One of the conjectures sums together specific values in the character table of the symmetric
group Σn. Recall that irreducible characters in the character table are labelled by partitions of n and
conjugacy classes are also labelled by partitions of n via cycle type. Define χµ

λ as the irreducible character
of µ on the conjugacy class λ of the symmetric group. One can calculate any character of the symmetric
group by using the Murnagan-Nakayama Rule [2], [3]. For this paper, we compute the irreducible character
values as certain inner products of symmetric polynomials.

2. Symmetric Functions

The character χµ
λ can be written as an inner product of power sum symmetric functions pλ and Schur

functions sµ, which are two different vector space bases of Λn, the set of all homogeneous symmetric functions
of degree n, with dim Λn = p(n). A third basis is the set of monomial symmetric functions.
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If λ = (λ1, λ2, . . . ) ⊢ n, define a monomial symmetric function mλ(x1, x2, x3, . . . ) ∈ Λn, with

mλ =
∑

α

(x1, x2, x3, . . . )α
,

where the sum ranges over all distinct permutations α = (α1, α2, . . . ) of the entries of the vector λ =
(λ1, λ2, . . . ). For example, m11 =

∑
i<j xixj . Then the set of power sum symmetric functions that are

indexed by λ ∈ P and are defined as follows,

pn = mn =
∑

i

xn
i , n ≥ 1 (with p0 = m∅ = 1)

pλ = pλ1pλ2 · · · if λ = (λ1, λ2, . . . ).
Young’s Rule [4], expresses Schur polynomials sλ as linear combinations of monomial symmetric functions,
where the coefficients are Kostka numbers given by

sλ =
∑

µ

Kλµmµ.

Now [5, Corollary 17.5] states,
χµ

λ = ⟨pλ, sµ⟩.
We state the main result of the paper, which will later be applied to [5, Corollary 17.5] to simplify

Amdeberhan’s conjecture.

Theorem 2.1. If λ = (λ1, λ2, . . . , λr) ⊢ n, then∑
λ̃∈Ev(λ)

(−1)ℓ(λ̃)pλ̃ = 2r
∏

1≤i≤r

mλiλi .

Example 2.2. Suppose λ = (2, 1). Then∑
λ̃

(−1)ℓ(λ̃)pλ̃ = p42 − p411 − p222 + p2211

= m4m2 − m4m1m1 − m2m2m2 + m2m2m1m1

= m42 + m6 − 2m411 − m42 − 2m51 + m6 − 6m222 − 3m42 − m6

+4m2211 + 6m222 + 4m321 + 4m33 + 2m411 + 3m42 + 2m51 + m6

= 4m2211 + 4m321 + 4m33

= 22 · m22m11.

Proof. Let λ = (λ1, λ2, . . . , λr) ⊢ n. Consider ∑
λ̃∈Ev(λ)

(−1)l(λ̃)pλ̃.

This is an alternating sum of 2r terms of the form:

(2.1)

 p2λ1

or
pλ1pλ1

  p2λ2

or
pλ2pλ2

 · · ·

 p2λr

or
pλr pλr

 .

Our goal is to track the large number of cancellations occurring in the alternating sum. Rather than
simply computing the coefficient of each monomial it will be helpful to keep track of not just the monomial
but the choices of terms in the expansion (2.1) that produced it. Thus we write monomials appearing in
(2.1) as:
(2.2) xλ1

i1
xλ1

j1
xλ2

i2
xλ2

j2
· · · xλr

ir
xλr

jr

where a choice of p2λk
in (2.1) forces ik = jk in (2.2) whereas a choice of pλk

pλk
allows either ik = jk or

ik ̸= jk. We do not attempt to simplify or rearrange the order of the variables, so each monomial will have
2r terms.

Now we can compute the coefficients of each monomial in the expansion. Given a monomial as in (2.2),
let t denote the number of positions with is = js, so 0 ≤ t ≤ r. For positions with is = js the monomial can
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arise from either the choice of pλspλs or p2λs . We can choose any subset of the t positions to select pλspλs ,
with the complementary positions having p2λs

. A subset of size m corresponds to λ̃ of length 2r − m. For
the remaining r − t positions with is ̸= js we get a factor of two representing the possible choice of xλs

is
xλs

js

or xλs
js

xλs
is

from the term pλs
pλs

.
Thus for t > 0 we get a total coefficient of:

2r−t

[(
t

0

)
−

(
t

1

)
+

(
t

2

)
− · · · ±

(
t

t

)]
= 0.

For t = 0 the formula reduces to (−1)2r2r = 2r. Thus:

(2.3)
∑

λ̃∈Ev(λ)

(−1)l(λ̃)pλ̃ = 2r
∑

ik ̸=jk∀k

xλ1
i1

xλ1
j1

xλ2
i2

xλ2
j2

· · · xλr
ir

xλr
jr

= 2r
r∏

i=1
mλiλi

.

□

We find that this result allows us to prove some facts about one of Amdeberhan’s conjectures. The
conjecture below stems from a wider conjecture on q-series provided in [1].

3. Application to Character Table Conjecture

Conjecture 3.1. [1] If λ ⊢ n, then

∑
λ̃∈Ev(λ),µ∈R2N+1(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2N
(2|λ|)

χµ

λ̃
.

If N is large enough, then the size of the parts or the number of parts of µ is not restricted. So we can
pair µ ∈ R∞(2|λ|) with its conjugate µ′ ∈ Rc

∞(2|λ|) since

χµ

λ̃
= (−1)|λ̃|+ℓ(λ̃) · χµ′

λ̃

for any λ̃.
Let us consider a few examples such as when λ = (22, 1) and λ = (24, 12) to demonstrate the equality

and show the cancellations happening. For λ = (22, 1), we provide a partial character table of Σ10, the table
with the signs and multiplicity in Ev(λ), and a table with just multiplicity.

Example 3.2. If λ = (22, 1), then Ev((2, 2, 1)) = {(42, 2), (42, 12),
x2

(4, 23),
x2

(4, 22, 12), (25), (24, 12)}. In 3.1,
we restrict the character table down to partitions appearing in Ev(λ) for the columns and partitions in both
R2N+1(2|λ|) and Rc

2N (2|λ|) appearing in the rows. Now in Table 3.2 and Table 3.3, we indicate in red
the multiplicity for partitions in Ev(λ) along (−1)ℓ(λ̃) for 3.2. Table 3.2 specifically pertains to partitions
in R2N+1(2|λ|) and Table 3.3 for partitions in Rc

2N (2|λ|). We keep track of the row sum and note which
N = 1, 2, 3, 4 or 5 the row sum counts for relating to the conjecture.
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[2412] [25] [412212] [4123] [4212] [4221]
s[101] 1 1 1 1 1 1
s[8121] 3 5 1 3 -1 1
s[6141] 2 10 0 4 2 2
s[4221] 4 20 2 2 0 0
s[6122] 9 15 1 3 1 -1
s[4123] 4 20 -2 -2 0 0
s[25] 2 10 0 -4 2 2
s[52] 2 −10 0 -4 2 −2

s[4212] 4 -20 2 -2 0 0
s[3222] 4 -20 -2 2 0 0
s[3214] 9 -15 -1 3 1 1
s[2412] 2 -10 0 4 2 -2
s[2216] 3 -5 -1 3 -1 -1
s[2118] 1 1 -1 -1 1 1
s[110] 1 -1 -1 1 1 -1

Table 3.1. Partial Character Table for Σ10

[2412] [25] [412212] [4123] [4212] [4221] Row Sum
s[101] 1 -1·1 -2·1 2·1 1 -1·1 0

 N
=

1



N
=

2,
3,

4,
5

s[8121] 3 -1·5 -2·1 2·3 -1 -1·1 0
s[6141] 2 -1·10 -2·0 2·4 2 -1·2 0
s[4221] 4 -1·20 -2·2 2·2 0 -1·0 −16
s[6122] 9 -1·15 -2·1 2·3 1 -1·-1 0
s[4123] 4 -1·20 -2·-2 2·-2 0 -1·0 −16
s[25] 2 -1·10 -2·0 2·-4 2 -1·2 −16

Table 3.2. Partial Character Table for Σ10 with binomial coefficients and signs

[2412] [25] [412212] [4123] [4212] [4221] Row Sum }

N
=

1  N
=

2



N
=

3


N
=

4,
5

s[52] 2 1· −10 2· 0 2·-4 2 1· −2 −16
s[4212] 4 1·-20 2·2 2·-2 0 1·0 −16
s[3222] 4 1·-20 2·-2 2·2 0 1·0 −16
s[3214] 9 1·-15 2·-1 2·3 1 1·1 0
s[2412] 2 1·-10 2·0 2·4 2 1·-2 0
s[2216] 3 1·-5 2·-1 2·3 -1 1·-1 0
s[2118] 1 1·1 2·-1 2·-1 1 1·1 0
s[110] 1 1·-1 2·-1 2·1 1 1·-1 0

Table 3.3. Partial Character Table for Σ10 with binomial coefficients

We see for N = 1, ∑
λ̃∈Ev(λ),µ∈R3(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2(2|λ|)

χµ

λ̃
= −16.

For N = 2, 3, 4, 5, we get every partition so,∑
λ̃∈Ev(λ),µ∈R2N+1(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2N
(2|λ|)

χµ

λ̃
= −48.
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Example 3.3. If λ = (24, 12), note the character values become larger in the character table and we have

larger binomial coefficients appearing in Ev((24, 12)) = {(43, 22),
x2

(43, 2, 12), (43, 14),
x3

(42, 24),
x6

(42, 23, 12),
x3

(42, 22, 14),
x3

(4, 26),
x6

(4, 25, 12),
x3

(4, 24, 14), (28),
x2

(27, 12), (26, 14),
x2

(4, 22, 14)}.
If N = 1, then ∑

λ̃∈Ev(λ),µ∈R3(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2(2|λ|)

χµ

λ̃
= 224.

When N = 2, we have ∑
λ̃∈Ev(λ),µ∈R2N+1(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2N
(2|λ|)

χµ

λ̃
= 2176.

If N = 3, then ∑
λ̃∈Ev(λ),µ∈R2N+1(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2N
(2|λ|)

χµ

λ̃
= 3616

and N ≥ 4 which gives the remainder of the set as,∑
λ̃∈Ev(λ),µ∈R2N+1(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2N
(2|λ|)

χµ

λ̃
= 3840.

For an arbitrary λ it’s not quite clear how the cancellations happens, as seen in Table 3.2 and Table 3.3.
But we can verify that if µ1 > n, the sum row in the partial character table will be zero. Using Theorem
2.1, we rewrite the left hand side of Conjecture 3.1 as,∑

λ̃∈Ev(λ),µ∈R2N+1(2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
= ⟨

∑
λ̃

(−1)ℓ(λ̃)pλ̃,
∑

µ∈R2N+1(2|λ|)

sµ⟩ = ⟨2r
r∏

i=1
mλi,λi ,

∑
µ∈R2N+1(2|λ|)

sµ⟩.

We now state the corollary for the sum row being zero when µ1 > n following from Theorem 2.1.

Corollary 3.4. If µ1 > n, then
∑

λ̃∈Ev(λ),µ∈RN (2|λ|)(−1)ℓ(λ̃)χµ

λ̃
= 0.

Proof. We first note the inverse Kostka number K−1(τ, µ) = 0 unless τ ⊵ µ. Young’s rule tells us that
mτ =

∑
K−1(τ, µ)sµ. Since Schur polynomials form an orthonormal basis, we have that ⟨sσ, sµ⟩ = δσµ.

Therefore the inner product 〈 r∏
i=1

mλiλi
,
∑

µ

sµ

〉
=

〈 ∑
τ1≤n

mτ ,
∑

µ

sµ

〉
,

where we have to only consider the tableau µ when µ1 ≤ n, since the product of monomial functions has the
restriction of τ1 ≤ n.

Therefore, ∑
λ̃∈Ev(λ),µ∈RN (2|λ|)

(−1)ℓ(λ̃)χµ

λ̃
= 0

when µ1 > n. □

So the conjecture is simplified to,∑
λ̃∈Ev(λ),µ∈R2N+1(2|λ|),µ1≤n

(−1)ℓ(λ̃)χµ

λ̃
=

∑
λ̃∈Ev(λ),µ∈Rc

2N
(2|λ|)

χµ

λ̃
.

4. Future Direction

The next step of this project is to prove Amdeberhan’s conjecture holds for small values of N . We want
to describe how the cancelling is happening in both summations.

Problem 4.1. Are the other identities that allow us to simplify the calculations or will we need to use the
Murnaghan-Nakayama rule to calculate the character values to show equality?
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