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TOPOLOGICAL MONODROMY KERNELS FOR FUNDAMENTAL

GROUPS OF DISCRIMINANT COMPLEMENTS

NICK SALTER

Abstract. A linear system on a smooth complex algebraic surface gives rise to a family
of smooth curves in the surface. Such a family has a topological monodromy representation
valued in the mapping class group of a fiber. Extending arguments of Kuno, we show that if
the image of this representation is of finite index, then the kernel is infinite. This applies in
particular to linear systems on smooth toric surfaces and on smooth complete intersections.
In the case of plane curves, we extend the techniques of Carlson–Toledo to show that the
kernel is quite rich (e.g. it contains a nonabelian free group).

1. Introduction

Let L be a very ample line bundle on a smooth complex projective surface X , and let
∣L∣ denote the associated complete linear system. The discriminant hypersurface DL ⊂ ∣L∣
parametrizes the non-smooth curves in ∣L∣; consequently there is a family XL of smooth
curves over ∣L∣ ∖DL. Any such family carries a topological monodromy representation

ρtop ∶ π1(∣L∣ ∖DL) →Mod(C),

where C is a generic smooth curve in ∣L∣ and Mod(C) denotes its mapping class group, i.e.
the group of isotopy classes of orientation-preserving diffeomorphisms.

The groups π1(∣L∣ ∖ DL) are in general poorly-understood, but are expected to have a
rich theory, being higher-dimensional analogues of Artin’s braid group. ρtop provides a
window into their structure. The image of ρtop has been computed in several cases: toric
surfaces [CL18, CL19, Sal19], complete intersection surfaces [BS24], as well as in the local
setting of versal deformations of isolated plane curve singularities [PCS21].

In light of these results, it is natural to ask whether ρtop is injective. In the case of
plane curve singularities, this was posed by Sullivan in the 1970’s. Wajnryb [Waj99] showed
that the topological monodromy of the E6 singularity is not injective; this was subsequently
extended in [PCS21] to obtain the same result for all isolated plane curve singularities of
genus g ≥ 7 not of type An or Dn.

In the “global” setting of linear systems on smooth projective surfaces, much less is known.
Kuno [Kun08] showed that in the case of plane quartic curves, ρtop has infinite kernel, and
this was later computed precisely by R. Harris [Har21]. Our first main result shows that
Kuno’s methods can be applied in a broad range of settings.

Theorem A. Let X,L,DL,C be as above. If the genus of C is at least three and the image
of the topological monodromy representation ρtop ∶ π1(∣L∣ ∖DL) → Mod(C) is of finite index
in Mod(C), then ker(ρtop) is infinite.
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In particular, this holds for L any ample line bundle on a smooth toric surface for which
the generic section is non-hyperelliptic and of genus g ≥ 5, and for L = O(d) on any smooth
complete intersection surface X, for any d > 0 (so long as g(S) ≥ 3).

In the interest of not appearing to overstate our own contributions, we should remark that
the bulk of Theorem A follows from Kuno’s work. We think it is worthwhile to explicitly
record the fact that finite-index monodromy implies infinite kernel, and that, following the
monodromy computations of [Sal19,BS24], this can be established in a variety of cases.

Our second main result obtains a stronger version of the above theorem in the setting of
plane curves. Say that a group Γ is large if there is a homomorphism f ∶ Γ→ G, where G is a
noncompact real semisimple algebraic group, and the image of f is Zariski dense. By the Tits
alternative, large groups always contain nonabelian free groups. In [CT99], Carlson-Toledo
study an analogue of our problem, generalizing to the setting of smooth hypersurfaces in
any CPn+1 and considering only the homological monodromy action on Hn(X), where X is
a smooth hypersurface in CP

n+1 of degree d. They find that the kernel of the homological
monodromy is large, except in the few sporadic cases where it is known to be finite.

Their approach is to study a second family associated to the family of smooth degree-d
hypersurfaces: the family of cyclic branched covers of CPn+1 branched over such hypersur-
faces. They use the homological monodromy representation of this second family to detect
elements in the kernel of the original representation, employing a mixture of Hodge theory
and Lie theory to obtain largeness. Here, we show that the branched cover monodromy is
in fact sensitive enough to detect elements in the topological monodromy kernel as well.

Theorem B. In the case X = CP2 and L = O(d) for d ≥ 4, ker(ρtop) is large in the above
sense.

Our proof proceeds by making the work of Carlson-Toledo sufficiently explicit to be able
to analyze Wajnryb’s kernel element from [Waj99], using the monodromy result of [Sal19]
to embed Wajnryb’s local setting into our own.

A remark on terminology. We will have need to employ the terminologies of both al-
gebraic geometry and low-dimensional topology. Unfortunately, these are not compatible,
owing to algebraic geometry reckoning in complex dimension and topology in real dimension
- thus e.g. a “surface” to an algebraic geometer is a 4-manifold to a topologist. We adopt the
following conventions: “algebraic” will always precede algebro-geometric objects, so that a
smooth algebraic curve is a topological 2-manifold, an algebraic surface is a 4-manifold, etc.
We reserve the term “surface” for the topological notion. An embedded closed connected
1-manifold in a surface will be called a simple closed curve.

For the sake of concision, we will assume familiarity with the basic notions of singularity
theory, in particular nodes, vanishing cycles, cusps, distinguished bases, as well as the ADE

classification. Our reference on these matters is the volume [AGZV12]; we will supply more
precise pointers as necessary.

Organization. We prove Theorem A in Section 2. The proof of Theorem B occupies the
remaining three sections. In Section 3, we recall the notions of r-spin structures and their
associated r-spin mapping class groups used in describing the image of ρtop. In Section 4,
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we give a slight extension of a result of Carlson-Toledo, and the proof of Theorem B is then
carried out in Section 5.

Acknowledgements. It is a pleasure to thank Yusuke Kuno and Anatoly Libgober for
their interest in the project and their comments. The author is supported by NSF grant no.
DMS-2338485.

2. Theorem A: Monodromy kernel via vanishing signature

Below and throughout,Mg denotes the moduli space of smooth algebraic curves of genus
g, and Modg denotes the mapping class group of closed oriented surfaces of genus g. Topo-
logically, Modg is defined as the group of isotopy classes of orientation-preserving diffeomor-
phisms, and arises algebro-geometrically as the orbifold fundamental group ofMg:

Modg = πorb
1 (Mg).

If a specific surface S is fixed, we will write Mod(S) to denote its mapping class group.
Theorem A is adapted from Kuno’s arguments in [Kun08], who obtained this result in

the case of plane quartic curves (cf. Proposition 6.3 and the subsequent remark in op. cit.).
There are two essential halves of the argument.

(1) (cf. [Kun08, Theorem 4.1]) The smooth sections of L = O(d) give a classifying map
ρ ∶ ∣L∣ ∖DL → Mg for which the induced map ρ∗ ∶ H2(Modg;Q) → H2(∣L∣ ∖DL;Q)
contains the nontrivial Meyer signature class [τg] in the kernel.

(2) (cf. [Kun08, Proposition 6.3]) In the case L = O(4), the homomorphism ρtop ∶ π1(∣O(4)∣∖
DO(4))→Mod3 is surjective.

We will not need to discuss the Meyer signature cocycle in detail. See [Kun08] (or the
original [Mey73]) for more details, or [FM12, Section 5.6] for a more thorough discussion of
H2(Modg;Q). Kuno’s result now follows from the lemma below.

Lemma 2.1. Let f ∶ X → Y be a morphism of orbifolds satisfying the following properties:

(1) f∗ ∶ πorb
1
(X)→ πorb

1
(Y ) is surjective,

(2) f∗ ∶H2(Y ;Q)→ H2(X ;Q) is not injective,
(3) Y is an orbifold K(π,1) space,
(4) X and Y are good orbifolds (there are finite covers with trivial orbifold structure).

Then K ∶= ker(f∗) ⩽ πorb
1

X is infinite.

Proof. By property (4), we may pass to manifold covers of X and Y ; properties (1)-(3)
continue to hold in this setting, and infinitude of the kernel at this level implies the same of
the original f∗. So without loss of generality, we assume below that X and Y are manifolds.

Since Y is a K(π,1) space, f admits a factorization

X
g

//

f

66
K(π1(X),1)

h
// Y,
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inducing on cohomology the diagram

H2(Y ;Q)
h∗

//

f∗

33

H2(π1(X);Q)
g∗

// H2(X ;Q).

Since K(π1(X),1) can be constructed from X by attaching cells of degrees ≥ 3, it follows
that g∗ ∶ H2(π1(X);Q) → H2(X ;Q) is surjective, and dually g∗ is injective. Thus if f∗ is
not injective, necessarily h∗ is not injective. The five-term exact sequence for the group
extension 1 → K → π1(X) → π1(Y ) → 1 identifies ker(h∗) with the image of the connecting
map δ ∶ H1(K;Q) → H2(Y ;Q). It follows that H1(K;Q) must have positive rank, and so
K must be infinite. �

Remark 2.2. There are some slight differences between our working environment and that
of Kuno. First, we choose to work in the projective setting of ∣L∣ = P(H0(X ;L)∗), whereas
Kuno’s arguments take place in the affine setting. The connectivity results Kuno relies on
(discussed in detail below) are equally valid in both settings.

Somewhat more substantially, Kuno actually shows something stronger than Theorem A
for plane curves. To wit, the automorphism group PGL3(C) of CP

2 acts on the parameter
space of smooth plane curves ∣O(d)∣ ∖ DO(d), and Kuno shows that the monodromy map
from the orbifold fundamental group of the quotient (∣O(4)∣∖DO(4))/PGL3(C) to Mod3 has
infinite kernel. For the sake of uniformity, we will always work in the setting of parameter
spaces, and do not account for the action of the automorphism group in the cases where X

has nontrivial automorphisms.

In subsequent work [Kun11], Kuno extends the vanishing theorem [Kun08, Theorem 4.1]
invoked above to the much more general setting of families of curves embedded in a fixed
projective variety X . When X is an algebraic surface, his result specializes as follows.

Proposition 2.3 (Kuno, cf. [Kun11], Theorem 1.0.2). Let L be a very ample line bundle
on a smooth projective algebraic surface X for which a smooth section is an algebraic curve
of genus g. Let ∣L∣ denote the complete linear system, DL the discriminant locus, and ρ ∶
∣L∣∖DL →Mg the classifying map. Let [τg] ∈H2(Modg;Q) denote the signature class. Then
ρ∗([τg]) = 0.

Proof of Theorem A. Let X be a smooth projective algebraic surface, and L a very ample
line bundle on X . By Proposition 2.3, [τg] is contained in the kernel of ρ∗ ∶H2(Modg;Q) →
H2(∣L∣ ∖ DL;Q). By hypothesis, a smooth section of L has genus g ≥ 3, so that [τg] ∈
H2(Modg;Q) is nontrivial by [Mey73, Satz 2]. By hypothesis,

ρ∗ ∶ π1(∣L∣ ∖DL)→Modg

has image of finite index in Modg. Set Y to be the finite-sheeted cover of Mg classified by
Im(ρ∗). By transfer, the pullback of [τg] to H2(Y ;Q) remains nonzero, and so by Lemma 2.1,
ρ∗ has infinite kernel as claimed.

In the case of X a smooth toric surface, the monodromy Im(ρ∗) ⩽ Modg was shown to
be of finite index in [Sal19, Theorem A], under the hypotheses that the general fiber is
not hyperelliptic and of genus g ≥ 5. In the case of complete intersection surfaces, the
corresponding monodromy calculation was obtained in [BS24, Theorem A]. �
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3. Monodromy of plane curves

We turn now to our second main result Theorem B. For this, we will require a brief
recollection of the elements of the theory of r-spin mapping class groups, following the main
references [Sal16,Sal19,CS21,CS23].

3.1. r-spin structures and winding number functions.

Definition 3.1. Let C be a smooth algebraic curve. An r-spin structure is a line bundle L

for which L⊗r ≅KC .

By the adjunction formula, a smooth plane curve C of degree d carries the distinguished
r-spin structure L = OC(1); here r = d−3. It turns out that r-spin structures admit a purely
topological classification.

Definition 3.2. Let S be a closed oriented surface of genus g, and let S+(S) denote the set
of isotopy classes of oriented simple closed curves on S. A Z/rZ-winding number function is
a set function

φ ∶ S+(S)→ Z/rZ

that satisfies the following axioms:

(1) (Reversibility) φ(c) = −φ(c), where c denotes c endowed with the opposite orientation,
(2) (Twist-linearity) φ(Tc(b)) = φ(b)+ ⟨b, c⟩φ(c), where Tc denotes the Dehn twist about

c and ⟨b, c⟩ denotes the algebraic intersection number,
(3) (Homological coherence) If S′ ⊂ S is a proper subsurface with boundary components

c1, . . . , ck, then ∑φ(ci) = χ(S′), where χ(S′) denotes the Euler characteristic, and all
ci are oriented with S′ lying to the left.

Lemma 3.3. Let C be a smooth algebraic curve. There is a one-to-one correspondence
between the set of r-spin structures on C and the set of Z/rZ-winding number functions on
C.

Proof. See [Sal16, Sections 2, 3]. �

3.2. r-spin mapping class groups and monodromy of plane curves. The mapping
class group Mod(S) acts on the set of Z/rZ-winding number functions (and hence on the
set of r-spin structures) by means of its action on S+(S).

Definition 3.4. Let φ be a Z/rZ-winding number function on a surface S. The associated
r-spin mapping class group Mod(S)[φ] is the stabilizer of φ under the action of Mod(S) on
the set of Z/rZ-winding number functions.

In light of the correspondence between r-spin structures and Z/rZ-winding number func-
tions, and in light of the fact that O(1) determines a d−3-spin structure on all smooth plane
curves of degree d, we obtain the containment

Im(ρtop) ⩽Mod(C)[φ],

where C is a smooth plane curve of degree d and φ is the Z/(d−3)Z-spin structure associated
to OC(1).
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Theorem 3.5. For all d ≥ 4, this containment is an equality:

Im(ρtop) =Mod(C)[φ].

Proof. See [CS21, Corollary 1.3] or [BS24, Theorem A]. �

3.3. Change of coordinates. The monodromy theorem Theorem 3.5 is a very useful tool
for constructing vanishing cycles with prescribed topological properties. By the Picard-
Lefschetz formula, if a ⊂ C is a vanishing cycle and is nonseparating, then the Dehn twist Ta

about a satisfies Ta ∈ Im(ρtop). Such Ta must necessarily preserve the Z/rZ-winding number
function φ, and from the twist-linearity condition of Definition 3.2, it follows that φ(a) = 0.

Accordingly, we say that a nonseparating simple closed curve a ⊂ C is admissible if φ(a) = 0
(necessarily for either choice of orientation of a). A corollary of Theorem 3.5 (cf. [Sal19,
Lemma 11.5]) is that every admissible curve arises from a vanishing cycle.

We obtain Lemma 3.6 below via an application of the “change-of-coordinates principle for
r-spin mapping class groups” (cf. [CS23, Proposition 2.15]). A set of curves a0, . . . , a5 ⊂ C
is said to be of type E6 if the geometric intersection i(ai, aj) is 1 or 0 according to whether
the corresponding vertices i, j in the Dynkin diagram of type E6 are adjacent or not (thus,
i and i + 1 are adjacent for i = 1, . . . ,4 and additionally 0 and 3 are adjacent).

Lemma 3.6. Let C be a smooth plane curve of degree d ≥ 4. Then there is a configuration
a0, a1, . . . , a5 of vanishing cycles on C of type E6.

4. Cyclic branched covers

Here we recall some of the elements of the work of Carlson-Toledo [CT99]. They consider
the space

Pd ∶= ∣O(d)∣ ∖DO(d)

of smooth plane curves. For every divisor k of d, a curve C ∈ Pd determines a k-fold cyclic
branched covering Y → CP2 with branch locus C. There are several associated monodromy
representations. Set

ρtop ∶ π1(Pd)→Mod(C)

to be the topological monodromy of the family of smooth plane curves of degree d, and set

ρalg ∶ π1(Pd)→ Sp
2g(Z)

to be the induced action on H1(C;Z). With k ∣ d understood, define

ρ′ ∶ π1(Pd)→ Aut(H2(Y ;C))

as the monodromy action on the family of k-fold cyclic branched covers. The cup product
pairing (⋅, ⋅) on H2(Y ;Z) extends to a Hermitian form h(x, y) = (x, y) on H2(Y ;C). Since Y
carries an action of Z/kZ that commutes with the action of ρ′, the eigenspace decomposition

H2(Y ;C) = ⊕
λ∶λk=1

H2(Y )λ

is ρ′-invariant. Consequently, we define

ρ′λ ∶ π1(Pd)→ Aut(H2(Y )λ)

as the restriction of ρ′ to a chosen eigenspace.



MONODROMY KERNELS FOR DISCRIMINANT COMPLEMENTS 7

The main results of this section are Proposition 4.1 and Proposition 4.3. In the case of
k and d both odd, these were obtained by Carlson-Toledo [CT99, Proposition 6.1]. They
are undoubtedly known to experts, but are included since we were unable to find a suitable
reference.

Proposition 4.1. Let C ⊂ CP2 be a smooth plane curve of degree d, and let Y be the k-
fold cyclic branched cover of CP2 branched along C, for some k dividing d. Under a nodal
degeneration of C with vanishing cycle α ⊂ C, the induced monodromy on H2(Y )λ is given
by a complex reflection

x ↦ x − (λ − 1)h(x, ηα)ηα

for some element ηα ∈H2(Y )λ determined by the vanishing cycle α ⊂ C.

Remark 4.2. The construction of ηα from α depends on an arbitrary choice (the distin-
guished basis of vanishing cycles for the singularity in Y ). It is not hard to see that different
choices scale ηα by some kth root of unity; in particular, the formula of Proposition 4.1 is
well-defined.

For simple closed curves α,β on a smooth algebraic curve C, the geometric intersection
number of α and β is notated, as is customary, by i(α,β).

Proposition 4.3. With C,Y as in Proposition 4.1, let α,β be vanishing cycles on C. If
i(α,β) = 0, then h(ηα, ηβ) = 0, and if i(α,β) = 1, then h(ηα, ηβ) = (1 − λ)−1 (possibly after
replacing ηβ with some equivalent ±ζηβ for ζ a kth root of unity).

Corollary 4.4. In the setting of Proposition 4.3, let Tα, Tβ ∈ Aut(H2(Y )λ) denote the mon-
odromies associated to degeneration along α,β respectively. Then

Tβ(ηβ) = ληβ.

If i(α,β) = 1 and h(ηα, ηβ) = (1 − λ)−1, then

Tβ(ηα) = ηα + ηβ and Tα(ηβ) = ηβ − ληα.

Proof. These can be directly computed from Proposition 4.1, using the determination of
h(ηα, ηβ) of Proposition 4.3. �

We will require some preliminary results. We recall that the Picard-Lefschetz theorem for
nodal singularities in complex dimension 2 asserts that the monodromy of a nodal degener-
ation of an algebraic surface Y is given by

Tδ(x) = x + (x, δ)δ,

where δ ∈H2(Y ;Z) is the homology class of the vanishing cycle, satisfying (δ, δ) = −2, where
as usual (⋅, ⋅) denotes the intersection pairing.

Let ∆ ⊂ C denote the closed unit disk. Recall that an isolated surface singularity is said
to be of type Ak−1 if it has local equation x2

+ y2 + zk.

Lemma 4.5. Let π ∶ Y → ∆ be a family of algebraic surfaces for which the fiber over 0 has
an isolated singularity of type Ak−1 and every other fiber is smooth. Set Y = π−1(1). Then
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there are vanishing cycles δ1, . . . , δk−1 ∈H2(Y ;Z) such that

(δi, δj) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

−2 i = j
1 ∣i − j∣ = 1
0 else,

and such that the local monodromy on H2(Y ;Z) is given by

T ∶= Tδk−1 . . . Tδ1 .

A formula for T is given as

T (v) = v + (v, δ1)δ1 + (v, δ1 + δ2)δ2 + ⋅ ⋅ ⋅ + (v, δ1 + ⋅ ⋅ ⋅ + δk−1)δk−1. (1)

Proof. This is a basic result in singularity theory; see [AGZV12, Lemma 2.4, Section 2.9].
The explicit formula for T follows by direct calculation. �

Lemma 4.6. Suppose C ⊂ CP2 is a plane curve of degree d with a nodal singularity. Let Y
be the k-fold cyclic branched cover of CP2 branched over C, for some k ∣ d. Then Y has a
singularity of type Ak−1 over the node of C. With respect to the vanishing cycles δ1, . . . , δk−1
of Lemma 4.5, define δk ∶= −δ1 − ⋅ ⋅ ⋅ − δk−1. Then the deck transformation σ ∶ Y → Y satisfies

σ(δi) = δi+1,

with subscripts taken mod k.

Proof. Near the nodal point of C, there are local coordinates x, y on CP
2 so that C is given

by the equation x2
+ y2 = 0. Consequently the local equation for Y is x2

+ y2 + zk = 0. This is
the double suspension of the singularity zk = 0 of type Ak−1, and hence is itself of type Ak−1.
To understand the interaction between σ and the vanishing cycles, we recall (cf. [AGZV12,

Theorem 2.15]) that in the level manifold V ∶= {z ∶ zk = 1} of the singularity zk = 0, a
distinguished set of vanishing cycles in H0(V ;Z) is given by taking

δi = ζ i − ζ i−1

for ζ = e2πi/k ∈ V ; the cycles δ1, . . . , δk−1 give a basis. The relation

δ1 + ⋅ ⋅ ⋅ + δk = 0

holds, and since the action of σ on V is given by multiplication by ζ , the required equality
σ(δi) = δi+1 holds. Via the Sebastiani-Thom theorem (cf. [AGZV12, Theorem 2.9]), for ε

suitably small, the level set

V ∶= {(x, y, z) ∶ x2
+ y2 + zk = ε}

has the homotopy type of the double suspension of V , and moreover from the proof it is clear
this is equivariant for the actions of σ on V and V . Defining δi as the double suspension
of δi, it follows that σ(δi) = δi+1 holds in H2(V ;Z). By a careful choice of local level set V ,
the inclusion V ↪ Y can be made σ-equivariant, showing that the same relations hold in
H2(Y ;Z) as claimed. �

Lemma 4.7. The automorphisms σ,T of H2(Y ;Z) commute.
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Proof. For a diffeomorphism f ∶ Y → Y and a Dehn twist Tδ, there is an equality

f∗Tδf
−1
∗ = Tf∗(δ)

of automorphisms of H2(Y ;Z). Thus by Lemma 4.6,

σTσ−1 = σ(Tδk−1 . . . Tδ1)σ
−1 = Tδk . . . Tδ2 = TδkTT

−1
δ1
.

From (1), T (δ1) = δk, so that

σTσ−1 = TδkTT
−1
δ1
= TδkTT

−1
δ1
T −1T = TδkT

−1
δk
T = T

as claimed. �

Let λ be a kth root of unity, and define the projection operator Pλ ∶ H2(Y ;C) → H2(Y )λ
via

Pλ(v) = 1

k

k

∑
i=1

λ
i
σi.

Lemma 4.8. Let v ∈H2(Y )λ and w ∈ H2(Y ;C) be given. Then

h(v,Pλ(w)) = h(v,w).

Proof. The action of σ is Hermitian for h, and so

h(v, σw) = h(σ−1v,w) = λh(v,w),

since v ∈ H2(Y )λ. Since h(⋅, ⋅) is conjugate-linear in the second argument, the claim now
follows from the definition

Pλ = 1

k

k

∑
i=1

λ
i
σi.

�

We are now in position to prove Proposition 4.1.

Proof of Proposition 4.1. Let δ1, . . . , δk−1 be the vanishing cycles in Y associated to the nodal
degeneration of C with vanishing cycle α, as in Lemma 4.5. Define

ξα ∶= Pλ(δ1).

Since σ,T commute (Lemma 4.7), T restricts to an automorphism of each eigenspace H2(Y )λ.
We will establish the formula

T (v) = v + (λ − 1)
h(v, ξα)

h(ξα, ξα)
ξα

for the action of T onH2(Y )λ. The formula of Proposition 4.1 will then follow by normalizing
ξα to a unit vector ηα, with the sign change introduced by the fact (to be seen in (2) below)

that h(ξα, ξα) < 0. The factor λ can be replaced with λ at the cost of exchanging T for T −1;
the ensuing arguments are unaffected.
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Since δi = σi−1δ1, the term (v, δ1 + ⋅ ⋅ ⋅ + δi) appearing in (1) can be written as

(v, δ1 + ⋅ ⋅ ⋅ + δi) = h(v, δ1 + ⋅ ⋅ ⋅ + δi)

= h(v, (1 + σ + ⋅ ⋅ ⋅ + σi−1)δ1)

= (1 + λ + . . . λ
i−1
)h(v, δ1)

= (1 + λ + . . . λ
i−1
)h(v, ξα),

with the latter two equalities holding by Lemma 4.8 and its proof. (1) can now be rewritten
as

T (v) = v + h(v, ξα)(δ1 + (1 + λ)δ2 + ⋅ ⋅ ⋅ + (1 + ⋅ ⋅ ⋅ + λ
k−2
)δk−1)

= v + h(v, ξα)(1 + (1 + λ)σ + ⋅ ⋅ ⋅ + (1 + ⋅ ⋅ ⋅ + λ
k−2
)σk−2)δ1.

We claim that the operator

Qλ ∶= (1 + (1 + λ)σ + ⋅ ⋅ ⋅ + (1 + ⋅ ⋅ ⋅ + λ
k−2
)σk−2)

appearing above satisfies the identity

Qλ =
k

1 − λ
Pλ.

Indeed, since ∑k−1
i=0 σi = 0 on H2(Y )λ,

Pλ = 1

k
(1 + λσ + ⋅ ⋅ ⋅ + λ

k−1
σk−1)

= 1

k
((1 − λ) + (λ − λ)σ + ⋅ ⋅ ⋅ + (λ

k−2
− λ)σk−2).

The claim now follows from the identity

(λ
i
− λ) = (1 − λ)(1 + ⋅ ⋅ ⋅ + λ

i
).

Returning to T (v),

T (v) = v + h(v, ξα)(1 + (1 + λ)σ + ⋅ ⋅ ⋅ + (1 + ⋅ ⋅ ⋅ + λ
k−2
)σk−2)δ1

= v +
k

1 − λ
h(v, ξα)Pλ(δ1)

= v +
k

1 − λ
h(v, ξα)ξα

= v +
kh(ξα, ξα)

1 − λ

h(v, ξα)

h(ξα, ξα)
ξα.

To complete the proof, we will show that

kh(ξα, ξα)

1 − λ
= (λ − 1),

or equivalently,

h(ξα, ξα) = 1

k
(1 − λ)(λ − 1). (2)

Note that 1

k
(1 − λ)(λ − 1) = 2

k
(Re(λ) − 1) < 0 as claimed above.
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From Lemma 4.8, h(ξα, ξα) = h(ξα, Pλ(δ1)) = h(ξα, δ1). Expanding,

ξα = Pλ(δ1) = 1

k
(δ1 + λδ2 + ⋅ ⋅ ⋅ + λ

k−1
δk)

= 1

k
((1 − λ)δ1 + (λ − λ)δ2 + ⋅ ⋅ ⋅ + (λ

k−2
− λ)δk−1).

Then by Lemma 4.5,

h(ξα, ξα) = h(ξα, δ1) = h( 1k((1 − λ)δ1 + (λ − λ)δ2 + ⋅ ⋅ ⋅ + (λ
k−2
− λ)δk−1), δ1)

= 1

k
(−2(1 − λ) + (λ − λ))

=
λ + λ − 2

k

=
(1 − λ)(λ − 1)

k
.

�

Proof of Proposition 4.3. Suppose first that i(α,β) = 0. The distinguished basis of vanishing
cycles δα,1, . . . , δα,k−1 ⊂ Y induced from the nodal degeneration of C with vanishing cycle α

are supported near the preimage of α in Y , and likewise for the vanishing cycles δβ,1, . . . , δβ,k−1
induced by degenerating C along β. Since i(α,β) = 0, it follows that (δα,i, δβ,j) = 0 for all
i, j, and hence h(ηα, ηβ) = 0 as claimed.

Next suppose that i(α,β) = 1. We claim that there is a cuspidal degeneration of C for
which α,β forms a distinguished basis of vanishing cycles. To see this, observe that any
cuspidal singularity of C admits a distinguished basis γ, δ of vanishing cycles with i(γ, δ) = 1.
Moreover, with respect to the distinguished r-spin structure φ on C, each of γ, δ is admissible.
By Theorem 3.5, the monodromy group of the family of smooth plane curves of degree d

is the full associated r-spin mapping class group Mod(C)[φ] (here r = d − 3). By the
change-of-coordinates principle for r-spin mapping class groups ( [CS23, Proposition 2.15]),
Mod(C)[φ] acts transitively on pairs of admissible curves γ, δ with i(γ, δ) = 1. Let f be a
path in ∣L∣∖DL terminating at a cusp, and let g ∈ π1(∣L∣∖DL) be a loop whose monodromy
takes the distinguished basis for this cuspidal singularity to α,β. Then the concatenation
fg−1 induces a cuspidal degeneration for which α,β is a distinguished basis of vanishing
cycles as claimed.
A local equation for a cusp is given by x2

+ y3 = 0, and so a local equation for the
corresponding singularity of Y is given by x2

+ y3 + zk = 0. Once more following [AGZV12,
Section 2.9], there is a distinguished basis of vanishing cycles of the following form: the
cycles are given as

δα,1, . . . , δα,k−1, δβ,1, . . . , δβ,k−1,

and the intersection form is described as

(δα,i, δα,i) = (δβ,i, δβ,i) = −2,

(δα,i, δα,i+1) = (δβ,i, βα, i + 1) = 1,

(δα,i, δβ,i) = 1,

(δα,i, δβ,i+1) = −1,
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with all other intersections zero. Moreover, δα,1, . . . , δα,k−1 form a distinguished basis of
vanishing cycles for the nodal degeneration of C with vanishing cycle α, and likewise for
β. With ξα, ξβ as in Proposition 4.1, a direct computation with the intersection form then
shows that

h(ξα, ξβ) =
1 − λ

k
.

Normalizing by h(ξα, ξα) = h(ξβ , ξβ) =
(1−λ)(λ−1)

k
, the formula

h(ηα, ηβ) =
1

1 − λ

now follows. �

5. Theorem B: large monodromy kernel for plane curves

In this section we complete the proof of Theorem B. We first establish some notation.
Recall from Section 4 the monodromy representations

ρtop ∶ Pd →Mod(C)

and
ρalg ∶ Pd → Sp

2g(Z).

Define
K

top

d = ker(ρtop) and K
alg

d = ker(ρalg).

5.1. Constructing monodromy kernel. The objective of this subsection is to prove the
proposition below.

Proposition 5.1. For all d ≥ 4 and all λ a kth root of unity for k ∣ d and k ≥ 4, there is
W ∈Ktop

d such that ρ′λ(W ) ∈ Aut(H2(Y )λ) has infinite order.

Constructing the element. The particular element W we study was discovered by Wajn-
ryb [Waj99], who used it to show that the topological monodromy of an isolated plane curve
singularity of type E6 is not injective. Here we see that Wajnryb’s element serves the same
purpose in our setting.

Let a0, . . . , a5 be the set of vanishing cycles of Lemma 3.6 arranged in the E6 configu-
ration. Let ηi ∈ H2(Y )λ be the class corresponding to ai as in Proposition 4.1, and let
Mi ∈ Aut(H2(Y )λ) be the corresponding monodromy element. Normalize η0, . . . , η5 so that
whenever i < j and h(ηi, ηj) ≠ 0,

h(ηi, ηj) = (1 − λ)−1.

Set
B ∶=M3M2M4M3M1M5M2M4M3,

M ′
0 ∶= BM0B

−1,

and
W ∶= (M0M

′
0M0)(M

′
0M0M

′
0)
−1.

Lemma 5.2. For all d ≥ 4, ρtop(W ) = 1 in Modg.
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Proof. A direct calculation shows that b ∶= ρtop(B) takes the curve a0 to a curve a′
0
for

which i(a0, a′0) = 1. Consequently ρtop(M ′
0
) = bTa0b

−1 = Ta′
0
satisfies the braid relation with

ρtop(M0) = Ta0 ; equivalently ρtop(W ) = 1. �

Certifying nontriviality. Let V ⩽ H2(Y )λ denote the span of η0, . . . , η5, and note that V
is invariant under M0, . . . ,M5. It therefore suffices to show that the restriction of ρ′

λ
(W )

to V has infinite order. As a standing convention, we write Mi to denote the restriction of
ρ′λ(W ) to V , and extend this convention to include the products B,M ′

0
, and W .

Lemma 5.3. The eigenvalues of W are 1 (with multiplicity 4) and the roots of x2
+P (λ)x+1

for

P (λ) =
1

λ9
( − λ18

+ 3λ17
− λ16

− 8λ15
+ 13λ14

+ λ13
− 23λ12

+ 20λ11
+ 12λ10

− 34λ9

+ 12λ8
+ 20λ7

− 23λ6
+ λ5
+ 13λ4

− 8λ3
− λ2
+ 3λ − 1).

Proof. This follows by a direct computation in Mathematica - see [Sal24]. �

Lemma 5.4. Let λ = e2πip/q be a root of unity for 1/4 ⩽ p/q ⩽ 2/5. Then W has infinite
order.

Proof. Following Lemma 5.3, it suffices to show that the roots of x2
+P (λ)x+1 are not roots of

unity under the hypotheses on λ. Suppose to the contrary that some root µ of x2
+P (λ)x+1 is

a root of unity. Then µ−1 = µ is the other root, and in particular, P (λ) = −(µ+µ) = −2Re(µ)
must be real, so that ∣P (λ)∣ ⩽ 2. But Mathematica shows that P (eiθ) < −2 on the interval
θ ∈ [π/2,4π/5] (again, see [Sal24]). �

5.2. Finishing the proof.

Proof of Theorem B. The work of Carlson-Toledo shows that ρ′λ(K
alg

d ) ⩽ Aut(H2(Y )λ) is
Zariski dense so long as the image is infinite and generated by complex reflections (see in
particular the proof outline in [CT99, Section 2]). They establish infinitude of the image
for λ = e2πi/d for all d ≥ 4 in [CT99, Proposition 5.1] via Hodge-theoretic methods; note that
Proposition 5.1 gives a direct proof of this for λ = e2πip/q with 1/4 ⩽ p/q ⩽ 2/5. Generation by
complex reflections was established for k, d odd in [CT99, Proposition 6.1] and in general in
Proposition 4.1 above.

Basic arithmetic shows that for all d ≥ 4, there is some rational number p/d (not necessarily
in lowest terms) on the interval [1/4,2/5]. Set λ = e2πip/d for such p/d. Arguing as in
[CT99, Section 2], by passing to a finite-index subgroup K ′ ⩽ Khom

d , we can arrange for the

image of ρ′λ(K
′) in the adjoint representation Aut(H2(Y )λ) to lie in the identity component

Aut(H2(Y )λ)0 in the Zariski topology. For notational simplicity, following Carlson-Toledo,

define G
′
∶= Aut(H2(Y )λ)0, and define ρ′ ∶K ′ → G

′
as the induced representation.

Carlson-Toledo then show that ρ′(K ′) is Zariski dense in the simple algebraic group G
′
.

By Proposition 5.1, the image ρ′(K ′ ∩Ktop
d ) ⩽ G

′
is infinite and normal in ρ′(K ′). As G

′
is

simple, it follows that ρ′(K ′ ∩Ktop

d ) is likewise Zariski dense in G
′
, as was to be shown. �
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