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SOBOLEV AND HÖLDER ESTIMATES FOR THE ∂ EQUATION ON
PSEUDOCONVEX DOMAINS OF FINITE TYPE IN C

2

ZIMING SHI

Abstract. We prove a homotopy formula which yields almost optimal estimates in all (positive-
indexed) Sobolev and Hölder-Zygmund spaces for the ∂ equation on finite type domains in C

2, ex-
tending the earlier results of Fefferman-Kohn (1988), Chang-Nagel-Stein (1992), and Range (1992).
The main novelty of our proof is the construction of holomorphic support functions that admit pre-
cise estimates when the parameter variable lies in a thin shell outside the domain, which generalizes
Range’s method.
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1. Introduction

The goal of the present paper is the following:

Theorem 1.1. Let D be a smoothly bounded pseudoconvex domain in C
2 of finite type m. For each

η > 0, there exist linear operators Hη
i , i = 1, 2 such that

(i) Hη
i : H

s,p
(0,i)(D) → H

s+ 1
m
−η,p

(0,i−1) (D), for any 1 < p <∞ and s > 1
p .

(ii) Hη
i : Λ

s
(0,i)(D) → Λ

s+ 1
m
−η

(0,i−1) (D) for any s > 0.

(iii) Suppose ϕ ∈ Hs,p
(0,1)(D) and ∂ϕ ∈ Hs,p

(0,2)(D) (resp. ϕ ∈ Λs(0,1)(D) and ∂ϕ ∈ Λs(0,2)(D)). Then

ϕ = ∂Hη
1ϕ+Hη

2∂ϕ

in the sense of distributions. In particular Hη
1ϕ is a solution to the equation ∂u = ϕ for any

ϕ ∈ Hs,p
(0,1)(D) (or Λs(D)) with ∂ϕ = 0.

Here we use Hs,p
(0,i)(D) (i = 1, 2) to denote the space of (0, i) forms with Hs,p(D) coefficients, and

similarly for Λs(0,i)(D). Further, Hs,p(D) is the fractional Sobolev space (see Definition 2.6), and

Λs(D) is the Hölder-Zygmund space (see Definition 2.1).
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The study of global existence and regularity of the ∂-equation on pseudoconvex domains is a
fundamental problem in several complex variables. Since the early 1960s, two parallel schools of
research have developed to solve the ∂ equation. The first one is by solving the ∂-Neumann problem.
On any pseudoconvex domain of C∞ boundary, one can define the L2 canonical solution ∂

∗Nϕ,
where N is the operator that solves the ∂-Neumann subelliptic boundary value problem. The
solution ∂

∗Nϕ is called the canonical solution since it is the unique solution which is orthogonal to
Ker(∂) under the L2 inner product. The first global regularity result was obtained by Kohn [Koh64],

who showed that on a strongly pseudoconvex domain with C∞ boundary, ∂
∗N is a bounded operator

from Hs,2(Ω) to Hs+ 1
2
,2(Ω) for s ≥ −1

2 . Later on in their monograph [GS77], Greiner and Stein

proves the boundedness ∂
∗N : Hs,p

(0,1)(Ω) → Hs+ 1
2
,p(Ω) for s ≥ 0, and ∂

∗N : Λr(0,1)(Ω) → Λr+
1
2 (Ω)

for r > 0. Chang [Cha89] extends the (Sobolev space) result of Greiner-Stein to any (p, q) forms.
The second approach for solving the ∂ equation – the one which we will follow in this paper – is

to look for solutions operators in the form of integral formula, in a way that generalize the Cauchy-
Green operator that solves the one dimensional ∂ equation to higher dimensions. The method of
integral formula has several advantages. It is more geometric in nature; requires less boundary
regularity; and gives L∞ estimate that is not accessible by the ∂-Neumann method. The theory was
pioneered by Grauert and Lieb, and independently, by Henkin, and has been developed extensively
on many classes of pseudoconvex domains. We mention a few notable works in this direction.

On a strictly pseudoconvex domain with C2 boundary, Henkin and Ramirez [RH71] constructed

a solution operator that is bounded from C0(Ω) to C
1
2 (Ω). Assuming the boundary is Ck+2,

for positive integers k, Siu [Siu74] and Lieb-Range [LR80] constructed solution operators that is

bounded from Ck(Ω) to Ck+
1
2 (Ω). More recently, Gong [Gon19] showed that under the minimal

smoothness of C2 boundary, there exists a solution operator that is bounded from Λr(Ω) to Λr+
1
2 (Ω),

for any r > 1. In [SY24b], the authors constructed a solution operator which is bounded from

Hs,p(Ω) → Hs+ 1
2
,p(Ω) for any s ∈ R and 1 < p < ∞, under the assumption that bΩ ∈ C∞. For

convex domains of finite type, sharp estimates have been obtained by [DFFs99], [Ale06] and others.
See also the recent work by Yao [Yao24].

Pseudoconvex domains of finite type in C
2 was introduced by Kohn [Koh72], as a natural gen-

eralization of strict pseudoconvexity. Kohn showed that if the domain has type m, then the
∂-Neumann problem is subelliptic of order 1/m, from which the boundedness of the operator

∂
∗N : Hs,2 → Hs+ 1

m
,2 follows. Using microlocal analysis, Fefferman and Kohn [FK88] proved

the boundedness ∂
∗N : Cs(Ω) → Cs+1/m(Ω) for any s > 0 such that s + 1/m is not an integer,

and they also proved the sup norm estimate ∂
∗N : L∞(Ω) → L∞(Ω). Soon after, Chang-Nagel-

Stein [CNS92] used method similar to the ones in [GS77] to show that ∂
∗N is bounded from Λs(Ω)

to Λs+
1
m for any s > 0. They also proved for any smooth complex tangential vector fields L1

the boundedness of the operator L1∂
∗N , L1∂

∗N : W k,p(Ω) → W k,p(Ω) for any 1 < p < ∞ and
non-negative integer k.

The method of integral formula has also played an important part in the study of ∂ equation on
pseudoconvex domains of finite type in C

2. As in the case of strictly pseudoconvex, the success of
this method depends largely on solving a holomorphic division problem

h1(z, ζ)(z1 − ζ1) + h2(z, ζ)(z2 − ζ2) = Φ(z, ζ),

where h is holomorphic in z ∈ Ω, and the function Φ – known as the holomorphic support function
– is non-vanishing for z ∈ Ω and ζ ∈ bΩ. Kohn and Nirenberg [KN73] constructed an example
– a finite type pseudoconvex domain on which such function Φ does not exist while vanishing at
z = ζ ∈ bΩ. Thus in general one cannot expect to obtain h1, h2 that are bounded uniformly
for (z, ζ) ∈ (Ω, bΩ). Nevertheless, on a class of domains in C

2 which include the Kohn-Nirenberg
example, Fornaess [Fs86] proved the existence of h1, h2 with Φ ≡ 1 and hi, i = 1, 2 satisfying a
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certain weighted integral estimate, which then allows him to prove the sup-norm estimate for the ∂
equation on such domains. Belanger [Bel93] then refined Fornaess’ method and obtained some (far
from optimal) Hölder estimates for ∂ on the same class of domains.

In [Ran90], Range constructed for each η > 0 an integral solution operator T η that is bounded

from L∞(Ω) to C
1
m
−η(Ω) for any finite type domain Ω in C

2. The estimate is not sharp as in the
work of [FK88] and [CNS92], but Range’s proof is much simpler and geometric; it is based on the
earlier work of Catlin [Cat89] that shows locally one can push out the domain near a boundary point
and still remain pseudoconvex. To construct the holomorphic functions h, Range uses Skoda’s L2

division theorem and obtained the following weighted L2 estimate on the pushed out domain Dp

(for fixed p ∈ bD):
ˆ

Dp

|hηi (z, p)|2
|z − p|2 dist(z,Dp)

2η dV (z) < CD,η, η > 0.

The domain Dp is pseudoconvex and touches bD only at p. In Range’s proof, the functions hi(z, p)
is defined only for p ∈ bD. For our proof of Theorem 1.1, we construct the functions hi(z, q) which
are defined for ζ in a thin shell outside the domain, i.e. there exists a small neighborhood U of D
such that for each q ∈ U \D, there is a pseudoconvex domain D∗(q) with D ⋐ D∗(q), q /∈ D∗(q), and
whose boundary is as far away from bD as possible, as measured by certain non-isotropic polydisks
with centers in D. The polydisks we use are from [Cat89] with some slight modification. Roughly
speaking, the size of these polydisks are determined by the distance of its center and that of q to
bD. Using Cauchy integral estimates we can then estimate all z derivatives of the functions hi for
z ∈ D and q ∈ U \D.

There is an additional problem of how hi(·, q) depend on q. This problem arises since we need
to integrate in the second variable. Here as in Range, we replace h(z, q) with a smooth function
h(z, ζ), by restricting z in an interior domain D′

ǫ ⋐ D away from the boundary bD, and restricting
ζ to a small ball centered at q and whose radius shrinks to 0 as ǫ. In our case we need to control
this radius, which can be estimated using the sup norm of hi(·, q) on Dǫ. Consequently we can show
that the radius is small compared to r(q) + ǫ. This allows us to estimate the error arising from the
switching of q to ζ, and in the end we obtain a modified hi(z, ζ) which is holomorphic in z ∈ D′

ǫ

and smooth in ζ in U \D.
We can now solve the ∂ equation on each approximating domain D′

ǫ, using the homotopy operator
constructed in [Gon19] and [SY21]. The resulting estimate does not depend on ǫ as ǫ → 0, so we
obtain a solution on the original domain D by taking limits in suitable function spaces. We mention
two key auxiliary results which are used in the estimate: the Hardy-Littlewood lemma for Sobolev
and Hölder-Zygmund space (Proposition 2.24) which reduces the problem to estimating a weighted
integral norm; and the commutator estimate Proposition 2.17 proved in [SY24b] which allows us to
harness of the power of the commutator term in the integral operator and essentially dispense with
the need for integration by parts.

As in Range [Ran90], the arbitrary small loss of regularity comes from the integrability condition
in Skoda’s theorem, and it seems unlikely that the current method is inadequate to remove this loss.
The following question remains open.

Question 1.2. Let D be a pseudoconvex domain of finite type m in C
2. Does there exist an integral

solution operator to the ∂ equation that is bounded from Hs,p(D) to Hs+ 1
m
,p(D) for any 1 < p <∞

and s > 1
p , and Λs(D) to Λs+

1
m (D) for any s > 0?

2. Function spaces

In this section, we recall some basic results for the Sobolev spaceHs,p(Ω) and the Hölder-Zygmund
space Λs(Ω).
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Definition 2.1 (Hölder-Zygmund space on R
N ). The Hölder-Zygmund space on R

N , denoted by
Λs(RN ) for s ∈ R

+ is defined as follows

• For 0 < s < 1, Λs(RN ) consists of all f ∈ C0(RN ) such that

‖f‖Λs(U) := sup
RN

|f |+ sup
x,y∈RN , x 6=y

|f(x)− f(y)|
|x− y|s <∞.

• Λ1(RN ) consists of all f ∈ C0(RN ) such that

‖f‖Λ1(RN ) := sup
RN

|f |+ sup
x,y∈RN , x 6=y

|f(x) + f(y)− 2f(x+y2 )|
|x− y| <∞.

• For s > 1 recursively, Λs(RN ) consists of all f ∈ Λs−1(RN ) such that ∇f ∈ Λs−1(RN ). We

define ‖f‖Λs(RN ) := ‖f‖Λs−1(RN ) +
∑d

j=1 ‖Djf‖Λs−1(RN ).

• We define C∞(RN ) :=
⋂
s>0Λ

s(RN ) to be the space of bounded smooth functions.

Definition 2.2 (Hölder-Zygmund space on domains). Let Ω ⊂ R
N be a bounded Lipschitz domain.

The Hölder-Zygmund space on Ω, denoted by Λs(Ω) for s > 0, is defined as Λs(Ω) = {f : ∃ f̃ ∈
Λs(RN ) s.t. f̃ |Ω = f} equipped with the norm:

|f |Λs(U) := inf
f̃∈Λs(RN ), f̃ |Ω=f

|f̃ |Λs(RN ).

Remark 2.3. There is an intrinsic equivalent definition – often called the (classical) Besov space –
for the space Λs(Ω), namely, one which requires only that f is defined in Ω, rather than assuming
f is the restriction of a function defined on the whole space. We will not use this definition in this
paper. The interested reader can refer to [Tri06, Def. 1.120 and Thm 1.122] or [Gon24, Section 5].

Next we turn to the Sobolev spaces. We denote by S (RN ) the space of Schwartz functions, and
by S ′(RN ) the space of tempered distributions. For g ∈ S (RN ), we set the Fourier transform
ĝ(ξ) =

´

RN g(x)e
−2πix·ξdx, and the definition extends naturally to tempered distributions.

Definition 2.4. We let Ṡ (RN ) denote the space1 of all infinite order moment vanishing Schwartz
functions. That is, all f ∈ S (RN ) such that

´

xαf(x)dx = 0 for all α ∈ N
N , or equivalently, all

f ∈ S (RN ) such that f̂(ξ) = O(|ξ|∞) as ξ → 0.

Definition 2.5 (Sobolev space on R
N ). Let s ∈ R, 1 < p < ∞. We define Hs,p(RN ) to be the

fractional Sobolev space consisting of all (complex-valued) tempered distribution f ∈ S ′(RN ) such

that (I −∆)
s
2 f ∈ Lp(RN ), and equipped with norm

‖f‖Hs,p(RN ) := ‖(I −∆)
s
2 f‖Lp(RN ).

Here (I −∆)
s
2 is the Bessel potential operator given by

(2.1) (I −∆)
s
2 f = ((1 + 4π2|ξ|2) s

2 f̂(ξ))∨.

As in the case for the Hölder-Zygmund space, we define Sobolev space on domains as restrictions
of the Sobolev space on R

N .

Definition 2.6 (Sobolev space on domains). Let Ω ⊂ R
N be an open set.

(i) Define S ′(Ω) := {f̃ |Ω : f̃ ∈ S ′(RN )}.
(ii) For s ∈ R and 1 < p <∞, define Hs,p(Ω) := {f̃ |Ω : f̃ ∈ Hs,p(RN )} with norm

‖f‖Hs,p(Ω) := inf
f̃ |Ω=f

‖f̃‖Hs,p(RN ).

1In some literature like [Tri83, Section 5.1.2], the notation is Z(RN ).
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(iii) For s ∈ R and 1 < p < ∞, define Hs,p
0 (Ω) to be the subspace of Hs,p(RN ) which is the

completion of C∞
0 (Ω) under the norm ‖ · ‖Hs,p(RN ).

Remark 2.7. When s = k is a non-negative integer, the space Hs,p(RN ) is the same as W k,p(Rn),
which consists of complex-valued functions whose derivatives up to order k is in Lp(Rn).

For computation it is often convenient to use Littlewood-Paley characterizations of the above
spaces. This leads to the Triebel-Lizorkin space and the Besov space, which generalize Sobolev
space and Hölder-Zygmund space, respectively. decomposition.

Definition 2.8. A classical dyadic resolution is a sequence λ = (λj)
∞
j=0 of Schwartz functions on

R
n, denoted by λ ∈ C, such that the Fourier transforms λ̂j(ξ) =

´

Rn λj(x)e
−2πix·ξdx satisfies

• λ̂0 ∈ C∞
c {|ξ| < 2}, λ̂0|{|ξ|<1} ≡ 1.

• λ̂j(ξ) = λ̂0(2
−jξ)− λ̂0(2

−(j−1)ξ) for j ≥ 1 and ξ ∈ R
n.

For any f ∈ S ′(Rn), we have the decomposition f =
∑∞

j=0(λ̂j f̂)
∨ =

∑∞
j=0 λj ∗ f and both sums

converge as tempered distribution. We can define the Besov and Triebel-Lizorkin spaces using such
λ.

A pair (p, q) is said to be admissible for the function class Bs
pq if 0 < p, q ≤ ∞, and admissible

for the function class F s
pq if 0 < p <∞, 0 < q ≤ ∞ or p = q = ∞.

Definition 2.9. Let (λj)
∞
j=0 ∈ C, s ∈ R and let (p, q) be admissible. We define the following norms:

‖f‖Fs
pq(λ)

:= ‖(2jsλj ∗ f)∞j=0‖Lp(ℓq) =
∥∥∥
∥∥(2jsλj ∗ f)∞j=0

∥∥
ℓq(N)

∥∥∥
Lp(Rn)

.

The Triebel-Lizorkin space F s
pq(R

n) is the set of all f ∈ S ′(Rn) such that ‖f‖Fs
pq(λ)

<∞. One can

show that the spaces do not depend on the choice of λ ∈ C. Therefore we will henceforth use the
norm ‖ · ‖Fs

pq(R
n) = ‖ · ‖Fs

pq(λ)
for an (implicitly chosen) λ ∈ C.

Let Ω ⊆ R
n be an arbitrary open subset. We define F s

pq(Ω) := {f̃ |Ω : f̃ ∈ F s
pq(R

n)} as subspaces
of distributions in Ω, with norms

(2.2) ‖f‖Fs
pq(Ω) := inf{‖f̃‖Fs

pq(R
n) : f̃ |Ω = f}.

Notice that the above definition is not intrinsic to the domain since it requires the distribution
to have an extension on the whole space. To define an intrinsic norm we need to impose certain
conditions on the domain so it admits extension operators bounded on the function classes. We will
use the Lipschitz boundary condition and Rychkov (universal) extension operator.

We now define the notion of special and bounded Lipschitz domains.

Definition 2.10. A special Lipschitz domain is an open set ω ⊂ R
N of the form ω = {(x′, xN ) :

xN > ρ(x′)} with ‖∇ρ‖L∞ < L. A bounded Lipschitz domain is a bounded open set Ω whose

boundary is locally the graph of some Lipschitz function. In other words, bΩ =
⋃M
ν=1 Uν , where

for each 1 ≤ ν ≤ M , there exists an invertible linear transformation Φν : RN → R
N and a special

Lipschitz domain ων such that
Uν ∩ Ω = Uν ∩Φν(ων).

Fix any such covering {Uν}, we define the Lipschitz norm of Ω with respect to Uν , denoted as
LipUν

(Ω), to be supν ‖DΦν‖C0 .

Definition 2.11. Let ω ⊂ R
N be a special Lipschitz domain of the form ω = {(x′, xN ) : xN > g(x′)}

for some g : RN−1 → R such that ‖∇ρ‖L∞ < L.
The Rychkov’s universal extension operator E = Eω for ω is given as follows:

(2.3) Eωf :=
∞∑

j=0

ψj ∗ (1ω · (φj ∗ f)), f ∈ S
′(ω).
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Here (ψj)
∞
j=0 and (φj)

∞
j=0 are families of Schwartz functions that satisfy the following properties:

(2.4) Scaling condition: φj(x) = 2(j−1)Nφ1(2
j−1x) and ψj(x) = 2(j−1)Nψ1(2

j−1x) for j ≥ 2.
(2.5) Moment condition:

´

φ0 =
´

ψ0 = 1,
´

xαφ0(x)dx =
´

xαψ0(x)dx = 0 for all multi-indices
|α| > 0, and

´

xαφ1(x)dx =
´

xαψ1(x)dx = 0 for all |α| ≥ 0.
(2.6) Approximate identity :

∑∞
j=0 φj =

∑∞
j=0 ψj ∗ φj = δ0 is the Direc delta measure.

(2.7) Support condition: φj , ψj are all supported in the negative cone −K
L := {(x′, xN ) : xN <

−L|x′|}.
We call (φ,ψ) a K

L-Littlewood-Paley pair.

Note that condition ((2.7)) implies that there exists some c0 > 0 such that suppφ0 ⊂ {xN < −c′0}.
By the Scaling condition ((2.4)), we have

(2.8) suppφj ⊂ {xN < −c02−j}, c0 = 2c′0.

Since a bounded Lipschitz domain Ω is locally a special Lipschitz domain, we can apply a partition
of unity and patch together the extension operators for the special Lipschitz domains to obtain an
Rychkov extension operator EΩ for Ω. We omit the exact expression for EΩ (see for example [SY21,
(3.3)]) and we simply note that EΩ have the same properties as Eω.

Given a family φ = (φj)
∞
j=0 satisfying properties (2.4) - (2.7), we can define the following intrinsic

norm:

‖f‖
F

s,in
pq (φ)

:= ‖(2jsλj ∗ f)∞j=0‖Lp(ℓq) =
∥∥∥
∥∥(2jsλj ∗ f)∞j=0

∥∥
ℓq(N)

∥∥∥
Lp(Rn)

.

For a fixed φ, we define F
s,in
p,q (φ) as the space of distributions f on ω with finite norm ‖f‖

F
s,in
pq (φ)

.

By using partition of unity, we can similarly define the space F
s,in
p,q (Ω) for any bounded Lipschitz

domain Ω.
Rychkov in the paper [Ryc99] proves the following remarkable extension theorem.

Proposition 2.12 (Rychkov). Let ω be a special Lipschitz domain. For any s ∈ R, the operator

Eω is F
s,in
pq (ω) → F s

pq(R
N ) bounded, provided that either p < ∞ or p = q = ∞. Using partition of

unity, same properties hold for EΩ for any bounded Lipschitz domain Ω.

Corollary 2.13. Let Ω be a bounded Lipschitz domain in R
N and let (p, q) be a pair such that

either p < ∞ or p = q = ∞. Then the intrinsic norm ‖ · ‖
F

s,in
pq (Ω)

is equivalent to the extrinsic

norm ‖ · ‖Fs
pq(Ω) (see Definition (2.2)), and therefore F

s,in
pq (Ω) = F s

pq(Ω).

Both the Sobolev space and the Hölder-Zygmund space are special cases of the Triebel-Lizorkin
spaces, as shown by the following result.

Proposition 2.14. Let Ω be either R
N or a bounded Lipschitz domain. Let φ = (φj)

∞
j=0 be any

Littlewood-Paley family satisfying properties (2.4) - (2.7).

(i) For all 1 < p <∞ and s ∈ R, Hs,p(Ω) = F s
p2(Ω) = F

s,in
p2 (φ).

(ii) For all s > 0, Λs(Ω) = F s
∞∞(Ω) = F

s,in
∞∞(φ).

Proof. For the statement Hs,p(RN ) = F s
p,2(R

N ) for s ∈ R and 1 < p < ∞, the proof is in [Tri83,

p. 88]. For Λs(RN ) = F s
∞∞(RN ), s > 0, the proof can be found in [Tri83, p. 90]. For bounded

Lipschitz domain Ω, the spaces Hs,p(Ω), Λs(Ω) F s
pq(Ω) are defined as the restrictions of the corre-

sponding spaces on R
n, so the statements follow from that of Rn. The assertions F s

p2(Ω) = F
s,in
p2

and F s
∞∞(Ω) = F

s,in
∞∞(φ) follow immediately from Corollary 2.13. �

As a consequence to Proposition 2.12 and Proposition 2.14, we have the following extension result
for the Sobolev and Hölder-Zygmund space.
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Corollary 2.15. Let Ω be a bounded Lipschitz domain in R
N . Then the Rychkov extension operator

EΩ defined on Ω is bounded between the following spaces:

(i) EΩ : Hs,p(Ω) → Hs,p(RN ), for any s ∈ R and 1 < p <∞.
(ii) EΩ : Λs(Ω) → Λs(RN ), for any s > 0.

Proposition 2.16 (Equivalence of norms). Let Ω be a bounded Lipschitz domain in R
N . Let

0 < p < ∞, 0 < q ≤ ∞ or p = q = ∞. Then for any non-negative integer k, the following norms
are equivalent.

‖f‖Fs
pq(Ω) ≈

∑

|α|≤k

‖Dαf‖
F

s−k
pq (Ω).

Proof. This is [SY24a, Thm 1.1]. �

The following commutator estimate plays a crucial role in our proof.

Proposition 2.17. [SY21, Proposition 5.8] Let Ω ⊆ R
N be a bounded Lipschitz domain, and let

E = EΩ be the Rychkov extension operator on Ω. Then for 1 < p < ∞ and s > 0, the following
estimates hold.

‖δ1−s[D, E ]f‖Lp(Ω
c
) ≤ Cs,p‖f‖Hs,p(Ω), ∀f ∈ Hs,p(Ω);

‖δ1−s[D, E ]f‖L∞(Ω
c
) ≤ Cs‖f‖Λs(Ω), ∀f ∈ Λs(Ω).

We collect a few more useful facts about the spaces:

Definition 2.18. Let X0,X1 be two Banach spaces that belong to a larger ambient space. For
0 < θ < 1. The complex interpolation space

[
X0,X1

]
θ

is defined to be the space consisting of all
f(θ) ∈ X0 +X1, where f : {z ∈ C : 0 ≤ Re z ≤ 1} → X0 +X1 is a continuous map that is analytic
in the interior, such that f(it) ∈ X0 and f(1 + it) ∈ X1 for all t ∈ R. The norm is given by

‖u‖[X0,X1]θ = inf
f
{sup
t∈R

(‖f(it)‖X0 + ‖f(1 + it)‖X1) : u = f(θ)}.

Proposition 2.19. Let Ω be a bounded Lipschitz domain in R
n. Let 1 < p < ∞ and s0, s1 ∈ R.

Set sθ = (1− θ)s0 + θs1, for 0 < θ < 1. Then
[
Hs0,p(Ω),Hs1,p(Ω)

]
θ
= Hsθ,p(Ω);

[
Λs0(Ω),Λs1(Ω)

]
θ
= Λsθ(Ω).

The reader can find the proof for the first statement in [Tri06, p. 70, Corollary 1.111], and the
proof of the second statement in [BL76, p. 152, Theorem 6.4.5.]. Notice that in the reference Bs

pq

denotes the Besov space and we use the identification Λs(Ω) = F s
∞,∞(Ω) = Bs

∞,∞(Ω).

Proposition 2.20 (Complex interpolation theorem). Let X0,X1, Y0, Y1 be Banach spaces that be-
long to some larger ambient spaces. Suppose T : X0 +X1 → Y0 + Y1 is a linear operator such that
for each i = 0, 1, ‖Tu‖Yi ≤ C0‖u‖Xi for all u ∈ Xi. Then T : [X0,X1]θ → [Y0, Y1]θ is bounded

linear with ‖Tu‖[Y0,Y1]θ ≤ C1−θ
0 Cθ1‖u‖[X0,X1]θ for all u ∈ [X0,X1]θ.

Proof. See [Tri95, Theorem 1.9.3(a)] �

Lemma 2.21. Let R0 ∈ Z+ and let ω = {xN < g(x′)} be a special Lipschitz domain with ‖∇g‖L∞ ≤
L− 2−R0 . Then for every j ∈ N and a ∈ R,

[
−K

L ∩ {xN < −2−j}
]
+ {xN − g(x′) < a} ⊂ {x ∈ R

N : xN − g(x′) < a− bL−12−R0−j}.
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Proof. Let u ∈ {xN − g(x′) < a} and v ∈ −K
L ∩ {xN < −b2−j}, for a ∈ R and b > 0. Then

uN − g(u′) < a and vN < −max(L|v′|, b2−j). Using sup |∇ρ| ≤ L− 2−R0 , we get

uN + vN − g(u′ + v′) ≤ uN − g(u′) + vN + |g(u′)− g(u′ + v′)|
≤ uN − g(u′) + vN +

(
L− 2−R0

)
|v′|

≤ a+ bL−12−R0vN ≤ a− bL−12−R0−j . �

Lemma 2.22. Let 1 ≤ p ≤ ∞ and s > 0. Then for any f ∈ F t
p,∞(RN ) with f ≡ 0 on Ω

c
,

‖f‖Lp(Ω,δ−t) ≤ CΩ,t‖f‖F t
p,∞(RN ).

The constant CΩ,t depends only on t and the Lipschitz norm of Ω.

Proof. The reader can find a proof in [Yao24, Prop. 5.3]. We include a slightly modified version
here for the reader’s convenience. We will prove for the case Ω is a special Lipschitz domain and
the general case follows by standard partition of unity argument. Let ω = {xN < g(x′)}, where
x′ = (x1, . . . , xN−1). Assume that |g|L∞(RN−1) ≤ L. Then

ω +
{
xN > L|x′|

}
⊂ ω.

We partition Ω into dyadic strips.

ω =
⋃

k∈Z

Sk :=
⋃

k∈Z

{
(x′, xN ) : −2

1
2
−k < xN − g(x′) < −2−

1
2
−k
}

Since KL ⊂ ω, we can show that

1√
1 + L2

|xN − g(x′)| < dist(x, bω) < |xN − g(x′)|.

Denote cL := (1 + L2)−
1
2 . Then

(2.9) cL2
− 1

2
−k < dist(x, bω) < 2

1
2
−k, for x ∈ Sk.

Let f satisfy the hypothesis of lemma, and in particular supp f ∈ ω. By (2.7) and (2.8), suppφj ⊂
−K

L ∩ {xN < −c02−j}. In view of Lemma 2.21, there exists R0 > 0 such that

suppφj + ω ⊂
[
−K

L ∩ {xN < −c02−j}
]
+ {xN − g(x′) < 0} ⊂ {x ∈ R

N : xN < −c0L−12−R0−j}.
By (2.6) we have f =

∑∞
j=0 φj ∗ f . Observe that

supp(φj ∗ f) = suppφj + supp f ⊂ 2−j + ω ⊂ {x ∈ R
N : xN < −c0L−12−R0−j},

which is disjoint from Sk if −c0L−12−R0−j < −2
1
2
−k, or j < k − R0 − 1

2 + log2(c0L
−1). Let

R1 = ⌈R0 − 1
2 + log2(c0L

−1)⌉. Then Sk ∩ supp(φj ∗ f) = ∅ if j < k − R1. Consequently we have
f(x) =

∑∞
j=k−R1

φj ∗ f for x ∈ Sk. Using (2.9), we have

‖f‖p
Lp(ω,δ−t)

=

∞∑

k=0

‖f‖p
Lp(ω,δ−t)

≤
∞∑

k=0

c−tpL 2(k+
1
2
)tp‖f‖pLp(Sk)

≤ c−tpL

∞∑

k=0

2(k+
1
2
)tp
∥∥∥

∞∑

j=k−R1

|φj ∗ f |
∥∥∥
p

Lp(Sk)

= c−tpL

∞∑

k=0

∥∥∥
∞∑

j=k−R1

2(k+
1
2
−j)t2jt|φj ∗ f |

∥∥∥
p

Lp(Sk)
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Let l = j − k, and the above expression is bounded by

c−tpL

∞∑

k=0

∥∥∥
∞∑

l=−R1

2(1−l)t2jt|φj ∗ f |
∥∥∥
p

Lp(Sk)
≤ c−tpL

∞∑

k=0

∞∑

l=−R1

2(1−l)t
∥∥∥ sup
j≥k−R1

2jt|φj ∗ f |
∥∥∥
p

Lp(Sk)

≤ c−tpL CR1

∞∑

k=0

∥∥∥ sup
j∈N

2jt|φj ∗ f |
∥∥∥
p

Lp(ω)
= Cω,t‖f‖F t

p∞(φ).

Here we use the convention φj ∗ f = 0 for j ≤ −1. Notice that the constant Cω,t blows up as
L, t→ ∞. �

Let F̊pq(R
N ) be the norm closure of C∞

c (RN ) in F s
pq(R

N ) and let F̊pq(Ω) be the subspace of

F̊pq(R
N ) defined by F̊pq(Ω) =

{
f ∈ F̊pq(R

N ) : f |Ωc = 0
}
.

Proposition 2.23. Let Ω be a bounded Lipschitz domain or R
N . Then for s ∈ R and 1 ≤ p ≤ ∞,

F
−s
p1 (Ω) =

[
F̊ s
p′∞(Ω)

]′
.

Proof. By [Tri20, Remark 1.5], we have F
−s
p1 (RN ) = F̊ s

p′∞(RN )′ for all s ∈ R, 1 ≤ p ≤ ∞, and

p′ = p
p−1 . Using the same argument as in [Tri95, Theorem 4.3.2/1], we have F̊pq(Ω) is the norm

closure of C∞
c (Ω) in Fpq(R

N ). It follows that
[
F̊

s
p′∞(Ω)

]′
= F

−s
p1 (RN )/

{
f : 〈f, φ〉 = 0, ∀ φ ∈ F̊

s
p′∞(RN ), φ|Ωc = 0

}

= F
−s
p1 (RN )/

{
f : 〈f, φ〉 = 0, ∀ φ ∈ C∞

c (Ω)
}

= F
−s
p1 (RN )/{f : f |Ω = 0} = F

−s
p1 (Ω). �

Proposition 2.24. Let 1 < p < ∞, k ∈ N and s ∈ R with s ≤ k. Let Ω be a bounded Lipschitz
domain and denote by δ(x) the distance from x to the boundary bΩ.

(i) There exists a constant C such that for all u ∈ W k,p
loc (Ω) with ‖δk−sDku‖Lp(Ω) < ∞, the

following inequality holds

(2.10) ‖u‖Hs,p(Ω) ≤ C
∑

|β|≤k

‖δk−sDβu‖Lp(Ω).

(ii) There exists a constant C such that for all u ∈ W k,p
loc (Ω) with ‖δk−sDku‖Lp(Ω) < ∞, the

following inequality holds

(2.11) ‖u‖Λs(Ω) ≤ C
∑

|β|≤k

‖δk−sDβu‖L∞(Ω).

Proof. (i) See [SY24b, Prop. A.2].

(ii) By Proposition 2.16 we have the following equivalence of norms:

|u|Ω,s ≈
∑

|α|≤k

|Dαu|Ω,s−k, ∀ s ∈ R, k ∈ N.

It is clear that (2.11) is an immediate consequence of the following statement: for all u ∈ L∞
loc(Ω),

|u|Ω,−t ≤ C‖δtu‖L∞(Ω), t > 0.

By Proposition 2.23, we have Λ−t(Ω) = F−t
∞,∞(Ω) =

[
F̊ t

1,1(Ω)
]′

, where F̊ t
1,1(Ω) denotes the norm

closure of C∞
c (Ω) in F t

1,1(R
N ). By definition we see that

‖f‖F t
1,∞(Ω) =

∥∥∥∥∥supj∈N
2jt|λj ∗ f |

∥∥∥∥∥
L1(Ω)

≤
ˆ

Ω

∑

j∈N

2jt|λj ∗ f(x)| dx =
∑

j∈N

2jt‖λj ∗ f‖L1(Ω) = ‖f‖F t
1,1(Ω).
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Thus F t
1,1(Ω) ⊂ F t

1,∞(Ω) and F̊ t
1,1(Ω) ⊂ F̊ t

1,∞(Ω). It is clear that F̊ t
1,∞(Ω) ⊂ {f ∈ F t

1,∞(RN ) :

f ≡ 0 on Ω
c}. Now, by Lemma 2.22, we have

{f ∈ F
t
1,∞(RN ) : f ≡ 0 on Ω

c} ⊂ L1
(
Ω, δ−t

)
, t > 0.

In summary we have F̊ t
1,1(Ω) ⊂ L1(Ω, δ−t), and |f |L1(Ω,δ−t) ≤ C|f |F t

1,1(Ω) for any f ∈ F̊ t
1,1(Ω). It

follows that

L∞(Ω, δt) =
[
L1(Ω, δ−t)

]′ ⊂
[
F̊

t
1,1(Ω)

]′
= Λ−t(Ω).

and |u|Ω,−t ≤ C|u|L∞(Ω,δt) for all u. The proof is complete. �

3. Construction of the holomorphic support function

We modify Range’s construction. Let D be a bounded pseudoconvex domain with C∞ boundary
in C

2 of finite type m. Let r be the defining function of D such that D = {z ∈ U : r(z) < 0}. Fix
p0 ∈ bD and a small neighborhood U0 of p0. For each p ∈ U0, we introduce a special holomorphic
coordinate system φp : C2 → C

2 as in Catlin. The map φp is constructed as follows. Assume
∂r
∂z2

(p) 6= 0. We define Φ1 : ζ(1) 7→ z by

ζ1 = z1 − p1

ζ2 = 2
∂r

∂z1
(p)(z1 − p1) + 2

∂r

∂z2
(p)(z2 − p2)

Denote ρ(1)(ζ) = r ◦Φ(1)(ζ). Then ρ(1)(0) = r(p), and

ρ(1)(ζ) = r(p) + Re ζ2 +O(|ζ|2).
In general, suppose that for 2 ≤ l < m, we have ρ(l−1) = r ◦ Φ(1) ◦ · · ·Φ(l−1), where

ρ(l−1)(ζ) = r(p) + Rew2 +
∑

j+k≤l−1
j,k≥1

aj,k(p)w
j
1w

k
1 +Re(2bl(p)w

l
1) +O(|w1|l + |w2||w|).

We then define Φl : ζ 7→ w by

ζ1 = w1, ζ2 = w2 + 2bl(p)w
l
1

So then ρ(l)(ζ) = r ◦ Φ(1) · · · ◦Φ(l)(ζ) takes the form

ρ(l+1)(ζ) = r(p) + Re ζ2 +
∑

j+k≤l
j,k≥1

aj,k(p)ζ
j
1ζ
k
1 +O(|ζ1|l+1 + |ζ2||ζ|).

Let φp = Φ(1) · · · ◦ Φ(m). Then ρp := r ◦ φp − r(p) takes the form

(3.1) ρp(ζ) = Re ζ2 +
∑

j,k≥1
j+k≤m

aj,k(p)ζ
j
1ζ
k
1 +O(|ζ1|m+1 + |ζ2||ζ|).

ρp is the defining function of the domain Ωp = φ−1
p (D). The coefficients aj,k(p) are linear combina-

tions of products of derivatives of r at p up to order m and depend smoothly on p ∈ U0.
For l = 2, . . . ,m and δ > 0, set

Al(q) = max{|aj,k(q)| : j + k = l},
and

τ(q, δ) = min

{(
δ

Al(q)

) 1
l

: 2 ≤ l ≤ m

}
.
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By the assumption that p0 ∈ bD is of finite type m, we know that at least one of the functions
aj,k(p0) is non-zero (otherwise the curve t 7→ (φp0(t), 0) has order of tangency with bD greater than
m at p0.) Hence by continuity and shrinking U0, we can assume that the same function aj,k(q) 6= 0
for all q ∈ U0, and in particular Al(q) > 0 for some 2 ≤ l ≤ m. It follows that

(3.2) δ
1
2 . τ(q, δ) . δ

1
m , q ∈ U0.

The definition of τ(q, δ) also implies that if δ′ < δ′′, then

(3.3) (δ/δ′′)
1
2 τ(q, δ′′) ≤ τ(q, δ′) ≤ (δ/δ′′)

1
m τ(q′, δ′′).

For δ ≥ 0 we define

(3.4) Jδ(p, ζ) =

[
δ2 + |ζ2|2 +

m∑

k=2

Ak(p)
2|ζ1|2k

] 1
2

.

For a > 0 and γ ≥ 0, we define the generalized “nonisotropic” polydisk P
(a)
δ,γ (ζ

′) centered at ζ ′ by

P
(a)
δ,γ (ζ

′) =
{
ζ ∈ C

2 : |ζ2 − ζ ′2| < a(Jδ(p, ζ
′) + γ), |ζ1 − ζ ′1| < τ

(
p, aJδ(p, ζ

′)
)
+ aγ

}
.

Lemma 3.1. Let ζ̃ ∈ {|ζ| < a} \ Ωp be such that dist(ζ̃ ,Ωp) ≈ |ζ̃|. Suppose that there exists δ̃ > 0

such that ζ̃ ∈ Sδ̃ = {ρε
δ̃
= 0}, where ε < C(p,m). Then δ̃ ≈ |ζ̃|.

Proof. Since dist(ζ̃ ,Ωp) = |ζ̃|, we can assume that for some λ0, λ1 > 0, ρ(ζ̃) ∈ (λ0|ζ̃|, λ1|ζ̃|). Since

ζ̃ ∈ Sδ̃, we have ρ(ζ̃) + εHp,δ̃(ζ̃) = 0. By [Cat89, Prop. 4.1.] there exist constants c0, C0 > 0 such

that c0Jδ̃(p, ζ̃) < −Hp,δ̃(ζ̃) < C0Jδ̃(p, ζ̃). Hence ρ(ζ̃) ∈ (c0εJδ̃(p, ζ̃), C0εJδ̃(p, ζ̃)). This implies that

c0εJδ̃(p, ζ̃) < λ1|ζ̃|, λ0|ζ̃| < C0εJδ̃(p, ζ̃).

Since δ̃ ≤ Jδ̃(p, ζ̃), the first inequality above shows that δ̃ ≤ (c0ε)
−1λ1|ζ̃|. On the other hand, by

the definition of Jδ, there exists Cρ,p such that Jδ̃(p, ζ̃) ≤ δ̃+Cρ,p|ζ̃|, so the second inequality shows

that λ0|ζ̃| ≤ C0ε(δ̃ + Cρ,p|ζ̃|). If ε ≤ λ0
2C0Cρ,p

, then |ζ̃| ≤ C−1
ρ,p δ̃. �

Lemma 3.2. There exist a sequence of points {ζj} → 0, and constant c0, C0 such that dist(ζj , bΩp) ≈
|ζj |, c02−j ≤ |ρ(ζj)| ≤ C02

−(j−1), and ρ(ζj) + εHp,δj(ζj) = 0, with δj = 2−j . The constant c0, C0

depend only on ρ, p and ε.

Proof. Denote ρεδ(ζ) = ρ(ζ)+ εHp,δ(ζ). Take ζ to be of the form (x1, y1, x2, y2) = (0, 0, x2, 0). Since

∇ρ(0) = ∂ρ
∂x2

(0) = 1, we have dist(ζ,Ωp) ≈ x2 if x2 sufficiently small. There exist some λ0, λ1 > 0

such that ρ(ζ) ∈ (λ0x2, λ1x2). By [Cat89, Prop. 4.1.], there exist 0 < c < C such that −CJδ(p, ζ) <
Hp,δ(ζ) < −cJδ(p, ζ). We seek ζ ′ in the form ζ ′ = (0, 0, x′2, 0) such that ρ(ζ ′)+ εHp,δ(ζ

′) > 0. Since

Hp,δ(ζ
′) > −CJδ(p, ζ ′) = −C(δ2 + (x′2)

2)
1
2 ≥ −C(δ + x′2),

it suffices to find ζ ′ with ρ(ζ ′)− εC(δ + x′2) = x′2 − εC(δ + x′2) > 0, or equivalently,

x′2 >
εC

1− εC
δ.

On the other hand, we seek ζ ′′ in the form (0, 0, x′′2 , 0) such that ρ(ζ ′′) + εHp,δ(ζ
′′) < 0. Since

Hp,δ(ζ
′′) < −cJδ(p, ζ ′′) = −c(δ2 + (x′′2)

2)
1
2 < −c′(δ + x′′2), c′ = c/

√
2,

it suffices to find ζ ′′ with ρ(ζ ′′)− εc′(δ + x′′2) = x′′2 − εc′(δ + x′′2) < 0, or equivalently,

x′′2 <
εc′

1− εc′
δ.
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To summarize, we choose ζ ′ = (0, 0, x′2, 0) and ζ ′′ = (0, 0, x′′2 , 0) such that

|ζ ′′| = x′′2 <
εc′

1− εc′
δ <

εC

1− εC
δ < x′2 = |ζ ′|.

For example, we can choose x′′2 = 1
2

εc
1−εcδ and x′2 = 2 εC

1−εC δ. Since ρεδ(ζ) is a continuous function

in ζ, there exists a∗ ∈
(
1
2

εc′

1−εc′ δ, 2
εC

1−εC δ
)

such that ρεδ
(
(0, 0, a∗, 0)

)
= 0. We now set δ = δj = 2−j ,

and let ζj = (0, 0, a∗j , 0) be such that ρεδj
(
(0, 0, a∗j , 0)

)
= 0. In other words ρ(ζj) + εHp,δj(ζj) = 0.

Setting c0 = 1
2

εc′

1−εc′ and C0 = εC
1−εC , we then have |ζj | = a∗j ∈ (c02

−j , C02
−(j−1)). Since ρ(ζj) ≈

dist(ζj ,Ωp) = |ζj|, by adjusting the constants c0, C0 we get ρ(ζj) ∈ (c02
−j , C02

−(j−1)). �

Lemma 3.3. There exists a constant a > 0 (independent of p, ζ ′, δ), such for ζ ′ ∈ Ωp ∩ {|ζ| < a}
and ζ ∈ P

(a)
δ,γ (ζ

′), the following estimates hold

Jδ(p, ζ) ≤ Cm,ρ
(
Jδ(p, ζ

′) + aγ
)
;

Jδ(p, ζ
′) ≤ Cm,ρ

(
Jδ(p, ζ) + aγ

)
.

Proof. For simplicity we write Jδ(ζ
′) = Jδ(p, ζ

′) and τ ′ = τ(p, aJδ(p, ζ
′)). The condition ζ ∈ P

(a)
δ,γ (ζ

′)
implies that

(3.5)
∣∣|ζ2| − |ζ ′2|

∣∣ ≤ a
(
Jδ(ζ

′) + γ
)
,
∣∣|ζ1| − |ζ ′1|

∣∣ ≤ τ ′ + aγ

Thus for ζ ∈ P
(a)
δ,γ (ζ

′), we have

(3.6)

J2
δ (ζ) = δ2 + |ζ2|2 +

m∑

k=2

[
Ak(p)

]2|ζ1|2k

≤ Cm

[
δ2 + |ζ ′2|2 +

(
aJδ(ζ

′)
)2

+ (aγ)2 +

m∑

k=2

Ak(p)
2
(
|ζ ′1|2k + (τ ′)2k + (aγ)2k

)]

By definition

(3.7) τ ′ = τ(p, aJδ(ζ
′)) ≤

(
aJδ(ζ

′)

Ak(p)

) 1
k

for 2 ≤ k ≤ m.

Plugging the above into (3.6) and using the fact that (aγ)2k < (aγ)2 (a,γ<1), we get

J2
δ (ζ) ≤ Cm,ρ

[
δ2 + |ζ ′2|2 +

(
aJδ(ζ

′)
)2

+ (aγ)2 +
m∑

k=2

[
Ak(p)

]2|ζ ′1|2k
]

≤ C ′
m,ρ

([
Jδ(ζ

′)
]2

+ (aγ)2
)
.

For the other direction, we have

[
Jδ(ζ

′)
]2

= δ2 + |ζ ′2|2 +
m∑

k=2

Ak(p)
2|ζ ′1|2k

≤ Cm

[
δ2 + |ζ2|2 +

(
aJδ(ζ

′)
)2

+ (aγ)2 +
m∑

k=2

Ak(p)
2
(
|ζ1|2k + (τ ′)2k + (aγ)2k

)]

= Cm,ρ

([
Jδ(ζ)

]2
+
(
aJδ(ζ

′)
)2

+ (aγ)2
)

Taking a < 1
2 , we get

[
Jδ(ζ

′)
]2 ≤ C ′

m,ρ

([
Jδ(ζ)

]2
+ (aγ)2

)
. Taking square root we are done. �

Proposition 3.4. There are positive constants a0 and c, and for each p ∈ U0∩bD, there is a family
of pseudoconvex domains

{
Ωδp
}
0<δ<δ0

with the following properties:
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(i) 0 ∈ bΩ∗
p, where Ω∗

p := int
[
∩0<δ<δ0Ω

δ
p

]

(ii) {ζ ∈ Ωp : 0 < |ζ| < c} ⊂ Ω∗
p ⊂ Ωδp;

(iii) For ζ ′ ∈ Ωp with |ζ ′| < c one has

P
(a0)
δ,δ (ζ ′) ⊂ Ωδp.

The constant a0 depends only on ρ not is independent of δ and ζ ′.

Proof. For simplicity we will write Jδ(p, ζ) as Jδ(ζ). Part (i) and (ii) are the same as in [Ran90,
Prop. 2.4, (i),(ii)], and we shall include the details here for the reader’s convenience. For small s
and δ > 0, define

Ws,δ(p) = {ζ ∈ C
2 : |ζ| < c and |ρ(ζ)| < sJδ(ζ)}

Catlin (see the proof of [Cat89, Prop. 4.2]) shows that c, s, ε0 and δ0 can be chosen so that for all
0 < ε < ε0, 0 < δ ≤ δ0, the set

Sδ = {ζ ∈Ws,δ(p) : ρ
ε
δ(ζ) = 0}, ρεδ(ζ) := ρ(ζ) + εHp,δ(ζ)

is a smooth pseudoconvex hypersurface (from the side ρεδ < 0), and that the constants can be chosen
independently of p ∈ U0 ∩ bD. We now fix ε0 = ε0(ρ) which is independent of δ. It follows that

Ωδp = {|ζ| < c : ρ(ζ) < 0} ∪ {ζ ∈Ws,δ(p) : ρ
ε0
δ (ζ) < 0}

is a pseudoconvex domain which satisfies

Ωp ∩ {|ζ| < c} ⊂ Ωδp ⊂
(
Ωp ∩ {|ζ| < c}

)
∪Ws,δ(p).

Define

Ω∗
p = int

⋂

0<δ<δ0

Ωδp.

Then Ω∗
p is pseudoconvex. Since ρε0δ (0) = ρ(0) + ε0Hp,δ(0) ≈ −Jδ(p, 0) = −δ, it follows that

dist(0, Sδ) . δ and thus 0 ∈ bΩ∗
p, which proves (i).

Next we prove (ii). Suppose ζ ∈ Ωp and 0 < |ζ| < c. Then ρ(ζ) ≤ 0.

ρε0δ (ζ) = ρ(ζ) + ε0Hp,δ(ζ) ≤ −ε0cJδ(ζ) ≤ −cε0
(
|ζ1|2 +

m∑

k=2

[Ak(p)]
2|ζ2|2k

) 1
2
.

For fixed ζ 6= 0, the expression on the right-hand side is a negative constant independent of δ. Also
it is clear that ζ ∈ Ws,δ(p) since ρ(ζ) ≤ 0 < cζ ≤ sJδ(ζ) uniformly for all δ. Hence ζ ∈ Ω∗

p. This
proves (ii).

We now prove (iii). First, we show that for ζ ′ ∈ Ωp ∩ {|ζ| < c}, we have

(3.8) |ρ(ζ)− ρ(ζ ′)| < Cρa
1/m
0 Jδ(ζ

′), ∀ ζ ∈ P
(a0)
δ,δ (ζ ′),

where a0 > 0 is some number to be determined. Denote

Rb(p) =
{
ζ ∈ C

2 : |ζ1| < τ(p, b), |ζ2| < b
}
,

We observe that ζ ∈ RJδ(ζ)(p). Indeed, we have |ζ2| < Jδ(ζ) and for some 2 ≤ k∗ ≤ m,

τ(p, Jδ(ζ)) =

(
Jδ(ζ)

Ak∗(p)

) 1
k∗

≥
(
Ak∗(p)|ζ1|k∗
Ak∗(p)

) 1
k∗

= |ζ1|.

By [Cat89, Prop. 1.2], we have

|Dl
1ρ(η)| . b

[
τ(ζ ′, b)

]−l
, η ∈ Rb(ζ

′).

Apply the above estimate with l = 1 and b = Jδ(η) to get

(3.9) |D1ρ(η)| . Jδ(η)
[
τ(p, Jδ(η)

]−1
, η ∈ φ−1

p (U0).
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In particular the above holds for η ∈ P
(a0)
δ,δ (ζ ′). We now compare CJδ(η) and CJδ(ζ

′) for η ∈
P

(a0)
δ,δ (ζ ′). By Lemma 3.3 we have

Jδ(η) ≤ Cm,ρ
(
Jδ(ζ

′) + a0δ
)
≤ C ′

m,ρJδ(ζ
′);

Jδ(η) ≥
(
C−1
m,ρJδ(ζ

′)− a0δ
)
≥ cm,ρJδ(ζ

′),

where we chose a0 < (2Cm,ρ)
−1. Hence

|D1ρ(η)| ≤ Cm,ρJδ(η)
[
τ(p, Jδ(η)

]−1 ≤ Cm,ρJδ(ζ
′)
[
τ(p, Jδ(ζ

′)
]−1

, η ∈ P
(a0)
δ,δ (ζ ′).

By the mean value theorem and (3.9), we have for ζ ∈ P
(a0)
δ,δ (ζ ′),

(3.10)
|ρ(ζ)− ρ(ζ ′)| ≤ CρJδ(ζ

′)τ(p, Jδ(ζ
′))−1|ζ1 − ζ ′1|+ Cρ|ζ2 − ζ ′2|

≤ CρJδ(ζ
′)τ(p, Jδ(ζ

′))−1
[
τ(p, a0Jδ(ζ

′)) + a0δ
]
+ Cρa0

[
Jδ(ζ

′) + δ
]
.

By (3.3), we have τ(p, a0Jδ(ζ
′)) ≤ a

1/m
0 τ(p, Jδ(ζ

′)). Also Jδ(ζ
′)τ(p, Jδ(ζ

′))−1 ≤ 1 by (3.2) (assume

that Jδ(ζ
′) < 1). Thus (3.10) implies |ρ(ζ) − ρ(ζ ′)| ≤ Cρ

[
a
1/m
0 Jδ(ζ

′) + a0δ
]
≤ C ′′

ρa
1/m
0 Jδ(ζ

′) for all

ζ ∈ P
(a0)
δ,δ (ζ ′). This proves (3.8).

To finish the proof we consider two different cases.

Case 1. ζ ′ ∈ Ωp ∩ {|ζ| < c} \Ws,δ(p).
By definition of Ws,δ(p) we have ρ(ζ ′) < −sJδ(ζ ′). Together with (3.8) this implies that

ρ(ζ) ≤ ρ(ζ ′) + |ρ(ζ)− ρ(ζ ′)| ≤ −sJδ(ζ ′) + Cρa
1
m
0 Jδ(ζ

′) < 0, ζ ∈ P
(a0)
δ,δ (ζ ′),

where we choose a0 < [s/Cρ]
m. Hence ζ ∈ Ωp ⊂ Ωδp.

Case 2. ζ ′ ∈ Ωp ∩ {|ζ| < c} ∩Ws,δ(p). It suffices to consider ζ ∈ P
(a0)
δ,δ (ζ ′) \ Ωp, in which case

ρ(ζ) ≥ 0. By (3.8), we have

0 ≤ ρ(ζ) ≤ ρ(ζ ′) + |ρ(ζ)− ρ(ζ ′)| ≤ Cρa
1/m
0 Jδ(ζ

′).

By our choice of a0 < [s/Cρ]
m, the last quantity is bounded by sJδ(ζ

′), which means ζ ∈ Ws,δ(p).

On the other hand, Lemma 3.3 shows that ρ(ζ) ≤ Cρa
1/m
0 Jδ(ζ

′) < C ′
ρa

1/m
0 Jδ(ζ). Hence

ρε0δ (ζ) := ρ(ζ) + ε0Hp,δ(ζ) ≤ Cρa
1
m
0 Jδ(ζ)− ε0cJδ(ζ), ζ ∈ P

(a0)

δ,δ̃
(ζ ′).

The last expression is negative if we choose a0 <
[
ε0c(Cρ)

−1
]m

. This shows that P
(a0)
δ,δ (ζ ′) ⊂ Ωδp. �

Proposition 3.5. Let p ∈ U0 ∩ bD and let Ω∗
p be the domain from Proposition 3.4. There are

positive constants c′ and γ which are independent of p such that

r(z) ≥ c′|z − p|m for |z − p| ≤ γ and z /∈ φp(Ω
∗
p).

Proof. It suffices to show that if |ζ0| < γ′ for some γ′ > 0 and ζ0 /∈ Ω∗
p, then ρ(ζ0) ≥ c|ζ|m. By

definition of Ω∗
p, there exists δ0 > 0 such that ζ0 /∈ Ωδ0p , where

Ωδ0p = {|ζ| < c : ρ(ζ) < 0} ∪ {ζ ∈Ws,δ0(p) : ρ
ε0
δ0
(ζ) < 0}.

Hence 0 < ρε0δ0(ζ0) := ρ(ζ0) + ε0Hp,δ0(ζ0), or ρ(ζ0) > −ε0Hp,δ0(ζ0) ≈ ε0Jδ0(p, ζ0). By (3.4), we have

Jδ0(p, ζ0) & |ζ2|+ |ζ1|m & |ζ|m, and the proof is done. �

Since a pseudoconvex domain D ⊂ C
2 of finite type is regular in the sense of Diederich and

Fornaess [DF77], it follows that there is a pseudoconvex domain D̂ with

D ⊂ D̂ ⋐ {z : r(z) < cγm}.
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Let µ = sup{r(z) : z ∈ bD̂}; then 0 < µ < cγm, and we can choose γ′ > 0, such that 0 < µ <
c(γ′)m < cγm. For each 0 < δ < δ0, we define the domain Dδ by

(3.11) Dδ :=
[
D̂ ∩ {z : |z − p| < γ} ∩ φp

(
Ωδp
)]

∪ {D̂ ∩ {z : |z − p| > γ′}.
We also define the domain D∗ by

(3.12) D∗ :=
[
D̂ ∩ {z : |z − p| < γ} ∩ φp

(
Ω∗
p

)]
∪ {D̂ ∩ {z : |z − p| > γ′}.

Proposition 3.6. For each 0 < δ < δ0, the domain Dδ is pseudoconvex. The same holds for D∗.

Proof. The proof is a slight modification of [Ran90, Lem. 3.15]. Denote

D1
δ = D̂ ∩ {z : |z − p| < γ} ∩ φp

(
Ωδp
)
, D2

δ = {D̂ ∩ {z : |z − p| > γ′}.
We show that Dδ is pseudoconvex at any boundary point w ∈ bDδ . If |w−p| < γ′ (resp. |w−p| > γ),
then w ∈ bD2

δ (resp. bD1
δ ). Assume now that γ′ ≤ |w − p| ≤ γ. Suppose that w /∈ φp(Ω

δ
p), then in

particular w /∈ φp(Ω
∗
p) and Proposition 3.5 shows that r(w) ≥ c|w − p|m ≥ c(γ′)m. On the other

hand, we know that w ∈ D̂, so that r(w) ≤ µ, which is a contradiction as we had chosen µ < c(γ′)m.

Hence we must have w ∈ φp(Ω
δ
p). This forces w ∈ bD̂, and thus Dδ is pseudoconvex at w. The

proof for D∗ is similar and we leave the details to the reader. �

We denote by P b1,b2(ζ ′) the polydisk

P b1,b2(ζ ′) =
{
ζ ∈ C

2 : |ζ1 − ζ ′1| < b1, |ζ2 − ζ ′2| < b2
}
.

Proposition 3.7. Let h ∈ O(Ω) and ζ ′ ∈ Ω be such that P (b1,b2)(ζ ′) ⊂ Ω. Then the following
estimate holds

(3.13) |Dαh(ζ ′)| ≤ Cα

bα1+1
1 bα2+1

2

‖h‖L2(P (b1,b2)(ζ′)).

Proof. Let 0 < r1 < b1 and 0 < r2 < b2. Denote P (b1,b2) := {ζ ∈ C
2 : |ζ1| < r1, |ζ2| < r2}. By the

Cauchy integral formula,

h(z) =
1

(2πi)2

ˆ

bP (b1,b2)(z)

h(ζ)

(ζ1 − z1)(ζ2 − z2)
dζ1 dζ2.

Taking derivatives and writing in polar coordinates ζj = zj + rje
iθj with θj ∈ [0, 2π], we get

Dαh(z) =
α!i2

(2πi)2

ˆ

[0,2π]2

h(ζ)(r1e
iθ1)(r2e

iθ2)

(ζ1 − z1)α1+1(ζ2 − z2)α2+2
dθ1 dθ2.

Multiply rα1+1
1 rα2+1

2 on both sides:

|Dαh(z)|rα1+1
1 rα2+1

2 ≤ α!

(2π)2

ˆ

[0,2π]2
|h(ζ)|r1r2 dθ1 dθ2

Now integrate rj from 0 to bj and apply Hölder’s inequality to get

bα1+2
1

α1 + 2

bα1+2
2

α2 + 2
|Dαh(z)| ≤ α!

(2π)2

ˆ b1

r1=0

ˆ b2

r2=0

ˆ 2π

θ1=0

ˆ 2π

θ1=0
|h(ζ)|r1r2 dr1 dr2 dθ1 dθ2

≤ α!

(2π)2

( ˆ

0≤rj≤bj
0≤θj≤2π

|h(ζ)|2(r1r2)2 dr1 dr2 dθ1 dθ2
) 1

2
(b1b2)

1
2 (2π)

≤ α!

2π
b1b2

(
ˆ

P (b1,b2)(ζ′)
|h(ζ)|2 dV (ζ)

) 1
2

,

which proves (3.13). �
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Let ζ̃ /∈ Ωδp and |ζ̃| < Cδ. Denote dδ(z) := dist(z, bΩδp). Suppose h ∈ O(Ωδp) satisfies

[
Mη

ζ̃,δ
(h)
]2

:=

ˆ

Ωδ
p

|h(ζ)|2(dδ)2η(ζ)
|ζ − ζ̃|2

dV (ζ) <∞.

Denote

(3.14)
β2(ζ

′) = (a0/2)
(
Jδ(p, ζ

′) + δ
)
≈ a0Jδ(p, ζ

′),

β1(ζ
′) = τ

(
p, (a0/2)Jδ(p, ζ

′)
)
+ (a0/2)δ ≈ τ

(
p, a0Jδ(p, ζ

′)
)
.

We now apply Proposition 3.7 to P (β1,β2)(ζ ′) = P
(a0/2)
δ,δ (ζ ′) ⊂ Ωδp for ζ ′ ∈ Ωp ∩ {|ζ| < c}, and we

obtain the following:

(3.15) |Dαh(ζ ′)| ≤ Cα
1

βα1+1
1

1

βα2+1
2

[
ˆ

P (β1,β2)(ζ′)
|h(ζ)|2 dV (ζ)

]1/2
.

We estimate

(3.16)

ˆ

P (β1,β2)(ζ′)
|h(ζ)|2 dV (ζ) =

ˆ

P (β1,β2)(ζ′)

|h(ζ)|2(dδ)2η(ζ)
|ζ − ζ̃|2

|ζ − ζ̃|2
(dδ)2η(ζ)

dV (ζ)

<
[
Mη

ζ̃,δ
(h)
]2

sup
ζ∈P (β1,β2)(ζ′)

|ζ − ζ̃|2
(dδ)2η(ζ)

.

To proceed, we need to estimate |ζ − ζ̃| from above and dδ(ζ) from below, for ζ ∈ P (β1,β2)(ζ ′).
We have

(3.17)

|ζ − ζ̃| ≤ |ζ − ζ ′|+ |ζ ′|+ |ζ̃|
≤ β1(ζ

′) + β2(ζ
′) + |ζ ′|+ Cδ

≤ Cρτ
(
p, Jδ(p, ζ

′)
)
+ |ζ ′|,

where we used the assumption |ζ̃| < Cδ. Note that that the constant Cρ depends on a0. By
Proposition 3.4, we have

P
(a0)
δ,δ (ζ ′) =

{
ζ ∈ C

2 : |ζ2 − ζ ′2| < a0(Jδ(p, ζ
′) + δ), |ζ1 − ζ ′1| < τ

(
p, a0Jδ(p, ζ

′)
)
+ a0δ

}
⊂ Ωδp.

Thus for w ∈ bΩδp, we must either have

(i) |w2 − ζ ′2| ≥ a0
(
Jδ(p, ζ

′) + δ
)
= 2β2;

or
(ii) |w1 − ζ ′1| ≥ τ

(
p, a0Jδ(p, ζ

′)
)
+ a0δ.

If |w2 − ζ ′2| ≥ 2β2, then

(3.18) |w2 − ζ2| ≥ |w2 − ζ ′2| − |ζ ′2 − ζ2| ≥ 2β2 − β2 = β2 ≈ a0Jδ(p, ζ
′).

If |w1 − ζ ′1| ≥ τ
(
p, a0Jδ(p, ζ

′)
)
+ a0δ, then by using (3.3),

(3.19)

|w1 − ζ1| ≥ |w1 − ζ ′1| − |ζ ′1 − ζ1|
≥ τ

(
p, a0Jδ(p, ζ

′)
)
+ a0δ −

[
τ
(
p,
a0
2
Jδ(p, ζ

′)
)
+
a0
2
δ
]

≥ (21/m − 1)τ
(
p,
a0
2
Jδ(p, ζ

′)
)
+
a0
2
δ

≥ Cρ
[a0
2
Jδ(p, ζ

′)
]1/2 ≥ C ′

ρJδ(p, ζ
′).

Together, (3.18) and (3.19) imply that |w − ζ| ≥ CρJδ(p, ζ
′), which means

(3.20) dδ(ζ) ≥ CρJδ(p, ζ
′) for ζ ∈ P

(a0)
δ,δ (ζ ′).
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Using (3.17) and (3.20) in (3.16), we get

ˆ

P
(a0/2)
δ,δ (ζ′)

|h(ζ)|2 dV (ζ) ≤ Cρ
[
Mη

ζ̃,δ
(h)
]2
[
τ(p, Jδ(p, ζ

′) + |ζ ′|
]2

[
Jδ(p, ζ ′)

]2η .

Using the above estimate and (3.14) in (3.15), and denoting τ = τ(p, Jδ(p, ζ
′)), we get

(3.21)

|Dαh(ζ ′)| ≤ Cρ,α
1

τα1+1

1
[
Jδ(p, ζ ′)

]α2+1

τ + |ζ ′|[
Jδ(p, ζ ′)

]ηMη

ζ̃,δ
(h)

≤ Cρ,α

(
1

τα1 [Jδ(p, ζ ′)]α2+1+η
+

|ζ ′|
τα1+1[Jδ(p, ζ ′)]α2+1+η

)
Mη

ζ̃,δ
(h).

By the Taylor expansion of ρ ((3.1)), we have

(3.22) Jδ(p, ζ
′) ≥ cρ

(
δ + |ρ(ζ ′)|+ |(ζ ′)2|+ |ζ ′|m

)
,

which then implies

τ = τ
(
p, Jδ(p, ζ

′)
)
≥ cρ

[
Jδ(p, ζ

′)
]1/2 ≥ cρJδ(p, ζ

′) ≥ c′ρ
(
δ + |ρ(ζ ′)|+ |(ζ ′)2|

)
.

On the other hand, by definition we have for some 2 ≤ l0 ≤ m,

τ
(
p, Jδ(p, ζ

′)
)
=

(
Jδ(p, ζ

′)

Al0(p)

)1/l0

≥
(
Al0(p)|(ζ ′)1|l0

Al0(p)

)1/l0

= |(ζ ′)1|.

Hence

(3.23) τ
(
p, a0Jδ(p, ζ

′)
)
≥ cρ

[
δ + |ρ(ζ ′)|+ (ζ ′)1 + (ζ ′)2

]
≥ cρ

(
δ + |ρ(ζ ′)|+ |ζ ′|

)
.

Combining (3.21) with (3.22), we obtain the following

Lemma 3.8. Let ζ̃ /∈ Ωδp and |ζ̃| < Cδ. Suppose h ∈ O(Ωδp) and Mη

ζ̃,δ
(h) < ∞ for some η > 0.

Then for ζ ′ ∈ Ωp with |ζ ′| < c the following estimate holds:

(3.24) |Dαh(ζ ′)| ≤ Cρ,α
Mη

ζ̃,δ
(h)

(
δ + |ρ(ζ ′)|+ |ζ ′|

)α1
(
δ + |ρ(ζ ′)|+ |ζ ′2|+ |ζ ′1|m

)α2+1+η .

We now pull back the estimates onto the original domain via the biholomorphic map φp. For
q /∈ Dδ, we denote

Iηq,δ[h] :=

[
ˆ

Dδ

|h(ζ)|2
|ζ − q|2 dist

2η
bDq

(ζ)dV (ζ)

] 1
2

, Li = dφp

(
∂

∂ζi

)
, i = 1, 2.

The following result is an immediate consequence of the lemma above. Recall that Dδ given by
(3.11).

Lemma 3.9. Let q /∈ Dδ and suppose that |q − p| < Cδ. Let h ∈ O(Dδ) with Iηq,δ[h] <∞ for some

η > 0. Then for z ∈ D with |z − p| < c the following estimate holds:

|Lα1
1 Lα2

2 h(z)| ≤ Cr,α
Iηq,δ(h)[

δ + |r(z)|+ |z − p|
]α1
[
δ + |r(z)|+ |g(p, z)| + |z − p|m

]α2+1+η .

The following result is known as the Skoda’s division theorem, which we shall use to construct
holomoprhic support functions.
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Proposition 3.10. [Sko72, Thm 1] Let Ω be an pseudoconvex domain in C
n, and ψ be a plurisub-

harmonic function in Ω. Let g1, g2, . . . , gm be a system of m functions holomorphic in Ω. Let α > 1
and µ = min{n,m− 1}. Let f be a holomorphic function in Ω such that

ˆ

Ω
|f |2|g|−2αµ−2e−ψ dV (z) <∞.

Then there exist h1, h2, . . . , hm holomorphic in Ω such that f =
∑m

i=1 gihi and
ˆ

Ω
|h|2|g|−2αµe−ψ dV (z) ≤ α

α− 1

ˆ

Ω
|f |2|g|−2αµ−2e−ψ dV (z).

For q ∈ U0 \D with |q − p| < Cr(q), we want to apply Skoda’s theorem to obtain holomorphic
functions on a domain D∗(q) associated with q, and satisfying

ˆ

D∗(q)

|hη,i(q, z)|2
|z − q|2

[
dist(z,D∗(q))

]2η
dV (z) < C,

for some constant C independent of q.
We now describe how to construct such domain D∗(q). Fix p ∈ bD, and let {ζj} /∈ Ωp, {δj} > 0 be

the sequence given by Lemma 3.2, such that ζj ∈ bΩ
δj
p and |ρ(ζj)| ≈ δj = 2−j . Denote qj := φp(ζj),

so then |r(qj)| ≈ δj , for all j. For each q ∈ U0 \D with |q − p| < Cr(q), let j∗ = j∗(q) = max{j :

r(qj) ≤ r(q) < r(qj−1)}, so that r(q) ≥ r(qj∗). Since r(qj) ∈
(
c02

−j , C02
−(j−1)

)
for all j, we have

r(q) ≤ r(qj∗−1) ≤ C02
−(j∗−2) = 4C0c

−1
0 c02

−j∗ ≤ C1r(qj∗), C1 = 4C0c
−1
0 .

Hence r(q) ≈ r(qj∗), which implies that |q − p| < Cr(q) ≈ Cr(qj∗) ≈ Cδj∗ .
Let D∗(q) := Dδj∗ be given by (3.11). By Proposition 3.6, D∗(q) is pseudoconvex, so we can

apply Proposition 3.10 to D∗(q).

Proposition 3.11. For each η > 0 there is a constant CD,η such that for q ∈ U0 \ D there are
functions hη,i(q, ·) ∈ O(D∗(q)), i = 1, 2 such that

(3.25) hη,1(q, z)(z1 − q1) + hη,2(q, z)(z2 − q2) = 1, z ∈ D∗(q).

Furthermore, we have

(3.26)

ˆ

D∗(q)

|hη,i(q, z)|2
|z − q|2

[
dist(z,D∗(q))

]2η
dV (z) < CD,η.

Similarly, there are holomorphic functions hη,i(p, ·) ∈ O(D∗), i = 1, 2 which satisfy (3.25) and
(3.26). The domain D∗ is given by (3.12)

Proof. Since D∗(q) is pseudoconvex, the function − log dist(z,D∗(q)) is a plurisubharmonic function

in D∗(q). We show that q /∈ D∗(q) = Dδj∗ , or r(q) + εH̃p,δj∗ (q) ≥ 0. Denote ζ0 = φ−1
p (q) and

ζj∗ = φ−1
p (qj∗). Since ζj∗ ∈ bΩ

δj∗
p , we have ρδj∗ ,ε(ζj∗) = 0. Note that Jδj (p, ζ0) & Jδj (p, ζj), since

ζj = (0, 0, xj2, 0), ζ0 = (x1, y1, x2, y2), and x2 ≈ r(q) ≈ r(qj) ≈ xj2 > 0. Using −C0J(p, ζj) ≤
Hp,δj(ζj) < −c0Jδj (p, ζj), we obtain

Hp,δj∗ (ζ0) ≥ −C0Jδj∗ (p, ζ0) & −C0Jδj∗ (p, ζj) = (C0c
−1
0 )
[
−c0Jδj∗ (p, ζj)

]
≥ c1Hp,δj∗ (ζj).

It follows that

ρ(ζ0) + εHp,δj∗ (ζ0) ≥ c1ρ(ζj∗) + εc1Hp,δj∗ (ζj∗) = c1ρδj∗ ,ε(ζj∗) = 0,

which shows that q /∈ D∗(q). We wish to apply Proposition 3.10 to D∗(q) with α = 1+ η/2, µ = 1,
f ≡ 1, g = z−q and ψ = −2η log dist(·,D∗(q)). Notice that since q /∈ D∗(q), dist(z,D∗(q)) ≤ |z−q|
for all z ∈ D∗(q). It follows that
ˆ

D∗(q)
|f |2|g|−2αµ−2e−ψ dλ =

ˆ

D∗(q)
|z − q|−4−η

[
dist(z,D∗(q))

]2η
(z) .

ˆ

D∗(q)
|z − q|−4+η < CD,η,
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where the constant CD,η is independent of q and qj∗. Hence there exist functions hη,i(q, ·) that are

holomorphic in D∗(q),
∑2

i=1 hη,i(q, z)(zi − qi) = 1, and hη,i(q, ·) satisfies the estimate:
ˆ

D∗(q)

|hη,i(q, z)|2
|z − q|2

[
dist(z,D∗(q))

]2η
(z) dV (z) ≤ CD,η. �

The proof for the case p ∈ bD is similar we will leave the details to the reader.

Combining Proposition 3.11 with Lemma 3.9, we get

Proposition 3.12. Let q ∈ U0 \ D and suppose that |q − p| < Cr(q). There exist functions
hη,i(q, ·) ∈ O(D∗(q)), i = 1, 2 such that

hη,1(q, z)(z1 − q1) + hη,2(q, z)(z2 − q2) = 1, z ∈ D∗(q).

Furthermore, for z ∈ D with |z − p| < c the following estimate holds:
(3.27)

|Lα1
1 Lα2

2 hη,i(q, z)| ≤ CD,α
Iηq (h)[

r(q) + |r(z)|+ |z − p|
]α1
[
r(q) + |r(z)| + |g(p, z)| + |z − p|m

]α2+1+η .

In particular,

(3.28) |h(q, z)| ≤ CD
Iηq (h)[

r(q) + |r(z)|+ |g(p, z)| + |z − p|m
]1+η .

Proof. We take hη,i to be the ones constructed in Proposition 3.11. In view of (3.26), and since
q /∈ D∗(q), |q − p| < Cr(q) < C ′δj∗ , we can apply Lemma 3.9 with Dδ replaced by D∗(q) = Dδj∗ ,
and δ replaced by δj∗ . The estimate then follows by the fact that δj∗ ≈ r(qj∗) ≈ r(q). �

Note that the functions hη,i come from Skoda’s theorem applied to the domain D∗(q), and it
is not known how the functions hη,i(q, ·) depend on q. To address this issue we apply the trick
of Range to show that if z is restricted to a compact subset of D, then hη,i can be replaced by
functions which are smooth in q ∈ U0 \D, while essentially preserving all the relevant properties.
In our case, since q does not need to be the boundary, we need to impose the additional condition
that |q − p| < Cr(q), for some fixed C > 1.

For 0 < ǫ < ǫ0, let

D′
ǫ = {δbD′

ǫ
(z) < 0}, δbD′

ǫ
(z) := r(z) + ǫ.

To simplify notation we will fix η > 0 and drop the subscript η in hη,i. For q ∈ U0 \D, define

Φq(ζ, z) :=

2∑

i=1

hi(q, z)(zi − ζi).

Then Φq ∈ C∞
(
C
2 × D∗(q)

)
⊂ C∞

(
C
2 × D

)
, hi(q, ·) ∈ O(D∗(q)) ⊂ O(D), and Φq(q, z) ≡ 1 on

D∗(q) and in particular on D. Since hi(q, ·) is continuous on D∗(q) and D′
ǫ ⋐ D∗(q), we have

|hi(q, z)| ≤ Cq,ǫ(h) for all z ∈ D′
ǫ, where Cq,ǫ(h) is an upper bound of |hi(q, ·)| on D′

ǫ. This implies
that

|Φq(ζ, z)− Φq(q, z)| =
∣∣∣∣∣

2∑

i=1

hi(q, z)(qi − ζi)

∣∣∣∣∣ ≤ 2Cq,ǫ(h)|ζ − q|.

Hence if we take |ζ − q| < εq,ε =
[
4Cq,ǫ(h)

]−1
, then |Φq(ζ, z)− Φq(q, z)| < 1/2. In other words,

|Φq(ζ, z)| ≥
1

2
for (ζ, z) ∈ B(q, εq,ǫ)×D′

ǫ.
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We now set

(3.29) hq,i(ζ, z) =
hi(q, z)

Φq(ζ, z)
, Φq(ζ, z) :=

2∑

i=1

hi(q, z)(zi − ζi).

Then hq,i ∈ C∞
(
B(q, εq,ǫ)×D′

ǫ

)
, holomorphic in z ∈ D′

ǫ, and

2∑

i=1

hq,i(ζ, z)(ζi − zi) = 1 on B(q, εq,ǫ)×D′
ǫ.

By Proposition 3.12 and (3.29), we have for ζ ∈ B(q, εq,ǫ) and z ∈ D′
ǫ with |z − p| < c,

(3.30) |hq,i(ζ, z)| . |hi(q, z)| ≤
CD,η[

r(q) + ǫ+ |r(z)| − ǫ+ |g(p, z)| + |z − p|m
]1+η .

We need to change q to ζ on the above right-hand side. For this we need to estimate εq,ǫ :=

c∗[Cq,ǫ(h)]
−1, where Cq,ǫ(h) is any upper bound of hi(q, ·) on D′

ǫ (as defined right below), and c∗ is
some small constant to be determined. By (3.28), we have

(3.31) |hi(q, z)| ≤
CD,η[

r(q) + |r(z)|
]1+η ≤ CD,η[

r(q) + ǫ
]1+η := Cq,ǫ(h), z ∈ D′

ǫ.

Hence if we set c∗ <
(
8‖r‖1

)−1
, then

εq,ǫ = c∗[Cq,ǫ(h)]
−1 = c∗C

−1
D,η

[
r(q) + ǫ

]1+η
<

1

8‖r‖1
(
r(q) + ǫ

)
,

where we assume that CD,η > 1. This implies that |r(ζ) − r(q)| ≤ ‖r‖1|ζ − q| < 1
8(r(q) + ǫ) for

ζ ∈ B(q, εq,ǫ), and consequently

r(q) + ǫ ≥ r(ζ)− |r(ζ)− r(q)|+ ǫ ≥ r(ζ)− 1

8
r(q) +

7

8
ǫ.

or (9/8)r(q) + ǫ ≥ r(ζ) + (7/8)ǫ. This further implies that (9/8)(r(q) + ǫ) ≥ (7/8)(r(ζ) + ǫ) and

(3.32)
1

2
(r(q) + ǫ) ≥ 1

3
(r(ζ) + ǫ)

By similar reasoning, if we set εq,ǫ := c∗[Cq,ǫ(h)]
−1 with c∗ <

[
8‖g‖1

]−1
, ‖g‖1 := sup|z−p|<a1 ‖g(·, z)‖1

we get

(3.33) |g(q, z)| ≥ |g(ζ, z)| − 1

8

(
r(q) + ǫ

)
, ζ ∈ B(q, εq,ǫ),

We would like to bound g(p, z) below by g(q, z) − 1
8

(
r(q) + ǫ

)
. However this would require that

|p− q| to be less than
(
8‖g‖1

)−1(
r(q)+ ǫ

)
which is clearly impossible since |p− q| ≈ r(q) (r(p) = 0).

To fix this issue, we replace |g(p, z)| by the smaller quantity | Im g(p, z)|, which in view of Lemma 3.14

below can be used as local coordinate on bD. As a result, if we choose |pT−qT | <
(
8‖g‖1

)−1
(r(q)+ǫ),

where pT denotes the projection of p on bD, then

|Im g(p, z) − Im g(q, z)| ≤ ‖g‖1|pT − qT | ≤ 1

8
(r(q) + ǫ),

which implies | Im g(p, z)| ≥ | Im g(q, z)| − 1
8

(
r(q) + ǫ

)
. Now (3.33) clearly holds with g replaced by

Im g. Thus

(3.34) | Im g(p, z)| ≥ | Im g(ζ, z)| − 1

4

(
r(q) + ǫ

)
, ζ ∈ B(q, εq,ǫ).
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Now, |z − p| < a1, |p − q| < Cr(q) < c1 and |q − ζ| < εq,ǫ, so there exists C1 > 0 such that
‖| · −z|m‖1 ≤ Cm on some fixed ball centered at p and contains z, q, ζ in the given range. Hence if
we set εq,ǫ = c∗[Cq,ǫ(h)]

−1 with c∗ < (8Cm)
−1, and argue the same way as for (3.33), we get

(3.35) |zT − qT |m ≥ |zT − ζT |m − 1

8
(r(q) + ǫ), ζ ∈ B(q, εq,ǫ).

Likewise, by choosing |qT − pT | < (8Cm)
−1
(
r(q) + ǫ

)
, we get

∣∣|zT − pT |m − |zT − qT |m
∣∣ ≤ Cm(8Cm)

−1
(
r(q) + ǫ

)
≤ 1

8

(
r(q) + ǫ

)
.

Thus we have

(3.36) |zT − pT |m ≥ |zT − qT |m − 1

8

(
r(q) + ǫ

)
, |q − p| < Cr(q).

Together, (3.35) and (3.36) imply that

(3.37) |zT − pT |m ≥ |zT − ζT |m − 1

4

(
r(q) + ǫ

)
, ζ ∈ B(q, εq,ǫ), |qT − pT | < (8Cm)

−1
(
r(q) + ǫ

)
.

For each p ∈ U0 ∩ bD, we define the set

U ′
p,ǫ =

{
q ∈ U0 \D : |p− q| < Cr(q) and |pT − qT | < 1

8C ′
m

(
r(q) + ǫ

)}
,

where C ′
m = max

{
Cm, ‖g‖1

}
. Here the important fact is that for all ǫ → 0, the set U ′

p,ǫ contains
the “cone”: {

q ∈ Up : |pT − qT | < c r(q)
}
.

Without loss of generality we assume that C ′
m > 1 so that |pT − qT | < 1

8

(
r(q) + ǫ

)
for q ∈ U ′

p,ǫ.

Using estimates (3.32), (3.37), (3.34) and (3.38) in (3.30), we conclude that if εq,ǫ = c∗[Cq,ǫ(h)]
−1 <

c∗
(
r(q)+ǫ

)
, where c∗ is a sufficiently small constant depending only on r and p, then for each q ∈ U ′

p,ǫ,

|hq,i(ζ, z)| ≤
Cr,η[

r(ζ) + ǫ+ |r(z)| − ǫ+ |g(ζ, z)| + |z − ζ|m
]1+η .

If ǫ is sufficiently small, δbD′
ǫ
(z) := r(z) + ǫ is a defining function for the domain D′

ǫ, and

(3.38) |r(z)| − ǫ = −r(z)− ǫ = −δbD′
ǫ
(z), z ∈ D′

ǫ.

Thus we have

|hq,i(ζ, z)| ≤
Cr,η[

Γǫ(ζ, z)
]1+η , Γǫ(ζ, z) := δbD′

ǫ
(ζ)− δbD′

ǫ
(z) + | Im g(ζ, z)| + |z − ζ|m.

Next we estimate the z-derivatives of hq,i. By (3.29) and (3.27) we have

(3.39)

|Lα1
1 Lα2

2 hq,i(ζ, z)| . |Lα1
1 Lα2

2 hi(q, z)| .
Cα,η[

r(q) + |r(z)|+ |z − p|
]α1
[
Γǫ(ζ, z)

]α2+1+η

=
Cα,η[

rǫ(q)− δbD′

ǫ
(z) + |z − p|

]α1
[
Γǫ(ζ, z)

]α2+1+η ,

where we used that r(q) + |r(z)| = r(q) + ǫ + |r(z)| − ǫ = rǫ(q) − δbD′
ǫ
(z). By (3.32) we get

1
2(r(q)+ǫ) ≥ 1

3

(
r(ζ)+ǫ

)
, and similar estimate as in (3.35) shows that |zT−qT | ≥ |zT−ζT |−1

8

(
r(q)+ǫ

)

for ζ ∈ B(q, εq,ǫ). Since

∣∣∣∣zT − pT
∣∣−
∣∣zT − qT

∣∣∣∣ ≤ |pT − qT | < 1

8

(
r(q) + ǫ

)
, q ∈ U ′

p,ǫ,

we get

|zT − pT | ≥ |zT − qT | − 1

8

(
r(q) + ǫ

)
, q ∈ U ′

p,ǫ.
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Consequently

|zT − pT | ≥ |zT − ζT | − 1

4

(
r(q) + ǫ

)
, q ∈ U ′

p,ǫ and ζ ∈ B(q, εq,ǫ).

It follows from (3.39) that for z, q, ζ in the chosen ranges,

|Dα
z hq,i(ζ, z)| .

Cα,η[
δbD′

ǫ
(ζ)− δbD′

ǫ
(z) + |zT − ζT |

]α1
[
Γǫ(ζ, z)

]α2+1+η .
Cα,η

|z − ζ|α1
[
Γǫ(ζ, z)

]α2+1+η .

By compactness, finitely many sets B(q1, εq1,ǫ), . . . , B(qN , εqN ,ǫ) will cover U ′
p,ǫ. By our choice

of c∗, the value Cq,ǫ given by (3.31) and the fact that all the qi-s are in U0 \ D, the constants
εqi,ǫ := c∗[Cqi,ǫ(h)]

−1 are bounded uniformly below by a constant depending only on ρ and ǫ.
Choose a partition of unity χν ∈ C∞

c (B(qν , εqν ,ǫ)) with 0 ≤ χν ≤ 1, for ν = 1, . . . , N and∑N
ν=1 χν ≡ 1 on U0 \D. Set

hǫi(ζ, z) =

m∑

ν=1

χν(ζ)hqν ,i(ζ, z), for ζ ∈ U ′
p,ǫ and z ∈ D′

ǫ .

We now summarize the properties of hǫi .

Proposition 3.13. For each sufficiently small ǫ > 0 there are functions hǫi ∈ C∞
(
(U ′

p,ǫ) × D′
ǫ

)
,

i = 1, 2 with the following properties:

(i) hǫ1(ζ, z)(z1 − ζ1) + hǫ2(ζ, z)(z2 − ζ2) = 1;

(ii) hǫi(ζ, ·) ∈ O(D′
ǫ), for ζ ∈ U ′

p,ǫ;

(iii)
∣∣∣Dα

z h
(ǫ)
i (ζ, z)

∣∣∣ . Cα,η

|z − ζ|α1
[
Γǫ(ζ, z)

]α2+1+η , |z − ζ| < c.

Γǫ(ζ, z) = δbD′
ǫ
(ζ)− δbD′

ǫ
(z) + | Im g(ζ, z)| + |z − ζ|m.

For fixed ǫ, and z ∈ D′
ǫ, the functions h

(ǫ)
i (·, z) are defined in a neighborhood U ′

p,ǫ of an arbitrary
point p ∈ bD. By compactness of bD, we can use a partition of unity in ζ to patch together the

functions h
(ǫ)
i to obtain smooth functions w

(ǫ)
i on (U \D)×D′

ǫ, where U is some fixed neighborhood

of D that does not shrink with ǫ. Furthermore, w
(ǫ)
i satisfies the same properties (i)-(iii) as h

(ǫ)
i in

Proposition 3.13.

Lemma 3.14. Let p0 ∈ bD, one can find a neighborhood V of p0 such that for all z ∈ V, there exists
a coordinate map φz : V → C

n given by φz : ζ ∈ V → (s, t) = (s1, s2, t1, t2), where s1 = δbD′
ǫ
(ζ).

Moreover, for z ∈ V ∩D′
ǫ and ζ ∈ V \D′

ǫ, the function Γǫ(ζ, z) satisfies

(3.40) |Γǫ(z, ζ)| ≥ c
(
|δbD′

ǫ
(z)| + s1 + |s2|+ |t|m

)
, δbD′

ǫ
(z) := dist(z, bD′

ǫ),

(3.41) |ζ − z| ≥ c(s1 + |s2|+ |t|),
for some constant c depending on the domain.

Proof. It suffices to show that for fixed z sufficiently close to a boundary point p0 ∈ bD, the function
ζ → Im g(ζ, z) can be introduced as a (real) local coordinate on bD. Let U0 be the neighborhood
of p0 such that corresponding to each p ∈ U0, there exists a biholomorphic map φp given in the
beginning of Section 3. We are done if we can show that

dr(p0) ∧ dζ Im g(p0, p0) 6= 0.
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Recall that g(p, z) =
(
φ−1
p

)(2)
(z). Since φ−1

p (p) = 0, we have g(p, p) = 0 for all p ∈ U0. Thus
∇ζg(p, p) = −∇zg(p, p). Hence it suffices to show that

(3.42) dr(p0) ∧ dz Im g(p0, p0) 6= 0.

Without loss of generality, we can assume that dr(p0) = dx2. Denote z′ = φ−1
p0 (z). Then r(z) =

ρ(z′), and

ρ(z′) = Re z′2 +O(|z′|2), z′2 = (φ−1
p0 )

(2)(z) = g(p0, z).

we have

1

2
=

∂r

∂z2
(p0) =

∂ρ

∂z′2
(0)

∂z′2
∂z2

(p0) =
1

2

∂z′2
∂z2

(p0), and 0 =
∂r

∂z1
(p0) =

∂ρ

∂z′2
(0)

∂z′2
∂z1

(p0) =
1

2

∂z′2
∂z1

(p0).

Thus
∂z′2
∂z2

(p0) = 1 and
∂z′2
∂z1

(p0) = 0. This implies that

dz Im g(p0, p0) = dz Im z′2(p0) =
1

2i

[
dzz

′
2(p0)− dzz

′
2(p0)

]
=

1

2i
(dz2 + dz2) = dy2.

Hence dr(p0) ∧ dz Im g(p0, p0) = dx2 ∧ dy2 6= 0. This shows that if U0 is a sufficiently small
neighborhood of p0, then for each z ∈ U0, ζ → Im g(ζ, z) can be used as a coordinate on U0 ∩ bD.
In fact, by proving (3.42) we have also shown that for fixed ζ ∈ U0, the function z → Im g(ζ, z) can
be introduced as a (real) local coordinate on U0 ∩ bD. �

4. Estimates for the ∂ homotopy operator

The Leray maps wǫi defined on (ζ, z) ∈ U ×D′
ǫ allow us to construct a ∂ homotopy formula on

the domain D′
ǫ. Let W (ǫ)(z, ζ) = w

(ǫ)
1 (ζ, z)dζ1 + w

(ǫ)
2 (ζ, z)dζ2.

Let Ω be a pseudoconvex domain of finite type m in C
2. Suppose ϕ is a (0, 1)-form such that ϕ

and ∂ϕ are in C∞(Ω). We will show that the following ∂ homotopy formula

ϕ = ∂Hqϕ+Hq+1∂ϕ

holds in the sense of distributions. Our homotopy operator H has the form

(4.1) Hϕ = H0ϕ+H1ϕ,

where

H0ϕ(z) :=

ˆ

U
K0(z, ·) ∧ Eϕ, H1ϕ(z) :=

ˆ

U\Ω
K01(z, ·) ∧ [∂, E ]ϕ.(4.2)

Here E is an extension operator satisfying the boundedness properties in Corollary 2.15, and
supp Eϕ ⊂ U for all ϕ. To achieve this we simply multiply the Rychkov extension operator with a
smooth cut-off function χ and denote this new operator by E .

K0(z, ζ) =
1

(2πi)n

〈
ζ − z , dζ

〉

|ζ − z|2 ∧
(
∂ζ,z

〈
ζ − z , dζ

〉

|ζ − z|2

)
, ∂ζ,z = ∂ζ + ∂z;(4.3)

K01(z, ζ) =
1

(2πi)2

〈
ζ − z , dζ

〉

|ζ − z|2 ∧ 〈W,dζ〉
〈W, ζ − z〉 =

1

(2πi)2

〈
ζ − z , dζ

〉

|ζ − z|2 ∧ 〈W,dζ〉(4.4)

We set K1
0,−1 = 0 and K0,1

0,−1 = 0.

Proposition 4.1. For any s > 0 and 1 < p < ∞, the operator H0 is Hs,p(D′
ǫ) → Hs+1,p(D′

ǫ)
bounded and Λs(D′

ǫ) → Λs+1(D′
ǫ) bounded. More precisely, there exists a constant C depending only

on s, the dimension n, and dist(D,U) such that

(4.5) ‖H0ϕ‖Hs+1,p(D) ≤ C‖ϕ‖Hs,p(D), ‖H0ϕ‖Λs+1(D) ≤ C‖ϕ|Λs(D).
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Proof. Let f be a coefficient function of Eϕ. In view of (4.3), H0ϕ can be written as a finite linear
combination of

ˆ

U

ζ i − zi

|ζ − z|4 f(ζ) dV (ζ) =
1

n− 1

ˆ

U
∂zi
(
|ζ − z|−2

)
f(ζ) dV (ζ) = c0∂zi(N ∗ f)(z),

where N denotes the Newtonian potential. The estimates are now standard. We first show that for
any non-negative integer k and 0 < α < 1,

(4.6) ‖N ∗ f‖W k+2+α,p(U) ≤ Cn,k,p‖f‖W k+α,p(U), ‖N ∗ f‖Λk+2+α(U) ≤ Cn‖f‖Λk+α,p(U).

For k = 0, the reader can refer to [GT01, Thm 4.6] for the case of Hölder space, and [GT01, Thm
9.9, p. 230] for the case of Sobolev space. For k ≥ 1, one can apply integration by parts and use the
fact that f is compactly supported in U to move derivatives from the kernel to f (see for example
[Shi21, Prop. 3.2]), we leave the details to the reader. Once (4.6) is established, the general case
follows from interpolation (Proposition 2.20). �

Lemma 4.2. Let β ≥ 0, α > −1, and let 0 < δ < 1
2 . If α < β − 1

m , then
ˆ 1

0

ˆ 1

0

ˆ 1

0

sα1 t ds1 ds2 dt

(δ + s1 + s2 + tm)2+β(δ + s1 + s2 + t)
≤ Cα,βδ

α−β+ 1
m .

Proof. Partition the domain of integration into seven regions:
R1 : t > tm > δ, s1, s2. We have

I ≤
ˆ 1

δ
1
m

t

t2m+mβt

(
ˆ tm

0
sα1 ds1

)(
ˆ tm

0
ds2

)
dt ≤ C

ˆ 1

δ
1
m

tm(α−β) dt ≤ Cδα−β+
1
m .

R2 : t > δ > tm, s1, s2. We have

I ≤ δ−2−β



ˆ δ

1
m

δ

t

t
dt



(
ˆ δ

0
sα1 ds1

)(
ˆ δ

0
ds2

)
≤ Cδα−β+

1
m .

R3 : t > s1 > δ, tm, s2. We have

I ≤
ˆ 1

δ

sα1

s2+β1

(
ˆ s

1/m
1

0

t

t
dt

)(
ˆ s1

0
ds2

)
ds1 ≤ C

ˆ 1

δ
s
α−β+ 1

m
−1

1 ds1 ≤ Cδα−β+
1
m .

R4 : t > s2 > δ, tm, s1. We have

I ≤
ˆ 1

δ

1

s2+β2

(
ˆ s

1/m
2

0

t

t
dt

)(
ˆ s2

0
sα1 ds1

)
ds2 ≤ C

ˆ 1

δ
s
α−β+ 1

m
−1

2 ds2 ≤ Cδα−β+
1
m .

R5 : δ > t, tm, s1, s2. We have

I ≤ δ−2−βδ−1

(
ˆ δ

0
t dt

)(
ˆ δ

0
sα1 ds1

)(
ˆ δ

0
ds2

)
≤ Cδα−β+1.

R6 : s1 > δ, t, tm, s2. We have

I ≤
ˆ 1

δ

sα1

s2+β1 s1

(
ˆ s1

0
t dt

)(
ˆ s1

0
ds2

)
ds1 ≤ C

ˆ 1

δ
sα−β1 ds1.

R7 : s2 > δ, t, tm, s1. We have

I ≤
ˆ 1

δ

1

s2+β2 s2

(
ˆ s2

0
t dt

)(
ˆ s2

0
sα1 ds1

)
ds2 ≤ C

ˆ 1

δ
sα−β2 ds2.
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Here the constants depend only on α and β. For R6 and R7, we have

ˆ 1

δ
rα−βdr ≤





C, α− β > −1,

C(1 + | log δ|), α− β = −1,

Cδα−β+1, α− β < −1,

which is bounded by Cδα−β+
1
m in all cases. �

Lemma 4.3. Let β ≥ 0, α > −1, α < β − 1
m , and let 0 < δ < 1

2 . Denote δbD′
ǫ
(z) := dist(z, bD′

ǫ).
Then for any z, ζ ∈ U :
ˆ

U\D′
ǫ

[
δbD′

ǫ
(ζ)
]α
dV (ζ)

|Γǫ(z, ζ)|2+β |ζ − z| ≤ C
[
δbD′

ǫ
(z)
]α−β+ 1

m ;

ˆ

D′
ǫ

[
δbD′

ǫ
(z)
]α
dV (z)

|Γǫ(z, ζ)|2+β |ζ − z| ≤ C
[
δbD′

ǫ
(ζ)
]α−β+ 1

m ,

where the constants depends only on α, β, D and U , and is independent of ǫ.

Proof. By Lemma 3.14, near each ζ0 ∈ bΩ there exists a neighborhood Vζ0 of ζ0 and a coordinate
system ζ 7→ (s = (s1, s2), t) ∈ R

2 × R
2 such that

|Γǫ(z, ζ)| & dist(z, bD′
ǫ) + |s1|+ |s2|+ |t|m, |ζ − z| & |(s1, s2, t)|(4.7)

for z ∈ Vζ0 ∩ Ω and ζ ∈ Vζ0 \ Ω, with |s1(ζ)| ≈ δbD′

ǫ
(ζ). By switching the roles of z and ζ, we can

also find a coordinate system z 7→ (s̃ = (s̃1, s̃2), t̃) ∈ R
2 × R

2 such that

|Γǫ(z, ζ)| & dist(ζ, bD′
ǫ) + |s̃1|+ |s̃2|+ |t̃|2, |ζ − z| & |(s̃1, s̃2, t)|(4.8)

for z ∈ Vζ0 ∩ D′
ǫ and ζ ∈ Vζ0 \D′

ǫ, with |s̃1(z)| ≈ δbD′

ǫ
(z). By partition of unity in both z and ζ

variables and (4.7), we have
ˆ

U\D′
ǫ

[
δbD′

ǫ
(ζ)
]α
dV (ζ)

|Γǫ(z, ζ)|2+β |ζ − z| ≤ CD

ˆ 1

0

ˆ 1

0

ˆ 1

0

sα1 t ds1 ds2 dt

(δbD′
ǫ
(z) + s1 + s2 + t2)2+β(δbD′

ǫ
(z) + s1 + s2 + t)

.

By Lemma 4.2, the integral is bounded by Cn,α,β
[
δbD′

ǫ
(z)
]α−β+ 1

m , which proves the first inequality.
The second inequality follows by the same way. �

Proposition 4.4. Let D′
ǫ ⊂ C

2 be the sequence of domains given by D′
ǫ = {z ∈ U : r(z) < −ǫ} =

{z ∈ U : rǫ(z) < 0}. Let H1ϕ be given by (4.2). Then the following statements are true.

(i) For any 1 < p < ∞, s > 1
p and non-negative integer k > s+ 1

m − η, there exists a constant

C = C(D, k, s, p) such that for all ϕ ∈ Hs,p
(0,1)(D

′
ǫ),

(4.9) ‖δk−(s+ 1
m
−η)

bD′

ǫ
DkH1ϕ‖Lp(D′

ǫ)
≤ C‖ϕ‖Hs,p(D′

ǫ)
,

where δbD′
ǫ
(z) := dist(z, bD′

ǫ).

(ii) For any s > 0 and any non-negative integer k > s + 1 + 1
m − η, there exists a constant

C = C(D, k, s) such that for all ϕ ∈ Λs(0,1)(D
′
ǫ),

(4.10) ‖δk−(s+ 1
m
−η)

bD′
ǫ

DkH1ϕ‖L∞(D′

ǫ)
≤ C‖ϕ‖Λs(D′

ǫ)
.

In particular, all the constants C are independent of ǫ.

Proof. (i) We estimate the integral

(4.11)

ˆ

D′

ǫ

[
δbD′

ǫ
(z)
]k−(s+ 1

m
−η)p

∣∣∣∣∣

ˆ

U\D′

ǫ

Dk
zK(z, ·) ∧ [∂, E ]ϕ

∣∣∣∣∣

p

dV (z).

Let f be a coefficient function of [∂, E ]ϕ so that f ∈ Hs−1,p(U \ Ω).
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We now estimate the inner integral in (4.11) which we shall denote by Kf . In view of (4.4), we
can write Kf(z) as a linear combination of

ˆ

U\D′

ǫ

f(ζ)
[
Dγ
zW

(ǫ)(ζ, z)
]
Dk−γ
z

(
ζi − zi
|ζ − z|2

)
dV (ζ), 0 ≤ µ ≤ k.

In view of (3.13) (iii), and Γǫ(ζ, z) < |z− ζ| for (ζ, z) ∈ U ×D′
ǫ, the worst term is when γ = γ2 = k.

Thus

(4.12) |Kf(z)| .
∣∣∣∣∣

ˆ

U\D′
ǫ

f(ζ)
Dk
z2W

(ǫ)(z, ζ)

|ζ − z| dV (ζ)

∣∣∣∣∣ .

To simplify notation we will denote the kernel of the above integral by B(z, ζ). By (3.13) (iii), we
have

(4.13) |B(z, ζ)| ≤ CD,η[
Γǫ(ζ, z)

]k+1+η|ζ − z|
.

Let µ be some number to be chosen. We have

|Kf(z)| .
ˆ

U\D′

ǫ

|B(z, ζ)|
1
p |B(z, ζ)|

1
p′ |f(ζ)| dV (ζ)

=

ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]−µ

B(z, ζ)|
1
p
[
δbD′

ǫ
(ζ)
]µ
B(z, ζ)|

1
p′ |f(ζ)| dV (ζ).

By Hölder’s inequality we get
(4.14)

|Kf(z)|p ≤
[
ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]−µp+µ|B(z, ζ)||f(ζ)|p dV (ζ)

][
ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]µ|B(z, ζ)| dV (ζ)

] p
p′

.

By (4.13),
ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]µ|B(z, ζ)| dV (ζ) . CD,η

ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]µ

[
Γǫ(ζ, z)

]k+1+η|ζ − z|
dV (ζ).

To estimate the integral we apply Lemma 4.3 with α = µ and β = k − 1 + η.

(4.15)

ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]µ|B(z, ζ)| dV (ζ) . CD,η

[
δbD′

ǫ
(z)
]µ−(k−1+η)+ 1

m .

The hypothesis of Lemma 4.3 requires that we choose

(4.16) −1 < µ < k + η − 1− 1

m
.

Using (4.15) in (4.14) and applying Fubini’s theorem, we get
(4.17)
ˆ

D′

ǫ

[
δbD′

ǫ
(z)
](k−s− 1

m
+η)p|Kf(z)|p dV (z) .

ˆ

D′

ǫ

[
δbD′

ǫ
(z)
]σ
(
ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]−µp+µ|B(z, ζ)||f(ζ)|p dV (ζ)

)
dV (z)

=

ˆ

U\D′

ǫ

[
δbD′

ǫ
(ζ)
]−(p−1)µ

(
ˆ

D′

ǫ

[
δbD′

ǫ
(z)
]σ|B(z, ζ)| dV (z)

)
|f(ζ)|p dV (ζ),

where we set

(4.18)
σ =

(
k − s− 1

m
+ η
)
p+

p

p′

(
µ− η − k + 1 +

1

m

)

= (p− 1)µ + (1− s)p+
(
k + η − 1− 1

m

)
.
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By (4.13),

(4.19)

ˆ

D′

ǫ

[
δbD′

ǫ
(z)
]σ|B(z, ζ)| dV (z) . CD,η

ˆ

D′

ǫ

[
δbD′

ǫ
(z)
]σ

[
Γǫ(ζ, z)

]k+1+η|ζ − z|
dV (z).

We would like to apply α = σ and β = k−1+η. For this we need to choose −1 < σ < k+η−1− 1
m .

In view of (4.18), µ needs to satisfy

(4.20)
1

p− 1

[
p
(
s− 1

)
− η − k +

1

m

]
< µ <

p

p− 1
(s− 1).

We need to check that the intersection of (4.16) and (4.20) is non-empty. There are two inequalities
to check:

p

p− 1
(s− 1) > −1;

1

p− 1

[
p
(
s− 1

)
− η − k +

1

m

]
< k + η − 1− 1

m
.

An easy computation shows that the first inequality gives s > 1
p , while the second inequality reduces

to s < k+ η+ 1
p − 1

m . By letting k be arbitrarily large integers, the admissible range of s is
(
1
p ,∞

)
.

Assuming these conditions hold, we can apply Lemma 4.3 to (4.19) and get
ˆ

D′
ǫ

[
δbD′

ǫ
(z)
]σ|B(z, ζ)| dV (ζ) . CD,η

[
δbD′

ǫ
(ζ)
]σ−(k−1+η)+ 1

m = CD,η
[
δbD′

ǫ
(ζ)
]σ−(k−1+η)+ 1

m .

Substituting the above estimate into (4.17) we obtain
ˆ

D′
ǫ

[
δbD′

ǫ
(z)
](k−s− 1

m
+η)p|Kf(z)|p dV (z) .

ˆ

U\D′
ǫ

[
δbD′

ǫ
(ζ)
](1−s)p|f(ζ)|p dV (z).

By Proposition 2.17, the last expression is bounded by
ˆ

U\D′
ǫ

[
δbD′

ǫ
(ζ)
](1−s)p ∣∣[∂, E ]ϕ(ζ)

∣∣p dV (z) ≤ Cs|ϕ|Hs,p(D′
ǫ)
.

(ii) We follow the same notation as in (i). By (4.12) and (4.13), we get

|Kf(z)| . CD,η

ˆ

U\D′

ǫ

|f(ζ)|
[
Γǫ(ζ, z)

]k+1+η|ζ − z|
dV (ζ).

where f is a cofficient function of [∂, E ]ϕ. Now by Proposition 2.17 we know that ‖δbD′

ǫ
(ζ)1−sf‖L∞(U\D′

ǫ)
≤

C|ϕ|Λs(D′
ǫ)

. Hence the above integral is bounded by

|Kf(z)| . CD,η|ϕ|Λs(D′
ǫ)

ˆ

U\D′
ǫ

[
δbD′

ǫ
(ζ)
]s−1

[
Γǫ(ζ, z)

]k+1+η|ζ − z|
dV (ζ).

Let α = s− 1 and β = k − 1 + η. The condition −1 < α < β − 1
m becomes

(4.21) 0 < s < k + η − 1− 1

m
.

Assuming (4.21) holds, we can apply Lemma 4.3 to the above integral to get

|Kf(z)| . CD,η|ϕ|Λs(D′
ǫ)

[
δbD′

ǫ
(z)
]s−k−η+ 1

m , z ∈ D′
ǫ.

In other words, supz∈D′
ǫ

[
δbD′

ǫ
(z)
]k−
(
s+ 1

m
−η
) ∣∣H1ϕ(z)

∣∣ . CD,η|ϕ|Λs(D′
ǫ)

. �
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We now combine Proposition 4.1 and Proposition 4.4 and Lemma 2.24 to obtain the following
estimate for H(ǫ)ϕ on D′

ǫ.

Theorem 4.5. Let D ⊂ C
n be a smoothly bounded pseudoconvex domain in C

2 of finite type m,
with a defining function r. Let H(ǫ) defined by (4.1)-(4.2) with Ω replaced by D′

ǫ. Then H(ǫ) is
bounded on the following spaces:

(i) H(ǫ) : Hs,p
(0,1)(D

′
ǫ) → Hs+ 1

m
−η,p(D′

ǫ), for any 1 < p <∞ and s > 1
p .

(ii) H(ǫ) : Λs(0,1)(D
′
ǫ) → Λs+

1
m
−η(D′

ǫ) for any s > 0.

More specifically, there exists a constant C = C(D, η, s) which is independent of ǫ such that

(4.22) |H(ǫ)ϕ|
Hs+ 1

m−η,p(D′

ǫ)
≤ C|ϕ|Hs,p(D′

ǫ)
, |H(ǫ)ϕ|

Λs+ 1
m−η(D′

ǫ)
≤ C|ϕ|Λs(D′

ǫ)
.

Proof. The first statement in (4.22) follows from (2.10), (4.9) and (4.5); the second statement follows
from (2.11), (4.10) and (4.5). �

Corollary 4.6 (Homotopy formula). Under the assumptions of Theorem 4.5, suppose either

1) ϕ ∈ Hs,p
(0,1)(D) and ∂ϕ ∈ Hs,p

(0,2)(D), for s > 1
p , or

2) ϕ ∈ Λs(0,1)(D) and ∂ϕ ∈ Λs(0,2)(D), for s > 0.

Then the following homotopy formula holds in the sense of distributions:

(4.23) ϕ = ∂H(ǫ)
1 ϕ+H(ǫ)

2 ∂ϕ, on D′
ǫ.

In particular if ϕ ∈ Hs,p
(0,1)(D) (resp. ϕ ∈ Λs(0,1)(D

′
ǫ)) is ∂-closed, then we have ∂H(ǫ)ϕ = ϕ on D′

ǫ

and H(ǫ)ϕ ∈ Hs+ 1
m
−η,p(D′

ǫ) (resp. H(ǫ)ϕ ∈ Λs+
1
m
−η(D′

ǫ)), with H(ǫ) satisfying estimates (4.22).

Proof. By [Gon19, Prop. 2.1], Formula (4.23) is valid for ϕ ∈ C∞
(0,1)(Ω). For general ϕ ∈ Hs,p

(0,1)(Ω)

such that ∂ϕ ∈ Hs,p
(0,2)(Ω), we use approximation. By [SY24b, Prop. A.3], there exists a sequence

ϕε ∈ C∞(Ω) such that

ϕε
ε→0−→ ϕ in Hs,p(Ω) ,

∂ϕε
ε→0−→ ∂ϕ in Hs,p(Ω).

By Theorem 4.5 we have for any s > 1
p ,

‖∂H(ǫ)(ϕε − ϕ)‖
Hs+ 1

m−η−1,p(Ω)
≤ ‖H(ǫ)(ϕε − ϕ)‖

Hs+ 1
m−η,p(Ω)

≤ ‖ϕε − ϕ‖Hs,p ,

and also
‖H(ǫ)∂(ϕε − ϕ)‖

Hs+ 1
m−η,p(Ω)

≤ ‖∂(ϕε − ϕ)‖Hs,p(Ω).

Letting ε→ 0 we get (4.23). �

We can now use Corollary 4.6 to prove Theorem 1.1.

Proof of Theorem 1.1. Let {ǫj} be a sequence of small positive numbers tending to 0. Consider

the sequence of functions {EjH(ǫj)
1 ϕ}, and {EjH(ǫj)

2 ∂ϕ}, Ej being the Rychkov extension operator
on D′

ǫj . Then by Corollary 2.15 and (4.22), we have

|EjH(ǫj)
1 ϕ|

Hs+ 1
m−η,p(Cn)

≤ Cs,η|H(ǫj)
1 ϕ|

Hs+ 1
m−η,p(D′

ǫj
)
≤ Cs,η|ϕ|Hs,p(D);

|EjH(ǫj)
2 ∂ϕ|

Hs+ 1
m−η,p(Cn)

≤ Cs,η|H(ǫj)
2 ∂ϕ|

Hs+ 1
m−η,p(D′

ǫj
)
≤ Cs,η|∂ϕ|Hs,p(D).
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By the Banach-Alaouglu theorem, there exists a subsequence {EjαH
(ǫjα)
1 ϕ} which converges weakly

to some limit function H1ϕ in Hs+ 1
m
−η,p(Cn). Similarly, by extracting another subsequence from

{EjαH
(ǫjα )
2 ∂ϕ}, and denoting this subsequence still by {EjH(ǫj)

2 ∂ϕ}, we get EjH(ǫj)
2 ∂ϕ converges

weakly to a limit function H2∂ϕ.

Now, by Corollary 4.6, we have ϕ = ∂H(ǫj)
1 ϕ+H(ǫj)

2 ∂ϕ on D′
ǫj . Let φ = φ1d̂z1+φ2d̂z2 be a (2, 1)

form with coefficients in C∞
c (D). Then there exists a large J such that suppφ ⊂ D′

ǫj , for all j > J .

It follows that

〈ϕ, φ〉D = 〈ϕ, φ〉D′
ǫj

=
〈
∂EjH(ǫj)

1 ϕ+ EjHǫj
2 ∂ϕ, φ

〉
D′

ǫj

=
〈
∂EjH(ǫj)

1 ϕ, φ
〉
D′

ǫj

+
〈
EjHǫj

2 ∂ϕ, φ
〉
D′

ǫj

= −
〈
EjH(ǫj)

1 ϕ, ∂φ
〉
D′

ǫj

+
〈
EjHǫj

2 ∂ϕ, φ
〉
D′

ǫj

= −
〈
EjH(ǫj)

1 ϕ, ∂φ
〉
D
+
〈
EjHǫj

2 ∂ϕ, φ
〉
D
.

Taking limit as j → ∞, and using that

lim
j→∞

−
〈
EjH(ǫj)

1 ϕ, ∂φ
〉
D
= −

〈
H1ϕ, ∂φ

〉
D
, lim

j→∞

〈
EjHǫj

2 ∂ϕ, φ
〉
D
=
〈
H2∂ϕ, φ

〉
D
,

We get from above

〈ϕ, φ〉D = −
〈
H1ϕ, ∂φ

〉
D
+
〈
H2∂ϕ, φ

〉
D
=
〈
∂H1ϕ+H2∂ϕ, φ

〉
D
.

Next we prove the statement for the Hölder-Zygmund space. Let ǫj and Ej be as above. The

sequence EjH(ǫj)ϕ satisfies the estimate

|EjH(ǫj)
1 ϕ|

Λs+ 1
m−η(Cn)

≤ Cs|H(ǫj)
1 ϕ|

Λs+ 1
m−η(D′

ǫj
)
≤ Cs,η|ϕ|Λs(D);

|EjH(ǫj)
2 ∂ϕ|

Λs+ 1
m−η(Cn)

≤ Cs|H(ǫj)
2 ∂ϕ|

Λs+ 1
m−η(D′

ǫj
)
≤ Cs,η|∂ϕ|Λs(D).

In particular, {EjH(ǫj)
1 ϕ}, {EjH(ǫj)

2 ∂ϕ} are families of equicontinuous functions on D. By the

Ascoli-Arzela theorem and by taking two subsequence successively, we may assume that EjH(ǫj)
1 ϕ

and EjH(ǫj)
2 ∂ϕ converge uniformly to some limit functions H1ϕ,H2∂ϕ respectively, which are in

Λs+
1
m
−η(D). Furthermore, we have ϕ = ∂H1ϕ + H2∂ϕ in the sense of distributions on D. The

proof is now complete.
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