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THETA LINKAGE MAPS AND A GENERIC ENTAILMENT FOR GSp4

MARTIN ORTIZ

Abstract. We construct a new family of mod p weight shifting differential operators on the Siegel
threefold. We coin the term theta linkage maps to refer to some operators between automorphic
vector bundles with linked weights, which can be thought of as generalizations of the classical
theta cycle. In particular there exist such maps within the p-restricted region, whose weight shifts
are directly related to the conjectures of Herzig on the weight part of Serre’s conjecture. As an
application we produce a generic entailment of Serre weights, i.e. a Hecke eigenform with a generic
Serre weight in the lowest alcove also has a Serre weight in one of the upper alcoves. We also
prove a partial result towards finding a lowest alcove Serre weight for a particular non-ordinary
Fontaine-Laffaille ρ, in the spirit of Faltings-Jordan and Tilouine.
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0. Introduction

This article deals with weight shifting differential operators on automorphic vector bundles over
special fibers of Shimura varieties, often referred to as mod p theta operators. They were first defined
on mod p modular forms by Katz [Kat77], and then used by Edixhoven [Edi92] to prove some cases
of the weight part of Serre’s conjecture. Concretely, given a non-ordinary mod p eigenform of weight
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2 MARTIN ORTIZ

2 ≤ k ≤ p, repeated application of the theta operator (the so-called theta cycle, first appearing in
[Joc82]) produces a form of weight p − k + 3 with the same eigensystem up to a cyclotomic twist.
More general theta operators have been defined by Andreatta-Goren [AG05] for Hilbert modular
forms, Yamauchi for GSp4 [Yam23], Eischen-Mantovan and their collaborators [EFG+21] [EM22]
for type A and C PEL Shimura varieties, and La Porta [Por23] on strata of some unitary Shimura
varieties; by generalizing Katz’s construction. In this article we define a more extensive family of
operators on the Shimura variety for GSp4/Q, generalizing the phenomenon of the theta cycle to
allow for a wider range of weight shifts, which enable us to make progress towards the weight part
of Serre’s conjecture.

Let Sh/Zp be the integral model of the Siegel threefold at hyperspecial level, and Sh its special
fiber. One novelty is that we work on the flag Shimura variety, which parametrizes flags on the
Hodge bundle of the Shimura variety: π : F l → Sh. One can define automorphic line bundles
L(k, l) over F l such that π∗L(k, l) = ω(k, l) = Symk−lω ⊗ detlω are precisely automorphic vector
bundles on Sh, so that we can construct differential operators on Sh from differential operators on
F l. The operators we define come in two different flavours. For the first type we define some basic
theta operators on F l, whose construction is similar to Katz’s approach. First we define them on an
open dense subset of F l characterized by having a canonical splitting of the symplectic flag, so that
Ω1
F l splits into 4 line bundles, and then we extend them to F l by multiplying by some appropriate

number of Hasse invariants. This produces 4 theta operators θi : L(λ)→ L(λ+ µi), where

µi =





(p+ 1, p − 1), i=1

(2p, p − 1), i=2

(2p, 0), i=3

(p− 1, 0), i=4

with π∗θ1 already appearing in the literature, for instance in [Yam23] and [EFG+21]. The weight
increase of these operators is of the order of p, which in general is insufficient for applications to the
weight part of Serre’s conjecture. However, one can construct operators with a smaller weight shift
out of these basic operators. Using the property that θp1 = Hp

1θ3 (where H1 is the classical Hasse
invariant), together with some control on when H1 divides θ1, means that repeated application of
θ1 exhibits a similar behaviour to Jochnowitz’s theta cycle. Concretely, it produces an operator

θ1(k,l) := θp−k+1
1 /Hp−k+1

1 : L(k, l)→ L(2p − k + 2, l) 1 ≤ k ≤ p

whose weight increase is smaller. We explain the significance of this map to the weight part
of Serre’s conjecture as outlined in [Her09] and [GHS18]. In characteristic zero for k ≥ l ≥ 3
the non-Eisenstein Hecke eigensystems appearing in H0(ShQp

, ω(k, l)) are the same as the ones

appearing in H3
ét(ShQp

, V (k − 3, l − 3)), where V (a, b) is the Qp-local system associated to the

representation of GSp4 of highest weight (a, b) with the same name, the so-called Weyl module
of weight (a, b). One can define Weyl modules integrally, but in general their mod p reductions
will be reducible. Denote by F (a, b) the socle of V (a, b)Fp

as a GSp4(Fp)-representation. Then

the irreducible GSp4(Fp)-representations over Fp, i.e. Serre weights, are all of the form F (a, b)
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for p-restricted weights: 0 ≤ a − b, b < p. Given a mod p Hecke eigenform f the weight part of
Serre’s conjecture asks for the set W (ρf ) of all Serre weights σ such that the eigensystem of f
appears in H∗

ét(ShQp
, σ). For a slightly more restrictive notion than p-restricted weights one can lift

mod p coherent cohomology to characteristic 0 by a result of [LS13] and [Ale22], and mod p étale
cohomology to characteristic 0 by a result of [HL23], under some auxiliary genericity conditions
on a non-Eisenstein Hecke eigensystem f . Then under these hypotheses the Hecke eigensystems
appearing in H0(ShFp

, ω(k, l)) and H3
ét(ShQp

, V (k − 3, l − 3)Fp
) are the same. Crucially, we prove

that for 0 ≤ k ≤ p−2 the map θ1(k,l) is injective on H
0(Sh, ω(k, l)), so that after translating to étale

cohomology and using the decomposition of Weyl modules into Serre weights we get the following
result.

Theorem 0.1. (Theorem 5.3) Let λ0 = (a, b) ∈ X∗(T ) satisfying a ≥ b ≥ 1, a + b < p − 3 and
m ⊂ T be a generic non-Eisenstein eigensystem such that H3

ét
(ShQp

, F (λ0))m is non-zero. Then

H3
ét
(ShQp

, F (λi))m 6= 0 for either λ1 = (p− b− 3, p−a− 3) ∈ C1 or λ2 = (p+ b− 1, p−a− 3) ∈ C2.

That is, F (λ1) ∈W (ρ) or F (λ2) ∈W (ρ).

The key fact is that F (λ0) is a Jordan-Holder factor of V (λ1), while V (λ2) only has F (λ1) and
F (λ2) as factors. In [GHS18] they coined the term F (λ0) entails F (λ1) or F (λ2) to denote this
phenomenon. This is the first instance of a generic entailment in a global setting in the literature:
generic in the sense that it holds for λ0 sufficiently away from the walls of the lowest alcove.

We explain the relation of this result to the structure of Breuil-Mezard cycles. The Breuil-Mezard
conjecture ([BM02], [EG23] in this formulation) predicts the existence of top dimensional cycles
ZV ∈ Chtop(Xred) inside the reduced moduli stack of 4 dimensional symplectic (φ,Γ)-modules for

each V ∈ K0(RepFp
(GSp4(Fp)). These should satisfy that ZV (λ) is equal to the class of X λ+ρFp

:

the special fiber of the substack of crystalline Galois representations with Hodge-Tate weights
λ+ ρ. Assuming this conjecture [GHS18] formulate a general version of the weight part of Serre’s
conjecture: W (ρf ) = {σ : Zσ(ρf ) 6= 0}. Assuming the Breuil-Mezard conjecture, this version of
the weight part of Serre’s conjecture, and strong enough globalization results, then Theorem 0.1
implies that

CF (λ0) ⊂ ZV (λ2) = ZF (λ2) + ZF (λ1),

where CF (λ0) is the irreducible component labelled by λ0. See Remark 5.1. By some computations
on local models of Galois deformation rings one can see that in fact it must be that CF (λ0) ⊂ ZF (λ2),
and that F (λ0) 7→ F (λ2) should be the only generic entailment for GSp4/Q. See also forthcoming
work of Le Hung-Lin [LHL] where they determine generic Breuil-Mezard cycles in terms of their
irreducible components for low rank groups including GSp4/Qp, building up on the local approach
of [FLH23].

The second kind of differential operator generalizes maps like θ1(k,l). In the sense that for some

specific combinations of the basic theta operators it might happen that they become highly divisible
by Hasse invariants, and their weight increase allows for maps between p-restricted weights. We
give a more conceptual way of constructing these maps, which we will refer to as theta linkage maps.
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To do this we construct a functor from maps of Verma modules (over Zp) to differential operators
between automorphic (line) vector bundles on the integral model of the (flag) Shimura variety, see
Theorem 4.16. In characteristic 0 this functor was known since [FC90], where non-zero maps of
Verma modules must be between weights which are Weyl reflections of each other. In particular
the functor does not produce non-zero maps between dominant weights. This was later modified
by Mokrane-Tilouine [MT02] and Lan-Polo [LP18] to integral models of PEL Shimura varieties
in order to construct an integral BGG complex for weights in the lowest alcove. Importantly, in
characteristic p there are extra maps of Verma modules, which are related to the linkage relation
as follows. The interior of the p-restricted region can be divided by coroot walls into four ρ-shifted
alcoves Ci. We say that λ ↑ µ (µ is linked to λ) if µ is obtained from λ by a series of reflections
across the walls in the positive direction. For alcoves one gets the same notion by considering any
such pair of weights inside them. For GSp4 one has C0 ↑ C1 ↑ C2 ↑ C3. We prove the existence of
non-zero maps between Verma modules in characteristic p with linked weights, whose image under
Theorem 4.16 we refer to as theta linkage maps. In particular, we can construct the following theta
linkage maps in the p-restricted region.

Theorem 0.2. (Corollary 4.19) Let λ0 ∈ C0 and let λi ∈ Ci : i = 1, 2, 3 be their respective linked
weights. Then for i = 0, 1, 2 there are non-zero Hecke equivariant away from p maps of sheaves on
F lFp

L(λi + (3, 3)) → L(λi+1 + (3, 3)).

Moreover, these maps are combinations of the basic thetas θi that become highly divisible by Hasse
invariants. The map from λ1 + (3, 3) to λ2 + (3, 3) is precisely θ1λ1+(3,3).

We remark that the other two linkage maps would have been almost impossible to find by hand,
as they correspond to some complicated polynomial on the θs, in the same way that maps of Verma
modules are complicated polynomials on the roots. The figure below depicts the weights of the theta
operators and Hasse invariants, along with some examples of theta linkage maps. The 4 restricted
alcoves and the simple roots (twisted by an element of the Weyl group) are also drawn, with θ1(k,l)
corresponding to the reflection across the long root β. We also prove a BGG decomposition for the

• k − 3

l − 3

−ρ
(p,0)−ρ

(p,p)−ρ (2p,p)−ρ

H1

H2

θ1

θ4

θ2

θ3−β

α

λ0
·

· ·

·

λ1 λ2

λ3

·

·
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de Rham complex of a lowest alcove representation on the flag Shimura variety, where we identify
its differentials as theta linkage maps.

Finally, we obtain a partial result towards proving a case of the weight part of Serre’s conjecture
in which the Serre weight actually depends on the local Galois representation, which is allowed to
be non-semisimple. For this we restrict to ρ being Fontaine-Laffaille, so that we can describe ρ in
terms of the crystalline cohomology of the Shimura variety, which in turn can be described using
the BGG complex. This approach is inspired by Faltings and Jordan’s [FJ95] proof of the existence
of the ordinary companion form for GL2/Qp and the attempt at generalizing it to GSp4 by Tilouine
[Til12]. Using both the basic theta operators and the linkage maps we give a recipe that starting
from a Fontaine-Laffaille weight ends up in the other Fontaine-Laffaille Serre weight predicted for
some particular non-ordinary ρ, and we obtain the following result towards proving it.

Theorem 0.3 (Theorem 5.6). Let O/Zp be the ring of integers of a finite extension of Qp. Let

r : GQ → GSp4(Fp) coming from a non-Eisenstein generic Hecke eigenform in H0(ShO, ω(k, l))
satisfying k ≥ l ≥ 3 and k + l ≤ p+ 1. Assume that the Fontaine-Laffaille module M of ρ := rGQp

satisfies Mk−1 = Dl−2. One can find an eigenform g ∈ H1(ShtorO , ωcan(k, 4 − l)) such that rg = r.
Assume the following hypotheses

(1) One has θ1(k,4−l)(g) 6= 0.

(2) H1(Sh
tor
, ωcan(p− k + 2,−p(p+ l − k − 4)− k + 2))mr = 0.

(3) H1(Shtor, ωcan(p− k+3, 4− l))mr is torsion free and H2(Sh
tor
, ωcan(p− k+3, 4− l))mr = 0.

This holds automatically if k − l ≥ 3 and l ≥ 5.

Then there exists another eigenform h ∈ H1(ShtorO , ωcan(p− k+3, 4− l)) such that θ1(k,l)(g) = θ4(h)

and rh = r up to cyclotomic twist. In particular F (p− k, l − 3) ∈W (ρ).

The condition on the Fontaine-Laffaille module is precisely the one under which ρ has a crystalline
lift up to cyclotomic twist of Hodge-Tate weights {0, l− 2, p− k+2, p− k+ l}, which conjecturally
corresponds to having the other Serre weight. In particular this allows for ρ to be non-semisimple.
Under some Taylor-Wiles assumptions on r the result at the level of Serre weights (without our
extra hypotheses) was essentially known after possibly working over a larger totally real field F/Q
using the methods of [BLGGT14], since one can find an explicit Fontaine-Laffaille lift of ρ with
the right Hodge-Tate weights, which is automatically potentially diagonalizable. One advantage
of this method is that it doesn’t require any Taylor-Wiles assumptions, and it is geometric and
constructive in nature.

Remark 0.1. The first assumption is the more serious one, as it seems to be difficult to understand
the behaviour of theta operators on higher cohomology by bare hands methods. The second is true
in characteristic zero, in fact the weight will be generically far away from the cone that has non-zero
degree 1 cohomology [Lan16b]. Based on the results on the vanishing of H0 in characteristic p of
[GK18] we deem it reasonable to conjecture that it vanishes generically.
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Given any ρ it is in fact possible to give other recipes that end up on any generic weight predicted
by [HT13] to be inW (ρ), by applying and ”dividing” by theta (linkage) maps and Hasse invariants.
See Section 5.3 for some examples. We currently don’t have any good evidence that they can indeed
be used to prove cases of the weight part of Serre’s conjecture, but we see it as a good sign that
the combinatorics of the theta operators are compatible with the weight part of Serre’s conjecture.

We make some comments on possible generalizations. The construction of the basic theta oper-
ators on the flag Shimura variety would extend without much trouble to a general setting like PEL
Shimura varieties or Hilbert-Siegel Shimura varieties, modulo finding the exact power of the Hasse
invariants that one needs to use. The relation between Verma modules and differential operators
on the Shimura variety is also quite robust, and one can produce more examples of interesting theta
linkage maps within the p-restricted weights. However, studying the finer properties of these maps
is a more difficult question, e.g. determining their (co)kernels or their behaviour in cohomology.
These difficulties already appear in the setting of this work, because of that we restrict this paper
to GSp4/Q, and we leave further study of the more general setting for future work.

The organization of this article is as follows. In Section 1 we recall the geometric and repre-
sentation theoretic set up for the Siegel threefold. In Section 2 we define the basic thetas on an
open dense subset U ⊂ F l. In Section 3 we extend them to F l and we prove some key properties
about them in the general spirit of previous literature, including the relation to the operators in
[EFG+21], culminating in Theorem 3.13. In Section 4 we establish the relation between differential
operators and Verma modules, and we construct the theta linkage maps. In Section 5 we spell out
the two main applications to the weight part of Serre’s conjecture.
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1. Set up

Let p be a prime, G = GSp4 as a reductive group over Z. Our convention is that G is the group
of symplectic similitudes of Z4 with its symplectic form given by the matrix

J =

(
0 S
−S 0

)
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with S =

(
0 1
1 0

)
. Let A∞ be the finite adeles of Q, we fix a hyperspecial level K = KpKp ⊂

G(A∞), in particular its component at p satisfies Kp = G(Zp). We also assume that K is neat
(Kp small enough) so that one can define a smooth quasi-projective integral model ShK/Zp of the
Siegel Shimura variety associated to (G,H2,K) as follows.

Definition 1.1. Let F : Sch/Zp → Sets be the functor defined by F (S) being the set of tuples
(A,λ, η) up to equivalence, where

• A/S is an abelian scheme of relative dimension 2.
• λ : A → A∨ is a prime to p quasi-isogeny such that there exist an integer N ≥ 1 with Nλ
a polarization, i.e. a prime to p quasi-polarization.
• η is a rational K-level structure of A as in [Lan13, 1.3.8].

Two tuples (A,λ, η) and (A′, λ′, η′) are equivalent if there exists a prime to p quasi-isogeny φ : A→

A′ commuting with λ and λ′ up to a Z×,>0
(p) constant, and such that the pullback of η′ under φ is

η. This is represented by a smooth quasi-projective scheme ShK over Zp. We will mostly drop the

level from the notation. Let Sh = Sh⊗ Fp.

There is also a moduli description of ShK in terms of isomorphism classes of abelian varieties,
which is more convenient when doing deformation theory.

Proposition 1.1. [Lan13, 1.4.3.3] ShK also represents the following moduli problem Sch/Zp →
Sets whose S-points are tuples (A,λ, η) up to isomorphism

• A/S an abelian scheme of relative dimension 2.
• λ : A→ A∨ a prime to p polarization.
• η is an integral K-level structure of (A,λ) as in [Lan13, 1.3.7.8].

An isomorphism between (A,λ, η) and (A′, λ′, η′) is an isomorphism f : A → A′ compatible with
polarizations, and such that it sends η′ to η.

Let A/Sh be the universal abelian variety with identity e, its Hodge bundle is defined by

ω := e∗Ω1
A/Sh.

Our notation for weights is as follows: for (k, l) ∈ Z2 satisfying k ≥ l, the automorphic vector
bundle on Sh of weight (k, l) is

ω(k, l) := Symk−lω ⊗ detkω.

Then the space of mod p Siegel modular forms of genus 2 of weight (k, l) is H0(Sh, ω(k, l)). As a
useful auxiliary space we introduce the flag Shimura variety.

Definition 1.2 (Flag Shimura variety). We define F l to be the flag space of ω, with the convention
that

F l = Proj(Sym•ω)
π
−→ Sh.
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It is smooth proper over Sh, with its fibers isomorphic to P1, and it comes equipped with a line
bundle L ⊂ π∗ω. For (k, l) ∈ Z2 we define the line bundle L(k, l) on F l by

L(k, l) := (ω/L)k ⊗ Ll.

We record some properties about the flag Shimura variety, let π : F l→ Sh.

Lemma 1.2. (1) For (k, l) ∈ Z2, we have π∗L(k, l) = ω(k, l). In particular the space of global
sections of L(k, l) is the space of Siegel modular forms of weight (k, l) [Sta18, Tag 01XX].

(2) There is a canonical isomorphism Ω1
F l/Sh = L(−1, 1).

(3) detω = L ⊗ (ω/L).

(4) R1π∗L(k, l) = HomOSh
(Syml−k−2ω,OSh) ⊗ detl−1 ω, where a negative symmetric power is

equal to 0 by convention [Sta18, Tag 01XX].

Proof. For 2) on each affine U ⊂ Sh such that ωU is trivial the isomorphism reduces to the canonical
isomorphism Ω1

P1
U/U

= O(−2)U = (L ⊗ (ω/L)−1)U , and we can check that these isomorphisms

glue. �

The degeneration of the Hodge-de-Rham spectral sequence for abelian varieties yields the exact
sequence

0→ ω → H1
dR(A/Sh)→ ω∨

A∨ → 0,

and ωA∨
dλ
−→ ωA is an isomorphism since the λ is prime to p. We will usually make this identification,

whose only role will appear when considering equivariance for the Hecke operators. Let (once and
for all) H denote H1

dR(A/Sh). This way H is a locally free sheaf, and carries a symplectic pairing
〈, 〉 induced by the quasi-polarization and the canonical pairing H1

dR(A/Sh)⊗H
1
dR(A

∨/Sh)→ OSh.

In characteristic p it also comes with Verschiebung V : H → H(p) and Frobenius F : H(p) → H
maps induced by the respective maps on A/Sh. Then ω is a maximal isotropic subspace for the
symplectic pairing, and V, F satisfy

〈V x, y〉 = 〈x, Fy〉(p)

for x ∈ H, y ∈ H(p). It is also equipped with the Gauss-Manin connection.

In general, let Y/S/T be schemes with Y/S and S/T smooth. The Gauss-Manin connection is a
natural connection [KO68]

∇Y/S/T : H1
dR(Y/S)→ H1

dR(Y/S)⊗OS
Ω1
S/T .

It is compatible with base change in the following sense.

Lemma 1.3. (Functoriality of ∇) Let Y/S/T as before, f : S′ → S a morphism of T -schemes,
and let Y ′ := Y ×S S

′. Let e be a local section of H1
dR

(Y/S), we can pull it back to a local section
f∗e of H1

dR
(Y ′/S′) = f∗H1

dR
(Y/S). Then

∇Y ′/S′/T (f
∗e) = id⊗ df(f∗∇Y/S/T (e))

https://stacks.math.columbia.edu/tag/01XX
https://stacks.math.columbia.edu/tag/01XX
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where df : f∗Ω1
S/T → Ω1

S′/T is the differential of f . That is, the diagram

H1
dR

(Y ′/S′) H1
dR

(Y ′/S′)⊗ Ω1
S′/T

H1
dR

(Y/S) H1
dR

(Y/S)⊗ Ω1
S/T

∇Y ′/S′/T

f∗

∇Y/S/T

f∗◦df

commutes when interpreted at the level of local sections.

In general any connection ∇ on a quasicoherent sheaf E extends to E⊗k by

∇(v1 ⊗ v2 . . .⊗ vk) = ∇(v1)⊗ v2 . . . vn + . . . v1 ⊗ . . .⊗∇(vn)

where we implicitly use isomorphisms like E ⊗ Ω1 ⊗ E ∼= E ⊗ E ⊗ Ω1 on the summands so that
they land on E⊗k ⊗Ω1. The dual connection ∇∨ on E∨ is defined by ∇(ν)(s) = d(ν(s))− ν(∇(s))
for ν ∈ E∨ and s ∈ E. Similarly, one can extend it to symmetric powers or wedge powers of
E. Consider ∇ with respect to A/Sh/Zp. It respects the symplectic structure in the sense that
〈∇v,w〉+〈v,∇w〉 = d〈v,w〉 for v,w ∈ H. By restricting ∇ to ω and then projecting alongH → ω∨

A∨

we obtain the Kodaira-Spencer morphism

KS : ωA ⊗ ωA∨ → Ω1
Sh/Zp

.

After applying the isomorphism dλ : ωA∨ → ωA one can see the maps factors through an isomor-
phism ks : Sym2ω ∼= Ω1

Sh/Zp
also denoted by Kodaira-Spencer.

Now we define the two Hasse invariants on F l/Fp. Recall that for L a line bundle on a charac-

teristic p scheme X there is a canonical isomorphism L(p) := Frob∗XL
∼= L⊗p.

Definition 1.3. (Hasse invariants) On F l consider the Verschiebung map V : ω → ω(p).

(1) By taking determinants of V we obtain a map detV : detω → (detω)(p) = detpω, which
produces a section

H1 ∈ H
0(F l,L(p − 1, p − 1)).

We say that H1 is the first Hasse invariant of F l.

(2) Consider the composite map L →֒ ω
V
−→ ω(p) → (ω/L)(p). This produces the second Hasse

invariant

H2 ∈ H
0(F l,L(p,−1)).

(3) Let Di be the locus where Hi vanishes, and let Ui be its complement in F l.

The first Hasse invariant is the pullback of the classical Hasse invariant H ∈ H0(Sh,detp−1 ω),
while H2 lives naturally on the flag variety. The Di are divisors since Sh is smooth and Hi are
non-zero, for instance U1 is the pullback of the ordinary locus. More generally there exists a full
stratification of F l similar to the Ekedahl-Oort stratification of Sh, which is cut out by partial
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Hasse invariants. It was introduced in the Siegel case in [EvdG09]. We will only briefly need the
Ekedahl-Oort stratification of Sh itself, which we describe now. There are 4 strata.

(1) The ordinary locus Sh
ord

with the property that V : ω → ω(p) is invertible. It is open and
dense.

(2) The p-rank 1 locus Sh
=1

characterized by V having rank 1 and V 2 6= 0. It is locally closed
of dimension 2.

(3) The general supersingular locus Sh
gss

characterized by V 2 = 0 and V 6= 0. It is locally
closed of dimension 1.

(4) The superspecial locus Sh
sss

characterized by V = 0. It has dimension 0.

The closure relations are simple: the closure of the ith dimensional strata contains all the other

lower dimensional strata. Let also Sh
≥1

= Sh
ord
∪ Sh

=1
. It is an open whose complement has

codimension 2, which is a useful property by the following ”Hartogs lemma”.

Lemma 1.4. [Har94, Prop 1.11] Let X be a locally Noetherian normal scheme and F a finitely
generated OX -module satisfying Serre’s condition S2 (e.g. a vector bundle). Let U ⊂ X be an open
whose complement has codimension at least 2. Then the restriction map

Γ(X,F)→ Γ(U,F)

is an isomorphism.

Notation 1. We will make use of local computations on F l, so we explain our notation here, which
will be used throughout. Let W ⊂ Sh be an open subset of Sh such that ω|W is free with basis
{e1, e2}. On the pullback of ω to F l we use the pullback of this basis. Then on W we can identify
F l with P1

W and L with O(−1). We denote the coordinates of P1 = Proj(Z[x, y]) by x, y, and we
consider L embedded in O2 ∼= ω by

L ∼= O(−1)
(x,y)
−−−→ O2 ∼= ω.

On the affine chart {x 6= 0} L is free with basis e1 +
y
xe2. We will denote y

x by T and refer to the

associated chart by A1
W ⊂ P1

W , where ω/L is free with basis e2. Thus in this chart we will use

ek2(e1 + Te2)
l = ek−l2 (e1 ∧ e2)

l

as a local basis for L(k, l). Let

V =

(
a b
c d

)

be the matrix of V : ω → ω(p) with respect to the local basis, e.g. V (e1) = ae
(p)
1 + ce

(p)
2 . Then

H1 = (ad− bc)(e1 ∧ e2)
p−1.

A basis for L(p) on A1
W is e

(p)
1 + T pe

(p)
2 , and

V (e1 + Te2) = (a+ bT )e
(p)
1 + (c+ dT )e

(p)
2 = (c+ dT − aT p − bT p+1)ep2 ∈ (ω/L)p,



THETA LINKAGE MAPS AND A GENERIC ENTAILMENT FOR GSp4 11

so that
H2 =(c+ dT − aT p − bT p+1)ep2(e1 + Te2)

−1 =

(cxp+1 + dxpy − aypx− byp+1)ep−1
2 (e2 ∧ e1)

−1 ∈ H0(P1
W ,L(p,−1)).

After choosing a basis {e1, e2} as above we will denote by H̃i the local functions defining Hi.

We can also define automorphic vector bundles in a more systematic way. Let G = GSp4, P be
the Siegel parabolic

P =




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗


 ,

and B the upper triangular Borel.

Definition 1.4. Let (Z4
p = L ⊕ L∨, 〈, 〉) be the standard 4-dimensional symplectic space over Zp,

with L = 〈(1, 0, 0, 0), (0, 1, 0, 0)〉 as Lagrangian. Further, let F = 〈(1, 0, 0, 0)〉 ⊂ L represent the
canonical line on the flag variety. Let

IG = IsomOSh
(H1

dR(A/Sh), (L⊕ L
∨)⊗OSh)

IP = IsomOSh
((H1

dR(A/Sh), ω), (L ⊕ L
∨, L)⊗OSh)

IB = IsomOFl
((H1

dR(A/F l), ω,L), (L ⊕ L
∨, L, F )⊗OF l),

where all the isomorphisms should respect the symplectic pairing up to a scalar. They are étale
G,P and B torsors respectively. For any Zp-algebra R define functors

FG :RepR(G)→ Coh(ShR)

V 7→ IG ×
G V

FP :RepR(P )→ Coh(ShR)

W 7→ IP ×
GW

FB :RepR(B)→ Coh(F lR)

V 7→ IB ×
G V

which produce automorphic vector bundles.

Proposition 1.5. (1) For V ∈ Rep(G), by considering it as a P representation one has
FP (V ) = FG(V ), and for W ∈ Rep(P ) FB(W ) = π∗FP (W ).

(2) For V ∈ Rep(G), FG(V ) is equipped with a canonical connection. When V is the standard
representation FG(V ) = H, and this connection is identified with the Gauss-Manin connec-
tion. Similarly, if V can be obtained as a Schur functor of the standard representation the
connection on FG(V ) is induced by the Gauss-Manin connection.

Proof. The first statement follows formally since IG is the pushout of IP along P ⊂ G, and π−1IP
is the pushout of IB along B ⊂ P . We describe the connection on FG(V ). Working locally, let
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φ ∈ IG be a trivialization H ∼= (L⊕L∨)⊗Zp O. By transporting the Gauss-Manin connection on H

along φ we get a connection ∇̃φ : (L⊕L∨)⊗Zp OSh → (L⊕L∨)⊗Zp Ω
1
Sh. The restriction to L⊕L∨

is a Zp-linear map, which can be thought of as an element ξφ of g⊗Zp Ω
1
Sh since End〈,〉(L⊕L

∨) = g.

The image of ξφ under g ⊗Zp Ω
1
Sh

ρV ⊗id
−−−−→ End(V ) ⊗Zp Ω

1
Sh, where ρV is the g action on V , can be

extended to a connection on V ⊗OSh in a unique way, which we denote by ∇φ. Define a connection

∇ : FG(V )→ FG(V )⊗Ω1
Sh = IG ×

G (V ⊗Zp Ω
1
Sh) (where in the second equality G acts trivially on

Ω1
Sh) by

∇(φ, v) = (φ,∇φ(v)).

Checking for compatibility with the G action reduces to the identity g−1◦∇gφ◦g = ∇φ for all g ∈ G.
From the definition of ∇φ it follows from the identity ξgφ = gξφg

−1, which can be easily checked.
It is clear that ∇ is a connection since each ∇φ is, and that for V the standard representation it
agrees with the Gauss-Manin connection. By tensor functoriality of FG we get the statement for
representations that are Schur functors of the standard representation. �

1.1. Weights and representation theory. We set up some notation for the weights and roots
of G = GSp4. Fix T ⊂ B ⊂ P ⊂ G where T is the diagonal maximal torus, B the upper triangular
Borel, and P the Siegel parabolic with Levi quotient M . Weights X∗(T ) will be labelled by a triple
(a, b, c) of integers such that a+ b = c mod 2, representing the character




t1
t2

vt−1
2

vt−1
1


→ ta1t

b
2v

(c−a−b)/2.

Then c corresponds to the central character, from now on we will largely drop it from the notation
and work with weights for Sp4 instead. Warning: with our convention on weights we have L(k, l) =
FB(l, k).

• Our choice of simple roots will be α = (1,−1, 0) (short) and β = (0, 2, 0) (long). Denote by
ρ = (2, 1, 3) the half sum of positive roots up to translation by the center. For a root γ let
Xγ ∈ g = Lie(G) be an element generating its weight space.
• The convention is that the positive roots are Φ+ = {α, β, α + β, 2α + β} corresponding
to B. The corresponding coroots are α∨ = (1,−1), β∨ = (0, 1), (α + β)∨ = (1, 1) and
(2α+ β)∨ = (1, 0) with the obvious pairing.
• For a linear algebraic groupH/Zp define the category RepZp

(H) of algebraic representations
of H which are finite free Zp-modules.
• For a weight λ ∈ X∗(T ), let V (λ) := H0(G/B−,Lλ) ∈ RepZp

(G) be the Weyl module of

G, where B− is the opposite Borel and Lλ = G × λ/B−. Similarly, let W (λ) be the Weyl
module of M , by considering the lower triangular Borel of M . We will often regard M
representations as P representations by inflation.
• The Weyl group of G has a presentationW =< s0, s1 : s

2
0, s

2
1, (s0s1)

4 > with s0 the reflection
corresponding to α and s1 to β. The action on weights is given by s0(a, b, c) = (b, a, c),
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s1(a, b, c) = (a,−b, c). Then WM =< s0 >, and the set WM of minimal length generators
of WM\W is given by WM = {1, s1, s1s0, s1s0s1}, ordered by increasing length. Define the
dot action as ω · λ = ω(λ+ ρ)− ρ.
• We say that λ ∈ X∗(T ) is dominant, resp. M -dominant if 〈λ, γ∨〉 ≥ 0 for all simple roots
γ in G, resp. M .

The p-restricted weights are X1(T ) = {(a, b, c) : 0 ≤ a − b, b < p}, and we say that λ ∈ X∗(T ) is
p-small if |〈λ+ρ, γ∨〉| < p for all roots γ. We divide X∗(T )−ρ into ρ-shifted alcoves, defined as the
interior of regions defined by the hyperplanes Hn,γ = {〈λ + ρ, γ∨〉 = np} for γ a root and n ∈ Z.
There are four p-restricted alcoves defined by the weights (a, b, c) − ρ satisfying

C0 : a > b > 0, a+ b < p

C1 : a+ b > p, b < a < p

C2 : a− b < p < a, a+ b < 2p

C3 : b < p, a+ b > 2p, a− b < p.

• For λ dominant, let L(λ) be the socle of V (λ) as a GFp-representation. They are always
irreducible.
• A Serre weight is an irreducible representation of G(Fp) with Fp coefficients. Let X0(T ) =
Z(0, 0, 2), then Serre weights are in bijection with F (λ) := L(λ)|G(Fp) for λ ∈ X1(T )/(p −
1)X0(T ). In practice we will drop the central character from the notation.
• Let λ ∈ X∗(T ). For γ a root and n ∈ Z let sγ,n · λ := λ+ (np− 〈λ+ ρ, γ∨〉)γ. We say that
µ ↑ λ (λ is linked to µ) if there is a chain of weights µ0 = µ ≤ µ1 ≤ . . . ≤ µk = λ such
that µi+1 = sγi,ni · µi for some γi, ni. This extends to an action of the affine Weyl group
Waff = pZΦ+⋊W on X∗(T ), and µ ↑ λ implies that λ ∈Waff ·µ. The affine Weyl group acts
simply transitively on ρ-shifted alcoves and the stabilizer of the region of p-small weights is
the finite Weyl group W .

For weights in one of the four alcoves we can describe how V (λ) decomposes into irreducibles.

Proposition 1.6. [Jan77, §7] Let λ = (a, b, c) ∈ X1(T ). We have the following exact sequences in
RepFp

(G)

0→ L(λ)→V (λ)→ L(2p− b− 3, 2p − a− 3, c)→ 0 if λ ∈ C3

0→ L(λ)→V (λ)→ L(2p− a− 4, b, c) → 0 if λ ∈ C2

0→ L(λ)→V (λ)→ L(p− b− 3, p − a− 3, c)→ 0 if λ ∈ C1

V (λ) = L(λ) if λ ∈ C0

If λ ∈ X1(T ) \ ∪
3
0Ci then V (λ) is irreducible unless a − b = p − 1 and p/2 < b + 1 < p, or p = 2

and λ = (1, 1, c). In this range all the L(λ) are still irreducible as G(Fp)-representations.

The theory of Serre weights is applied to étale cohomology of the Shimura variety, and the BGG
decomposition tells us that H0(ShQp

, ω(a + 3, b + 3)) appears in H3
ét(ShQp

, V (a, b)), where V (λ)

is the local system associated to the corresponding representation of G. Therefore, when talking
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about weights (k, l) of automorphic vector bundles we will reparametrize p-restricted weights as
those (k, l) satisfying (k−3, l−3) ∈ X1(T ) taking into account this shift. Similarly, the p-restricted
alcoves correspond to

C0 : k − 1 > l − 2 > 0, k + l < p+ 3

C1 : k + l > p+ 3, l − 2 < k − 1 < p

C2 : k − l + 1 < p < k − 1, k + l < 2p+ 3

C3 : l < p+ 2, k + l > 2p+ 3, k − l + 1 < p.

1.2. Hecke operators away from p. Fix a level K = KpKp ⊂ G(A
∞
Q ), and let A∞,p be the finite

adeles away from p. Consider the abstract Hecke algebra away from p Hur = C∞
c (G(A∞,p)//K,Zp),

defined as a convolution algebra of locally constant, compactly supported, bi-K invariant functions
on G(A∞,p) with coefficients in Zp. We define the action of Hur on coherent cohomology via
Hecke correspondences. Let g ∈ G(Ap,∞), and Kg = K ∩ gKg−1. There are two finite étale
maps over Zp p1, p2 : ShKg → ShK defined as follows. The first one is defined on points of
Definition 1.1 by (A,λ, ηKg ) → (A,λ, ηK) where ηK is obtained by taking any K-orbit of any
η in ηKg . The second map is defined by composing Shg−1Kgg → ShK defined as p1 with an

isomorphism [g] : ShKg → Shg−1Kgg sending A to the unique A′ prime to p quasi-isogenous to A via

f : A→ A′ satisfying the conditions in [Lan13, Prop 1.4.3.4]. This correspondence only depends on
the cosetKpgKp, so in particular one can check that it induces an action ofHur by correspondences.
Moreover, for Q ∈ {G,P}, we have natural isomorphisms of torsors Tg : p

∗
1IQ
∼= p∗2IQ. This induces

an action in cohomology: for V ∈ RepZp
(Q)

Tg : H
i(ShK , FQ(V ))

p∗2−→ H i(ShKg , p
∗
2FQ(V ))

Tg
−→ H i(ShKg , p

∗
1FQ(V ))

Trp1
−−−→ H i(ShK , FQ(V )).

We say that a collection of maps FQ(V )K → FQ(W )K of automorphic vector bundles, ranging
across K = KpKp neat with Kp hyperspecial is Hecke equivariant away from p if the associated
maps on cohomology are equivariant for Hur. In practice it is enough to check that the maps are
compatible with base change and prime to p quasi-isogenies f : A→ A′, in the sense that they are
compatible under replacing the torsors IQ with the ones defined by H1

dR(A
′/ShK).

We explain this in the case of the Kodaira-Spencer isomorphism, which is the only non-trivial
step occurring in the case of theta operators. Let δ := detH = detωA ⊗ det−1ωA∨ . It is a line
bundle which is non-canonically trivial via the quasi-polarization, and δp−1 = OSh canonically by
comparing the Hodge and conjugate filtration. Then we can write

L(a, b, c) := FB(b, a, c) = L(a, b)⊗ δ
c−a−b

2 , ω(a, b, c) := FP (W (a, b, c)) = ω(a, b) ⊗ δ
c−a−b

2 ,

so that the central character does not change the automorphic vector bundle, it will only keep track
of the Hecke action. Using the quasi-polarization we can write the Kodaira-Spencer isomorphism
as a map ksA,λ : ω(2, 0, 0) = Sym2ωA ⊗ δ

−1
A
∼= Ω1

Sh/Zp
. Given a prime to p quasi-isogeny between

polarized abelian varieties f : (A,λ)→ (A′, λ′) over Sh which preserves λ and λ′ up to scalars, the
compatibility needed to show that ksA,λ is Hecke equivariant is the commutativity of the square
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(see [EFG+21, Lem 4.1.2])

Sym2ωA ⊗ δ
−1
A Ω1

Sh/Zp

Sym2ωA′ ⊗ δ−1
A′ Ω1

Sh/Zp
.

ksA,λ

df

ksA′,λ′

Given a level K let S be a finite set of places containing p such that Kℓ = G(Zℓ) for ℓ /∈ S. Let
T/Zp be the spherical Hecke algebra away from S, defined as a restricted tensor product of local

Hecke algebras
⊗′

ℓ/∈S C
∞
c (G(Ql)//Kl,Zp). It is a commutative subalgebra of Hur, so it also acts on

coherent cohomology. Although it depends on the level K we will supress it from the notation. Let
m ⊂ T be a maximal ideal occurring in the coherent cohomology of the toroidal compactification

Sh
tor

, e.g. occurs in H0(Sh, ω(k, l)) for k ≥ l ≥ 0. Then one can attach a semisimple Galois
representation rm : GQ → GSp4(Fp) by the construction of Galois representations for automorphic
representations of regular weight [Wei05], and the use of generalized Hasse invariants in [Box15] or
[GK19]. We say that m is non-Eisenstein if rm is irreducible as a GL4-valued representation.

1.3. Toroidal compactifications. The Siegel threefold is not proper, so we introduce the stan-
dard machinery of toroidal compactifications. By the following proposition essentially all of our set
up extends to them.

Proposition 1.7. [LP18, §2.3] Let C be the cone of positive semidefinite symmetric bilinear forms
on R2 whose radicals are defined over Q, and Σ a smooth projective K-admissible decomposition of
C into polyhedral cones as in [Lan13, Def 6.3.3.4 and 7.3.1.3]. By [Lan13, Thm 6.4.1.1 and 7.3.3.4]
there exists an associated toroidal compactification Shtor,Σ over Zp. It is a smooth proper scheme
satisfying the following properties.

(1) The boundary D := Shtor,σ − Sh with its reduced structure is a Cartier divisor with simple
normal crossings.

(2) The universal abelian scheme extends to a semi-abelian scheme πtor : Ator → Shtor. The
prime to p polarization extends to a prime to p isogeny λ : Ator → Ator,∨. Define ωtor =
e∗Ω1

Ator/Shtor
, it extends ω/Sh. In characteristic p the Frobenius and Verchiebung maps

extend to ωtor.
(3) There is a canonical extension Htor of H as a symplectic vector bundle over Shtor. It fits

in the exact sequence

0→ ωtor → Htor → ωtor,∨
A∨ → 0

which makes ωtor into a P -torsor.
(4) We extend F l → Sh, to πtor : F ltor → Shtor by defining it to be the flag space of ωtor. Let

DF l = πtor,−1(D) be its boundary divisor. We still denote L ⊂ ωtor its canonical line. The
functors defining automorphic vector bundles extend to F can

B : RepR(Q)→ Coh(F ltorR ) using

the torsors given by L ⊂ ωtor ⊂ Htor. We define subcanonical extensions by F sub
B (V ) =
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F can
Q (V )(−DF l), and similarly for Rep(P ). This defines extensions L?(k, l), ω?(k, l) for

? ∈ {can, sub}, and we still have πtor∗ L
?(k, l) = ω?(k, l). From now on we will largely drop

the indices for canonical extensions.
(5) There exists a log connection ∇tor : Htor → Htor ⊗ Ω1

Shtor/Zp
(logD) extending the Gauss-

Manin connection. This induces log connections on both F can
G (V ) and F sub

G (V ) for V ∈
Rep(G). By the same procedure the Kodaira-Spencer map extends to an isomorphism

ωcan(2, 0, 0) ∼= Ω1
Shtor/Zp

(logD).

(6) The coherent cohomology groups H i(Shtor,Σ, ω?(k, l)) for ? ∈ {can, sub} are independent of
the cone decomposition Σ.

(7) We have H0(ShtorR , ω(k, l)) = H0(ShR, ω(k, l)) for R ∈ {Zp,Fp}, by [Lan16a]. Thus, we can
consider the Hasse invariants as Hi ∈ H

0(F ltorFp
,Lcan(λi)), which are defined by considering

V on ωtor. Similarly, one can define an extension of the Ekedahl-Oort strata to the toroidal
compactification as in [Box15]. We will use that the extended divisor Dtor

1 intersects the
boundary D at a set of positive codimension.

(8) The Hecke correspondences away from p extend to (sub)canonical extensions over Shtor,
and hence they extend to operators Tg : H i(Shtor, ω?(k, l)) → H i(Shtor, ω?(k, l)) for ? ∈
{sub, can}.

We recall some important vanishing theorems for mod p coherent cohomology.

Theorem 1.8. (1) Let p ≥ 5. For k ≥ l ≥ 5 satisfying (p − 1)(k − 2) > (p + 1)(l − 4) (in

particular this holds for l ≤ p+2) we have H i(Sh
tor
, ωsub(k, l)) = 0 for i ≥ 1. For k ≥ l ≥ 4

with k − l < p− 3, we have H i(Sh
tor
, ωsub(k, l)) = 0 for i ≥ 1.

(2) If H0(Sh, ω(k, l)) 6= 0, then k ≥ l and k + lp ≥ 0 [GK18, Thm 5.1.1].

(3) Let p ≥ 5. For k ≥ l ≥ 4 with k − l < p− 3, then H2(Sh
tor
, ωsub(k, 4 − l)) = 0.

Proof. The first case of (1) follows by the results on the ample cone on F l in [Ale22, Ex 4.30, Thm
5.10], and the second case by [LS13, Thm 8.13]. Part (3) also follows by [LS13, Thm 8.13]. �

1.4. Deformation theory. It will sometimes be useful to make computations on a formal neigh-
bourhood of a point. Let q ∈ Sh(Fp) be a geometric point. Let (Aq, λ, η) be one representative of q,
and denote by Def(Aq, λ, η) be the moduli space of deformations of q to local Artin algebras with

an augmentation R։ Fp. Then

Spf ÔSh,q
∼= Def(Aq, λ, η)

as functors on Artin algebras, using the moduli interpretation of Sh in Proposition 1.1. A classical
result of Grothendieck then says that

ÔSh,q
∼=W (Fp)[[T11, T12, T22]]
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and similarly, if r ∈ F l is a geometric point

ÔF l,r
∼=W (Fp)[[T11, T12, T22, T ]]

since F l is locally a P1 over Sh.

Let (R, I) be the divided power envelope of (OShZp
,mq), and let I [n] be the ideal of R generated by

elements
∏
γni(xi) for xi ∈ mq and

∑
ni ≥ n, so that Sn := R/I [n] is a divided power thickening of

κ(q). Grothendieck-Messing theory identifies H1
dR(A/Sn) with the Dieudonne crystal D(A[p∞]Sn)

of the p-divisible group A[p∞]Sn . In particular HSn is equipped with a natural map ∇ : HSn →
HSn⊗Ω

1
Sn/Zp,δ

in the sense of [Sta18, Tag 07J6] by virtue of being a crystal, and ∇ is identified with

the pullback of the Gauss-Manin connection to Sn. There is a map of PD thickenings (W (Fp),Fp)→
(Sn → κ(q)) corresponding to the natural section of Sn/p → Sn/I ∼= κ(q). Since the Dieudonne
module is a crystal

H1
dR(A/Sn)

∼= D(A[p∞]q)(Sn → κ(q)) ∼= D(A[p∞]q)(W (Fp),Fp)⊗W Sn (1.1)

Lemma 1.9. [Sta18, Tag 07J6] Let {ei} be a basis of D(A[p∞]q)(W (Fp),Fp). Then under the
isomorphism (1.1) the natural map ∇ : HSn → HSn ⊗Ω1

Sn/Zp,δ
satisfies ∇(ei) = 0.

On the formal completion of an ordinary point one has the richer structure of Serre-Tate coordi-
nates. The following theorem is a compatibility result between the Serre-Tate and Grothendieck-
Messing coordinates.

Theorem 1.10. [Kat81] Let s ∈ Sh
ord

(Fp). Then there exists a basis {e1, e2} of ωÔSh,s
such that

V ei = e
(p)
i and Dij := ks(eiej)

∨ = (Tij + 1) ∂
∂Tij

.

A computation on the formal neighbourhood of various points yields the following result.

Proposition 1.11. Let i = 1, 2. Then Hi vanishes with a simple zero on Di. Moreover, D1 does
not intersect D2 on a top dimensional irreducible component.

Proof. The Zariski-Nagata theorem for regular algebras over a perfect field allows us check the first
statement on the formal completion of any closed point q ∈ Di. For H1 we choose q̃ ∈ D1(Fp)

mapping to q ∈ Sh
=1

(Fp). Write ÔSh,q = Fp[[T11, T12, T22]]. Let R = OSh,q/m
p, which is a PD

thickening of κ(q). Grothendieck-Messing theory tells us that H1
dR(A/R) = H1

dR(A/κ(q)) ⊗R. By
the classification of Ekedahl-Oort strata we have that A[p]κ(q) is isomorphic to the product of the
p-torsion of an ordinary elliptic curve and the p-torsion of a supersingular elliptic curve. We can

https://stacks.math.columbia.edu/tag/07J6
https://stacks.math.columbia.edu/tag/07J6
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therefore choose a symplectic basis {ei} of H
1
κ(q) so that Vκ(q) has matrix

Vκ(q) =




1 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0


 (1.2)

with respect to the basis {ei} and {e
(p)
i }. By Grothendieck-Messing theory lifts of ωκ(q) to H1

R

parametrize deformations of A/κ(q). Since A/R is the universal deformation we can assume without
loss of generality that

ωR = (e1 + T12e3 + T11e4, e2 + T22e3 + T12e4) ⊂ H
1
R, (1.3)

On the other hand A(p)/R := AR ×R,FR
R is the trivial deformation of A/κ(q), since Frobenius

factors through κ(q). Therefore

ω
(p)
R = (e

(p)
1 , e

(p)
2 ).

We can compute the matrix of VR : ωR → ω
(p)
R with respect to the basis described above:

VR =

(
1 0
T12 T22

)
. (1.4)

Therefore in this basis H̃1 = T22, which vanishes with a simple zero. For H2 we choose q̃ ∈ D2(Fq)

mapping to q ∈ Sh
ord

(Fp). By Theorem 1.10 on the formal completion of q we can write H̃2 = T−T p,

so that the maximal ideal of ÔF l,q̃ is (T11, T12, T22, T − α) for some α ∈ Fp, and it is clear that
H2 has a simple zero. For the second statement, any top dimensional irreducible component of D2

contains an ordinary point, since the fibers of D2 → Sh are always zero-dimensional except over
the superspecial locus. �

2. Geometric construction of the theta operators on the open strata

Let U = U1 ∩ U2 be the open in F l where H1 ·H2 does not vanish. We first construct the basic
theta operators over U , and then we extend them to U1.

2.1. The Igusa variety. We describe an Igusa variety Ig/Sh
ord

, which is a finite étale cover. Over

Sh
ord

there is a connected-étale sequence for A[p] consisting of finite flat subgroups

0→ A[p]0 → A[p]→ A[p]ét → 0.

Definition 2.1. Let τ : Ig → Sh
ord

be the scheme representing the moduli problem sending
S ∈ Sch/Fp to

Ig(S) = {(A,λ, η) ∈ Sh
ord

(S) and φ : (Z/p)2 ∼= A[p]ét}.

It is an étale GL2(Fp)-torsor over Sh
ord

, with GL2(Fp) acting on φ via (Z/p)2.
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Taking Cartier duals one also gets the isomorphism µ2p
∼= A[p]0 over Ig, and in fact Ig also

parametrizes embeddings φ : µ2p →֒ A[p]. This implies that we can trivialize ω over Ig:

τ∗ω = ωA[p]Ig = ωA[p]0Ig
= ωµ2p

∼= O2
Ig.

Since we can explicitly describe V on µp it follows that there is a basis {e1, e2} of ωIg satisfying

V ei = e
(p)
i . We will refer to it as a canonical basis of ωIg, keeping in mind that it is only canonical

up to the action of GL2(Fp).

In order to make concrete computations we give some local coordinates for Ig.

Lemma 2.1. There is a natural embedding Ig →֒ Isom(O2, ω) fitting in

Ig Isom(O2, ω)

Sh
ord

Moreover, let W = Spec R be an open of Sh trivializing ω, and choose a trivialization ω = 〈e1, e2〉 ∼=

O2
W . Denote the matrix of V : ω → ω(p) with respect to {e1, e2} and {e

(p)
1 , e

(p)
2 } by

V =

(
a b
c d

)
.

Then

IgW
∼= SpecR[x1, x2, x3, x4][

1

(x1x4 − x2x3)(ad− bc)
]/I (2.1)

where I is defined by the equations
(
xp1 xp2
xp3 xp4

)
=

(
x1 x2
x3 x4

)
V T.

We will denote the matrix of xi by M , and write these relations as M (p) =MV T.

Proof. The map Ig →֒ Isom(O2, ω) is given on points over S/Fp as follows. Given (A,λ, φ : µ2p →֒
A[p]), consider the map

ϕ : ω → ω2
µp

given by the differential of φ. It is an isomorphism since φ induces an isomorphism µ2p
∼= A[p]0. Since

ωµp
∼= OS canonically, we obtain a well-defined map. We prove that it is a closed embedding. Fix

an algebra S/Fp, we first construct a map from Ig to the right-hand side of (2.1). Let (A,φ) ∈ Ig(S),
and let ẽi ∈ ω be the images under ϕ−1 of the canonical basis of ω2

µp . We can write the ẽi in terms

of the basis {e1, e2} as (
ẽ1
ẽ2

)
=

(
y1 y2
y3 y4

)(
e1
e2

)
(2.2)
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with yi ∈ S. Since ϕ is an isomorphism we get that y1y2 − y3y4 ∈ S×, and since A is ordinary
ad− bc is also a unit. Now, ϕ commutes with the respective Verschiebungs, and since V acts as the

identity with respect to the canonical basis of ωµp , we see that V (ẽi) = ẽ
(p)
i , which translates to

(
yp1 yp2
yp3 yp4

)
=

(
y1 y2
y3 y4

)
V T.

Therefore, the association (A,φ) 7→ (yi) defines such a map. On geometric points Dieudonne theory
gives an equivalence between maps µ2p →֒ A[p] and isomorphisms ω2

µp
∼= ωA compatible with V .

The latter is equivalent to giving tuples (yi) = M satisfying M (p) = MV T, so the map is an
isomorphism on geometric points. We can check that the equations I define an étale cover, which
implies that the map constructed is an isomorphism, since an isomorphism of finite locally free
modules can be checked on geometric points. �

Recall that Sh
ord,tor

⊂ Sh
tor

is the locus where H1 is non-vanishing.

Corollary 2.2. The GL2(Fp) torsor Ig→ Sh
ord

extends to a GL2(Fp)-torsor Igtor → Sh
ord,tor

with

the property that there exists a basis {e1, e2} of ωIgtor satisfying V ei = e
(p)
i .

Proof. We define Igtor locally by the equations of Lemma 2.1, which define an étale torsor since V

is invertible over Sh
ord,tor

. �

Recall that U1 = π−1(Sh
ord

), so that F lIg := U1 ×Sh
ord Ig = P(ωIg) ∼= Ig × P1 is a GL2(Fp)-étale

torsor of U1, with GL2(Fp) acting diagonally on Ig× P1.

Proposition 2.3. The exact sequence

0→ π∗Ω1
Sh
→ Ω1

F l → Ω1
F l/Sh

→ 0

canonically splits over U1. We denote by s : Ω1
F l/Fp

→ π∗Ω1
Sh

the associated section.

Proof. By Galois descent to construct s it is enough to construct a GL2(Fp)-equivariant section
Ω1
F lIg
→ π∗Ω1

Ig. Both projections from F lIg ∼= Ig × P1 are GL2(Fp)-equivariant, so the splitting of

the exact sequence for Ω1
Ig×P1 is also GL2(Fp)-equivariant. �

2.2. Construction on the open strata U . On U ⊂ F lFp
we have both the splittings H =

L ⊕ V −1(L(p)) and H = ω ⊕ ω∨, so that setting L′ := ω ∩ V −1(L(p)) we get a full splitting of the
symplectic flag on U into line bundles:

H = L ⊕ L′ ⊕ (L
′⊥ ∩ ω∨)⊕ (L⊥ ∩ ω∨).

Denote by πL : H → L and πL′ : H → L′ the corresponding projections, we will use the same
notation for the projections restricted to ω. Moreover, L(k, l)U = L′k ⊗ Ll.
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Definition 2.2. (Theta operators on U) Let λ = (k, l) ∈ X∗(T ). We define the following maps
over U .

• The splitting ω = L ⊕ L′ induces a splitting of Sym2ω. The corresponding projections are

π1 :π
∗Ω1

Sh
∼= Sym2ω → L′2 = L(2, 0)

π2 :π
∗Ω1

Sh
∼= Sym2ω → L′ ⊗ L = L(1, 1)

π3 :π
∗Ω1

Sh
∼= Sym2ω → L2 = L(0, 2)

• For i = 1, 2, 3 we define operators θ̃i : L(λ) → L(λ + λi) with λ1 = (2, 0), λ2 = (1, 1),
λ3 = (0, 2). Let L be L or L′, then for L(λ) = L it is defined as

θ̃i : L →֒ H
∇
−→ H ⊗ Ω1

F l/Fp

πL⊗s−−−→ L⊗ π∗Ω1
Sh

id⊗πi−−−→ L⊗ L(λi).

For a general weight λ, it is defined by prescribing that θ̃i(fg) = f θ̃i(g) + θ̃i(f)g for local
sections f, g, and that on OF l it is given by composing the differential with the πi ◦ s.
Explicitly: on a local section fe−1 ∈ L−1 with f ∈ O and e ∈ L a local basis

θ̃i(fe
−1) := πi ◦ s(df)⊗ e

−1 − f θ̃i(e)⊗ e
−2.

Then every L(k, l) is a tensor product of L,L′ or their duals, so that θ̃i can be defined by
the Leibniz rule.
• Let r : Ω1

F l → Ω1
F l/Sh

, and L as before. Define θ̃4 on L as

θ̃4 : L →֒ H
∇
−→ H ⊗ Ω1

F l
πL⊗r−−−→ L⊗ Ω1

F l/Sh
= L⊗L(−1, 1),

using Lemma 1.2. We extend it to arbitrary weights as above.

Remark 2.1. Note that in the definition of θ̃i it is natural to use the projection πL as opposed to
the projection to any other line bundle, in which case one would get a linear map (in some cases

identically zero). See also Proposition 3.12 ahead for the relation of the extension of θ̃i to F l to
the way [EFG+21] define theta operators on the Shimura variety.

Since θ1,2,3,4 are maps of line bundles on U it is a formal consequence that they can be extended
to F l by multiplying by some sufficiently high power of the Hasse invariants 1. Moreover, it suffices
to extend the theta operators on weights (1, 0) and (0, 1), since all other weights are a combination
of tensor products and duals of these.

2.3. Extension to U1. Let L = L(1, 0) or L(0, 1). There is a finite étale cover τ : UIg → U by

pulling back under Ig→ Sh
ord

, and one can make sense of τ∗θ̃i, defined by the composition of the
same maps pulled-back to UIg, since the pullback of the Gauss-Manin connection under an étale

map is again the Gauss-Manin connection. Thus we can prove properties about θ̃i by going to UIg,

where there is a basis {e1, e2} of ωIg satisfying V ei = e
(p)
i .

1One can see this by considering degree 1 differential operators as linear maps P 1
Sh

⊗ V → W .
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Lemma 2.4. Consider the map over U1

θ̃ : ω →֒ H
∇
−→ H ⊗ Ω1

F l
πω⊗s−−−→ ω ⊗ π∗Ω1

Sh
,

where πω : H → ω is the unit root splitting over U1. Then θ̃ satisfies θ̃(L) ⊂ L⊗ π∗Ω1
Sh
, so that it

induces maps

θL : L→ L⊗ π∗Ω1
Sh
.

Proof. It is enough to prove it after pulling back to Ig. The analogous map ω → ω ⊗ π∗Ω1
Sh

has

{e1, e2} as a horizontal basis, since the kernel of πω is Ker(V : H → ω(p)) and

V∇(ei) = ∇
(p)(V ei) = ∇

(p)(e
(p)
i ) = 0

by functoriality of ∇, and the fact that the differential of Frobenius vanishes. Locally in this basis

θ̃ is given by the composition of the trivial connection on O2 on Sh
ord
× P1 and the section s, so

it ignores any differentiation along P1. It follows that we can choose a local basis for L that is
horizontal for θ̃. �

To extend θ̃1,2,3 to U1, we use the maps θL : L → L ⊗ π∗Ω1
Sh

from Lemma 2.4. They extend

the analogous maps in the definition of θ̃1,2,3. Then it suffices to extend π1,2,3 to U1. The map
π(1,0) : ω → ω/L extends πL′ : ω → L′ to U1, and the map

π(0,1) : ω
V
−→ ω(p) → (ω/L)(p) = L(p, 0)

extends πL : ω → L, in the sense that π(0,1)|U = H2 · πL. Consider the map Sym2ω → ω⊗2 given
by xy 7→ x⊗ y + y ⊗ x. Then

Π1 :Sym
2ω

Sym2π(1,0)
−−−−−−−→ L(2, 0)

Π2 :Sym
2ω → ω⊗2 π(1,0)⊗π(0,1)

−−−−−−−−→ L(p+ 1, 0)

Π3 :Sym
2ω

Sym2π(0,1)
−−−−−−−→ L(2p, 0)

(2.3)

(2.4)

(2.5)

extend the πi to U1, and we have Πi = H i−1
2 πi on U .

Definition 2.3. (Extending θ̃1,2,3 to U1) Let λ ∈ X
∗(T ), define the maps of sheaves on U1

Θ1 :L(λ)→ L(λ+ (2, 0))

Θ2 :L(λ)→ L(λ+ (p + 1, 0))

Θ3 :L(λ)→ L(λ+ (2p, 0))
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as follows. For λ = (1, 0) or (0, 1), L = L(λ) they are defined as

Θ1 :L
θL−→ L⊗ π∗Ω1

Sh

id⊗Π1−−−−→ L⊗ L(2, 0)

Θ2 :L
θL−→ L⊗ π∗Ω1

Sh

id⊗Π2−−−−→ L⊗ L(p+ 1, 0)

Θ3 :L
θL−→ L⊗ π∗Ω1

Sh

id⊗Π3−−−−→ L⊗ L(2p, 0),

and they are extended to arbitrary λ as in Definition 2.2. When restricted to U they satisfy
Θi,U = H i−1

2 θ̃i.

Now we extend θ̃4 to F l (the map has no poles along D1). Importantly, on F l

ω →֒ H
∇
−→ H ⊗ Ω1

F l/Sh

factors through ω ⊗Ω1
F l/Sh

, since by functoriality of ∇, every section that is a pullback from Sh is

horizontal for ∇F l/Sh. This allows us to extend θ̃4 on L(0, 1) as

θ4 : L(0, 1)→ H
∇
−→ H ⊗ Ω1

F l/Sh

π(0,1)⊗r
−−−−−→ L(p− 1, 1).

For L(1, 0) we prove that the map over U

θ4 : L(1, 0) = ω/L ∼= L′
θ̃4−→ L′ ⊗ L(−1, 1)

H2−−→ L(1, 0)⊗ L(p− 1, 0) (2.6)

extends to F l, by computing a local expression. We use the notation of Notation 1. When restricting
the canonical isomorphism Ω1

F l/Sh
= L(−1, 1) to W and using the trivialization given by e1, e2 we

have
Ω1
F l/Sh

|W ∼= Ω1
P1
W /W = O(−2)W ∼= L(−1, 1)W ,

sending dT to e−1
2 (e1 + Te2). On U a basis for L′ is e2 − λ(e1 + Te2), where λ := 1

H̃2

dH̃2
dT . Then

fe2 ∈ ω/L for f ∈ OA1
W
, is sent by θ4 to

fe2 7→ f(e2 − λ(e1 + Te2))
H2πω◦∇Fl/Sh
−−−−−−−−−→ H2(e2 − λ(e1 + Te2))⊗ df

−H2f(e1 ⊗ d(λ) + e2 ⊗ d(λT ))
π(1,0)
−−−→ (H̃2

df

dT
− f

dH̃2

dT
)ep−1

2 (e1 + Te2).

We have used that V ◦ ∇F l/Sh(ei) = 0. Similarly, f(e1 + Te2) ∈ L(0, 1) is sent to

f(e1 + Te2) 7→ (H̃2e
p
2 ⊗ df + f

dH̃2

dT
ep2 ⊗ dT ) = (H̃2

df

dT
+ f

dH̃2

dT
)ep−1

2 (e1 + Te2).

Definition 2.4. (Extending θ̃4 to F l) Define maps on F l

θ4 :L(0, 1)→ H1 ∇
−→ H1 ⊗ Ω1

F l/Sh

π(0,1)⊗r
−−−−−→ L(p− 1, 1)

θ4 :L(1, 0) = ω/L ∼= L′
θ̃4−→ L′ ⊗ L(−1, 1)

H2−−→ L(1, 0) ⊗ L(p− 1, 0).
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The latter is defined on U , but it extends to F l as explained before. For arbitrary λ ∈ X∗(T ) they
are defined by the Leibniz rule. This gives maps θ4 : L(λ) → L(λ + (p − 1, 0)) on F l satisfying

θ4|U = H2θ̃4, and they are Hecke equivariant away from p. By using the extension of ∇ and V on

canonical extensions they extend to maps on (sub)canonical extensions on F ltor.

Putting together the local expressions from before we obtain the following.

Lemma 2.5. Let fek2(e1 + Te2)
l be a local section of L(k, l) with f ∈ OA1

W
. Then

θ4(fe
k
2(e1 + Te2)

l) = (H̃2
df

dT
+ (l − k)f

dH̃2

dT
)ek+p−1

2 (e1 + Te2)
l.

The same expression holds over L(k, l)can by extending H̃2.

Remark 2.2. If f comes from a section of P1
W , i.e. has degree at most k − l, the polynomial

H̃2
df
dT + (l − k)f dH̃2

dT is of degree at most k − l + p− 1, even if the two summands might not.

We now prove some properties about the theta operators Θi that can be checked on an open dense
subset, and hence they will automatically extend to the operators on F l. We use the convention
Θ4 = θ4.

Proposition 2.6. Let i = 1, 2, 3, 4, λ, µ ∈ X∗(T ).

(1) Θi(fg) = fΘi(g) + Θi(f)g for f, g local sections of L(λ) and L(µ).
(2) Θi(Hj) = 0 for j = 1, 2.

Proof. The first one is automatic from the construction of Θi. We check the second over U1,Ig, let
{e1, e2} be a canonical basis of ωIg. In this basis

H1 = ep−1
2 (e1 + Te2)

p−1

H2 = (T − T p)ep2(e1 + Te2)
−1.

Using that V∇(ei) = ∇(p)(e
(p)
i ) = 0 we see that both e2 ∈ L(1, 0) and e1 + Te2 ∈ L(0, 1) are

horizontal for the map θL in the definition of Θ1,2,3. It is then clear that Θ1,2,3(Hi) = 0 for i = 1, 2,
and Θ4(H1) = 0. Finally, Θ4(H2) = 0 from a direct computation with Lemma 2.5.

�

Let s ∈ Sh
ord

(Fp), and let {e1, e2} be a Serre-Tate basis of ω over ÔSh,s, so that V ei = e
(p)
i .

Following the recipe for their construction gives the following expressions for Θi on the fiber of F l
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over ÔSh,s

Θ1(fe
k
2(e1 + Te2)

l) =

(T 2D11(f)− TD12(f) +D22(f))e
k+2
2 (e1 + Te2)

l

Θ2(fe
k
2(e1 + Te2)

l) =

(2T p+1D11(f)− (T + T p)D12(f) + 2D22(f))e
k+p+1
2 (e1 + Te2)

l

Θ3(fe
k
2(e1 + Te2)

l) =

(T 2pD11(f)− T
pD12(f) +D22(f))e

k+2p
2 (e1 + Te2)

l,

where Dij := ks(eiej)
∨ = (Tij + 1) ∂

∂Tij
. Using these, we can prove that the following relations hold

among the Θi.

Proposition 2.7. We have the following relations as operators on U1.

(1) [Θ1, θ4] := Θ1 ◦ θ4 − θ4 ◦Θ1 = Θ2.
(2) [Θ2, θ4] = 2Θ3.
(3) [Θ3, θ4] = 0.
(4) [Θi,Θj ] = 0 for i, j = 1, 2, 3.
(5) Θp

1 = Θ3.
(6) The operator Θ := 1

H2
2
(4Θ1Θ3 −Θ2

2) is well-defined and satisfies Θp = H2
1Θ.

(7) [Θp
2, θ4] = 0, [Θ, θ4] = 0

Proof. All of them can be checked locally on fibers P1
OSh,s

for s ∈ Sh
ord

(Fp). We can further base

change to ÔSh,s, since the map to the formal completion is faithfully flat. There they follow from

a simple computation with the local expressions above, and Lemma 2.5 with H̃2 = T − T p. �

3. Extension to the flag Shimura variety

We extend Θ1,2,3,4 to maps on F lFp
, by studying their formal local expressions at non-ordinary

points. We then prove some finer properties regarding divisibility by Hasse invariants, and we give
alternative descriptions for π∗θ1,2,3 as maps on the Shimura variety. Before that we start with a

careful study of θ4, which is simpler than the other 3 since it is linear with respect to Sh.

3.1. Properties of θ4. We prove that θ4 satisfies similar properties to Katz’s theta operator,
except for the fact that ”it does not cycle”.

Proposition 3.1. (1) We have θp4 = 0 as a map on F l, hence also as a map on F ltor.
(2) Let f ∈ L(k, l)can be a local section such that H2 ∤ f . Then H2 | θ4(f) if and only if p | k− l.
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Proof. For 1) we use Lemma 2.5 to locally identify θ4 with a function on OA1
W
× Z/p, where the

second factor keeps track of l − k modulo p. Under this identification

θ4(f,N) = (H̃2
df

dT
+N

dH̃2

dT
f,N + 1).

Since ( d
dT )

2H̃2 = 0 we see that D := H̃2
d
dT and dH̃2

dT id commute as operators, so that

θp4(f,N) = (

p−1∏

i=0

(D + i
dH̃2

dT
)f,N) = ([Dp −D(

dH̃2

dT
)p−1]f,N).

Now, Dp ∈ DerOW
(OA1

W
,OA1

W
) which is generated by d

dT . Moreover, the set {( d
dT )

i : i = 0, 1, . . . , p−

1} is linearly independent as elements of HomOW
(OA1

W
,OA1

W
). Since d

dT H̃2 = dH̃2
dT + H̃2

d
dT we

compute that

Dp = H̃2

(
dH̃2

dT
+ H̃2

d

dT

)p−1
d

dT
= D(

dH̃2

dT
)p−1

as elements of HomOU
(OA1

W
,OA1

W
), by expanding in terms of {( d

dT )
i : i = 0, 1, . . . , p − 1}. This

proves that θp4 = 0.

For 2) we work locally on W ⊂ Sh
tor

, and write f as gek2(e1 + Te2)
l, for g ∈ Γ(W,A1

W ). The

divisor Dtor
2 is given by the vanishing of H̃2. If p | k − l it is easy to see from the local expression

of Lemma 2.5 that H2 | θ4(f). Conversely suppose H2 ∤ f and H2 | θ4(f). Then we can find some

openW ⊂ Sh
tor

such that H̃2 ∤ g and H̃2 | (k−l)
dH̃2
dT g. This still holds true overW ∩U

tor
1 , otherwise

g/H̃2 would extend to a section on W ∩ (U tor
1 ∪U tor

2 ), whose complement has codimension 2 in W ,
so by Hartogs lemma it would extend to W . We still have H2 | f over Igtor, since it is a finite étale

cover, and H2 has a simple zero on D2. There H̃2 = T − T p, so that H̃2 | (k − l)g, which implies
that p | k − l.

�

Even though θp4 = 0 we still obtain an intermediate map by cycling θ4. This is an example of a
theta linkage map.

Proposition 3.2. Let (k, l) ∈ X∗(T ) and write k − l = ap + b with 0 ≤ b ≤ p − 1. Then the

map θb+1
4 : L(k, l) → L(k + (b + 1)(p − 1), l) factors through Hb+1

2 : L(k − b − 1, l + b + 1) →
L(k + (b+ 1)(p − 1), l) and a map

θ4(k,l) : L(k, l)→ L(k − b− 1, l + b+ 1)

which is Hecke equivariant away from p. It extends to a map on (sub)canonical extensions on F ltor.

As a consequence, for 0 ≤ k − l ≤ p− 1, π∗θ
k−l+1
4 = 0.
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Proof. This can be rephrased as saying that θb+1
4 is divisible by Hb+1

2 . We prove it by induction on
b: if b = 0 it follows by Proposition 3.1(2). Suppose b ≥ 1, and let f ∈ L(k, l)can be a local section,

we want to prove Hb+1
2 | θb+1

4 (f). If H2 | f , write f = H2g with g ∈ L(k − p, l + 1), then we can
apply the induction hypothesis to g. So suppose H2 ∤ f , then by Proposition 3.1(2) H2 ∤ θ

b
4(f) but

HN
2 | θ

b+1
4 (f) for some N ≥ 1, which we can assume is at most p − 1. Write HN

2 h = θb+1
4 (f) for

some H2 ∤ h, since θp4 = 0 we have θp−b−1
4 (h) = 0. For H2 | θ

p−b−1
4 (h) to be possible the b in the

weight of one of {h, θ4(h), . . . , θ
p−b−2
4 (h)} has to be 0. This implies that N ≥ b+ 1 as desired. �

Using Proposition 3.1(2) we can also describe the kernel of θ4 and θ4(k,l). Let F : F l → F l(p)

be the relative Frobenius with respect to Sh. The twist F l(p) can be identified with the flag
variety of ω(p) over Sh, let L(p) ⊂ ω(p) be its tautological line bundle. It can be identified with
σ∗(L ⊂ ω), where σ : F l(p) → F l is the base change morphism. The projection π(p) : F l(p) → Sh

satisfies Rπ
(p)
∗ ◦ F∗

∼= Rπ∗. We will write π(p)∗ω as ω for convenience. Over Sh there is a map
ω(p) →֒ Sympω of sheaves which is induced by the map of representations of M = GL2/Fp

F
2,(p)
p →֒ SympF

2
p.

Proposition 3.3. (Kernel of θ4) Let (k, l) ∈ X∗(T ), write k − l = ap + b with 0 ≤ b ≤ p − 1.
Then

(1)

F∗Ker(θ4 : L(k, l)→ L(k + p− 1, l)) = (ω(p)/L(p))a−b ⊗ detl+bω

It is embedded into F∗L(k, l) as follows

(ω(p)/L(p))a−b ⊗ detl+bω → F∗((ω/L)
(a−b)p ⊗ detl+bω)

F∗Hb
2−−−→ F∗((ω/L)

k−l ⊗ detlω),

where the first map is obtained by applying the unit id → F∗F
∗ of the adjunction together

with the identification F ∗(ω(p)/L(p)) ∼= (ω/L)p. The same formula holds for the map on
canonical extensions on F ltor. In particular for 0 < k − l < p, π∗θ4 is injective.

(2) Moreover,

F∗Kerθ4(k,l) = (ω(p)/L(p))a ⊗ Symbω ⊗ detlω.

The embedding into F∗L(k, l) is induced by first applying the unit id→ F∗F
∗, and then the

projection Symbω → (ω/L)b. For 0 ≤ k − l ≤ p2 − 1, this implies

Kerπ∗θ
4
(k,l) = Symaω(p) ⊗ Symbω ⊗ detlω = FP (LM (k, l))

where LM (k, l) is the irreducible representation of M of highest weight (k, l).

Proof. For 1) first assume b = 0. Then by Lemma 2.5 a local section f ∈ L(k, l)can in Kerθ4
satisfies df

dT = 0, since H̃2 doesn’t vanish identically on an open subset. This implies f = g(T p)
for some g, and one can check that the gluing data of g precisely corresponds to a section of
(ω(p)/L(p))a ⊗ detlω. Now assume b ≥ 1. Let f ∈ L(k, l)can be a local section such that θ4(f) = 0.

By the case b = 0 we have H̃p−b
2 f = g(T p) for some g. Let Y → Sh

tor
be a finite type map
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obtained by extracting sufficiently high pth power roots, so that we can find g̃(T ) ∈ OY [T ] such

that g̃(T )p = g(T p). Over the base change to Igtor we see that T p−T = H̃2 | g̃(T ), so that g̃(T )/H̃2

extends to (U tor
1 ∪U

tor
2 )Y . Using étale coordinates we can check that Y is smooth, so that by Hartogs

lemma it further extends to Y . Therefore we can write g̃(T ) = H̃2h̃(T ) for some h̃ ∈ OY [T ]. We

claim that h(T p) := h̃(T )p ∈ O
Sh

tor [T ]. Since it lies on OY [T ] it satisfies h(T p)p
n
∈ O

Sh
tor [T ] for

some n. It also lies on O
Sh

tor [T ][1/H̃2], so by normality h(T p) ∈ O
Sh

tor [T ]. Thus, we can write

H̃p−b
2 f = H̃p

2h(T
p), and cancelling the H̃2s gives f = H̃b

2h(T
p). By translating the transition

cocycles of f to h(T p) we see that the coefficients of h(T p) precisely contain the information of a

section of (ω(p)/L(p))a−b ⊗ detl+bω embedded in the required way in F∗L(k, l)
can.

For 2), since H2 is injective as a map of sheaves it is enough to consider the kernel of θb+1
4 . We

prove it by induction on b, with b = 0 being part 1). Assume b ≥ 1, by the induction hypothesis

we know F∗Ker(θb4 : L(k + p − 1, l) → L(k + (b + 1)(p − 1), l)) = (ωp/L(p))a+1 ⊗ Symb−1ω ⊗

detlω =: E(a+1,b−1), and carefully going through the embedding into F∗L(k + p− 1, l) we see that

its local sections are precisely the ones that can be written as g(T )f(T p)ek−l+p−1
2 (e1 ∧ e2)

l with g
a polynomial of degree at most b− 1. For h = g1(T )f1(T

p) a local section of L(k, l),

θ4(h) = f1(T
p)(H̃2

dg1
dT
− b

dH̃2

dT
g1),

so if g1 has degree at most b one can check that θ4(h) ∈ E(a+1,b−1), so that E(a,b) ⊆ Kerθ4(k,l).

We prove that this inclusion is an isomorphism over U1. For that we prove that the preimage of
E(a+1,b−1) under θ4 is E(a,b). Consider a section g(T )f(T p) of E(a+1,b−1) over U1. We claim that it

can be written as θ4(g1(T )f1(T
p)) with g1 of degree at most b: it is enough to check it for g = T i,

i = 0, . . . , b− 1. We can base change to Ig, so that H̃2 = T p − T . There

θ4((i− b)
−1T +

i∑

k=1

T i+k(p−1)(i− b)−1
k∏

j=1

i− j + 1

i− j − b
) = T i

for 0 ≤ i ≤ b−1. Moreover, from the local expression it is easy to check that θ−1
4 E(a+1,b−1) ⊆ E(a,b)

over UIg. This shows that E(a,b)
∼= Kerθ4(k,l) over U1. Furthermore, the cokernel of E(a,b) → F∗L(k, l)

is free, so in particular the cokernel of E(a,b) →֒ Kerθ4(k,l) is torsion-free. This implies that E(a,b)
∼=

Kerθ4(k,l).

�

Remark 3.1. (1) In the case 0 ≤ k−l ≤ p2−1, the target of π∗θ
4
(k,l) is ω(k−b−1, l+b+1), which

contains the other Jordan-Holder factor of ω(k, l): it is precisely the kernel of θ4(k−b−1,l+b+1).

The identity θp4 = 0 is then consistent with the fact thatW (k, l) andW (k−p, l+p) have no
common Jordan-Holder factor. The representationW (k, l) is irreducible if k−l = −1 mod p,
where θ4(k,l) is just 0, since θp4 = 0. This is no coincidence, in fact π∗θ

4
(k,l) comes from a

map of M -representations, see Corollary 4.19 for a more conceptual explanation of this
phenomenon.
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(2) If k − l ≥ p2 one can again apply the analogue map to θ4(k,l) on F∗Kerπ∗θ4, where now

the automorphic vector bundles are taken with respect to ω(p). This obtains a subsheaf of
F 2
∗Kerπ∗θ4. Repeating this enough times the resulting sheaf will correspond to LM (k, l)

again. E.g. for k − l = p2, KerF∗π∗θ4 = Sympω(p), and the kernel of θ
(p)
4 on it is ω(p2).

3.2. Extending Θ1,2,3 to F l. We extend Θ1,2,3 to F l by computing their poles along D1 =

π−1(Sh
n-ord

). We first prove that the following common piece of Θ1,2,3 only has a simple pole.

Lemma 3.4. The map on U1

θ := H1θ̃ : ω
∇
−→ H ⊗ Ω1

F l
H1πω⊗s−−−−−→ ω ⊗ L(p− 1, p − 1)⊗ π∗Ω1

Sh
,

where θ̃ is as in Lemma 2.4, extends to (sub)canonical extensions on F ltor. Moreover, on sections
that come from ω/Sh via pullback it can be identified with the map on Sh

ω
∇
−→ H ⊗ Ω1

Sh

H1πω⊗id
−−−−−−→ ω ⊗ detp−1ω ⊗ Ω1

Sh
.

Proof. The second statement is immediate from the first by functoriality of ∇. We prove that θ
extends to F l by computing a local expression, we use the presentation of Ig from Lemma 2.1. Let
W = Spec(R) ⊂ Sh such that ω is trivial with basis {e1, e2}, and work over A1

W ⊂ π
−1(W ), then U1

is given by R[1/(ad − bc)][T ]. Let d denote the differential d : Oπ−1(W ) → Ω1
π−1(W ). Let f ∈ R[T ],

we compute that H1θ̃(fei) has no poles. On IgW we have a preferred basis {ẽ1, ẽ2} satisfying

M(e1, e2)
T = (ẽ1, ẽ2)

T , which is horizontal for θ̃. Differentiating the relation M (p) = MV T we
obtain dM = −M ◦ d(V T ) ◦ (V T )−1, so that

(πω ⊗ 1) ◦ ∇(e1, e2)
T = d(M−1)M(e1, e2)

T = d(V T ) ◦ (V T )−1(e1, e2)
T . (3.1)

This shows that the map (H1πω ⊗ 1) ◦ ∇ extends to F l. Concretely it sends fe1 to

fe1 7→ [(ad − bc)df + f(dd(a)− bd(c))]e1(e1 ∧ e2)
p−1 + f(ad(c)− cd(a))e2(e1 ∧ e2)

p−1,

and similarly for fe2. Let W ′ = W ∩ Sh
ord

, the last ingredient of θ involves the section s :
Ω1
π−1(W ′) → π∗Ω1

W ′ which is defined by the diagram

π−1OW ′ Oπ−1(W ′) Ω1
π−1(W ′) π∗Ω1

W ′

π−1OW ′ OP1
W ′

Ω1
P1
W ′
,

d s

∼ =

d

∼ =

r

where the isomorphisms are given étale locally by the basis {ẽ1, ẽ2}, and r is the natural projection.
Since the first square commutes for g ∈ π−1OW we have s ◦ d(g) = dW ′(g) ∈ π∗Ω1

W ′, where
dW ′ : π−1OW ′ → π−1Ω1

W ′ . Thus, to compute θ we replace d by dW in (3.1). Explicitly,

θ(fe1) = [(ad− bc)df + f(dd(a)− bd(c))]e1(e1 ∧ e2)
p−1 + f(ad(c) − cd(a))e2(e1 ∧ e2)

p−1, (3.2)
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where now the differentials correspond to d : OW → Ω1
W . This proves that the map extends to F l.

The same computation shows it extends to canonical extensions, and for subcanonical extensions
one uses that d log(f) ∈ Ω1

Sh
tor(logD). �

Remark 3.2. The local expression on (3.2) is easier to compute using the map on Sh. This lemma
is just a careful check that the construction using the section s is compatible with the map on Sh.

Corollary 3.5. The maps H1 · Θ1,2,3 extend to maps of sheaves on F l. They further extend to
maps of (sub)canonical extensions on F ltor.

Proof. By Lemma 2.4 the map θ from Lemma 3.4 sends L to L⊗L(p− 1, p− 1)⊗ π∗Ω1
Sh
, being a

condition that can be checked on an open dense subset. Then H1 ·Θ1,2,3 can be constructed on F l

using the same definition as for Θ1,2,3 but replacing θ̃ by θ. �

However, it might be the case that multiplying by H1 is not necessary, in this case we will show
that Θ3 already extends to F l. To do that we compute a local expression for Θ3 on the formal
neighbourhood of a p-rank 1 point. For the purposes of checking poles along D1 it is enough to

check them inside Sh
≥1

= Sh
ord
∪ Sh

=1
, since by Hartogs lemma a function on U1 that extends to

F l
Sh

≥1 already extends to F l. Being a local problem, we will work on formal completions ÔSh,q

(or their pullbacks to F l) for a fixed q ∈ Sh
=1

(Fp), and use Grothendieck-Messsing theory to get

a nice basis for ω. Write ÔSh,q = Fp[[T11, T12, T22]], and let R = OSh,q/m
p. As in the proof of

Proposition 1.11 we can choose a basis of ωR such that V is represented by the matrix

VR =

(
1 0
T12 T22

)
. (3.3)

By Hensel’s lemma we can choose a basis {e1, e2} of ωÔSh,q
lifting the one above such that V is still

given by the same matrix.

Let q ∈ Sh
=1

(Fp), and fix a basis {e1, e2} of ω on ÔSh,q such that V has matrix (3.3). Consider

Dij := ks(eiej)
∨ as continuous derivations on ÔSh,q.

Lemma 3.6. Let q ∈ Sh
=1

(Fp). Then

Dij =
∂

∂Tij
mod m

p−1

Sh,q
.

Proof. Dually, we prove that 〈∇(ei), ej〉 = dTij mod m
p−1

Sh,q
. Let R = OSh,q/m

p

Sh,q
, then

〈∇(ei), ej〉 = 〈∇R(eR,i), eR,j〉 mod m
p−1

Sh,q
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since ∇R = ∇ mod m
p

Sh,q
determines ks mod m

p−1

Sh,q
. In the notation of (1.3)

eR,1 = e1 + T12e3 + T11e4

eR,2 = e2 + T22e3 + T12e4,

where {ei} is a symplectic basis on H1
κ(q) coming from a trivialization of A[p]κ(q). By Lemma 1.9

∇R(ei) = 0. Then

〈∇(e1), e1〉 = 〈dT12e3 + dT11e4, e1〉 = dT11 mod m
p−1

Sh,q
,

and similarly for the others. �

Using the lemma above and the local expression (3.2) we can compute the following local expres-
sions for H1Θ1 and H1Θ3.

Proposition 3.7. Let q ∈ Sh
=1

(Fp), and {e1, e2} be a basis of ω on ÔSh,q satisfying (3.3). We

have the following local expressions at A1
T ⊂ P1

ÔSh,q

with respect to the local sections fek−l2 (e1∧e2)
l ∈

L(k, l) for f ∈ ÔSh,q[T ], and ge
i
1e
k−l−i
2 (e1 ∧ e2)

l for g ∈ ÔSh,q, i ∈ Z.

H1Θ1(f) = kf + T 2T22
∂f

∂T11
− TT22

∂f

∂T12
+ T22

∂f

∂T22
mod mp−1

H1Θ3(g) = T22e
i
1e
k−l−i
2 (e1 ∧ e2)

l+p−1Π3KS−1dg

+ (k − i)gT 2
22e

i
1e
k−l−i+2p
2 (e1 ∧ e2)

l+p−1

+ igT22T12e
i−1
1 ek−l−i+2p+1

2 (e1 ∧ e2)
l+p−1

− T22ige
i+p−1
1 ek−l−i+p+1

2 (e1 ∧ e2)
l+p−1 mod mp−1.

Proof. This is a combination of using the explicit matrix of V in (3.3) on the local expressions

for θ in Lemma 3.4, as well as in (2.3); and the knowledge of Kodaira-Spencer modulo m
p−1
q of

Lemma 3.6. �

It is then clear that Θ3 already extends to π−1(Sh
≥1

), since it does pointwise, and hence to F l.
Since Dtor

1 only intersects the boundary on a space of dimension at most 2 by Proposition 1.7(7)
Θ3 also extends to a map on (sub)canonical extensions on F ltor. Including the central character in
the Kodaira-Spencer isomorphism we get Hecke equivariant maps.

Proposition 3.8. Define θ1,2,3 on F l by

θ1 := H1Θ1 : L(k, l, c)→ L(k + p+ 1, l + p− 1, c)

θ2 := H1Θ2 : L(k, l, c)→ L(k + 2p, l + p− 1, c)

θ3 := Θ3 : L(k, l, c)→ L(k + 2p, l, c).

They are Hecke equivariant away from p and furthermore they extend to maps on (sub)canonical
extensions on F ltor. They satisfy relations as in Proposition 2.7, namely
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(1) [θ1, θ4] = θ2.
(2) [θ2, θ4] = 2H1θ3.
(3) [θ3, θ4] = 0.
(4) [θi, θj] = 0 for i, j = 1, 2, 3.
(5) θp1 = Hp

1θ3.

(6) The operator Θ := 1
H2

2
(4H1θ1θ3 − θ

2
2) is well-defined and satisfies Θp = H2p

1 Θ.

(7) [θp2, θ4] = 0, [Θ, θ4] = 0.

Looking at the local expression for θ1 we immediately obtain a criterion for the divisibility of θ1
by H1.

Proposition 3.9. Let f ∈ L(k, l) be a local section such that H1 ∤ f . Then H1 | θ1(f) if and only
if p | k. The same holds for a local section of the (sub)canonical extension on F ltor.

Proof. It follows from Proposition 3.7, since if H1 ∤ f we can take q ∈ Sh
=1

(Fp) so that H̃1 = T22
doesn’t divide f in these coordinates. Then in these coordinatesH1 | θ1(f) implies p | k. Conversely,

if T22 | θ1(f) for all q ∈ Sh
=1

(Fp) then H1 | θ1(f). �

Combining Proposition 3.9 with the identity θp1 = Hp
1θ3 we obtain one of the theta linkage maps,

similarly to the way one determines the theta cycle for the modular curve.

Theorem 3.10. Let (k, l) ∈ X∗(T ), and write k = pb+ a with 1 ≤ a ≤ p. Then the map

θ1(k,l) :=
1

Hp−a+1
1

θp−a+1
1 : L(k, l)→ L(2p − 2a+ k + 2, l)

exists as a map of sheaves on F l, and it is Hecke equivariant away from p. It further extends to a
map on (sub)canonical extensions on F ltor.

Proof. We prove the statement by induction on a starting at p, then p − 1, p − 2 and so on. For
f ∈ L(k, l) we write a(f) to emphasize that it depends on f . Let V ⊂ F l an open small enough
to be contained in π−1(W ) for W ⊂ Sh such that ωW is trivial, and let f ∈ L(k, l)(V ). We want

to prove that Hp−a+1
1 | θp−a+1

1 (f). If V ⊂ U1 then the assertion is trivial, suppose it’s not. First
assume a = p, if H1 | f the statement is obvious, otherwise it follows from Proposition 3.9. Now

assume a 6= p. If H1 | f write f = H1f0, then the statement Hp−a+1
1 | θp−a+1

1 (f) follows from

H
p−a(f0)+1
1 | θ

p−a(f0)+1
1 (f0) for a(f0) = a(f) + 1, which appears earlier in the induction process.

Therefore we may assume H1 ∤ f .

By Proposition 3.9 we see that H1 ∤ θp−a1 (f) but H1 | θ
p−a+1
1 (f). Let N be the exact power

of H1 that divides θp−a+1(f). We can assume that a > 1 and 1 ≤ N ≤ p − 1, otherwise the

statement follows from θp1 = Hp
1θ3. Then h := 1

HN
1
θp−a+1
1 (f) satisfies a(h) = N + 1. We know

that Hp−N
1 | θa−1

1 (h) by the relation θp1 = Hp
1θ3, so for some 0 ≤ i ≤ a − 2, the a(θi(h)) has to be
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divisible by p again. This implies that (N + 1) + a− 2 ≥ p, i.e. N ≥ p − a+ 1. The proof readily
extends to the toroidal compactification. �

Note that the weight increase of θ1(k,l) corresponds to a ρ-shifted affine Weyl reflection after

shifting by −(3, 3), in particular it maps the C1 alcove to the C2 alcove. We will prove that for
generic p-restricted weights the map is injective on global sections in Theorem 3.13.

3.3. π∗θ1,2,3 as maps on the Shimura variety. Here we describe π∗θ1,2,3 without referring to

the flag Shimura variety. First we recall the theta operator on Sh already defined in the literature.

On Sh
ord

we have the projection πω : H → ω, which can be extended to a map Πω : H →
ω ⊗ detp−1 ω on Sh by multiplying by the Hasse invariant. We use H(k, l) to denote the sheaf

Symk−lH ⊗ (
∧2H)⊗l over Sh, the Gauss-Manin connection ∇ extends to it. The Hodge filtration

on H defines a decreasing filtration, and by Griffiths transversality ∇ factors through the first non-
trivial step of the filtration F 1H(k, l). Then Πω extends to a map Π : F 1H(k, l)→ ω(k, l)⊗detp−1 ω
such that on a simple tensor one only applies Πω to the component which doesn’t lie in ω in case
there is any, otherwise Π does nothing.

Definition 3.1. Let (k, l) ∈ X∗(T ) be a M -dominant weight. Define the differential operator
θSh : ω(k, l)→ ω(k + p− 1, l + p− 1)⊗ Sym2ω as the composite of the following maps

θSh := ω(k, l)
∇
−→ F 1H(k, l) ⊗Ω1

Sh/Fp

Π⊗ks−1

−−−−−→ ω(k + p− 1, l + p− 1)⊗ Sym2ω.

Recall the 3 projections from Sym2ω on F l in (2.3). Similarly, we can also define 3 projections
from Sym2ω over Sh:

ΠSh,1 :Sym
2ω

id
−→ Sym2ω

ΠSh,2 :Sym
2ω → ω⊗2 id⊗V

−−−→ ω ⊗ ω(p) → ω ⊗ Sympω → Symp+1ω

ΠSh,3 :Sym
2ω

Sym2V
−−−−→ Sym2ω(p) → Sym2pω,

where we are using the natural embedding ω(p) →֒ Sympω.

Lemma 3.11. Under the identifications π∗L(k, l) = ω(k, l) we have π∗Πi = ΠSh,i. Moreover, the

pushforward of

L(k, l)⊗ Sym2ω
id⊗Πi−−−−→ L(k + ki, l + li)

is

ω(k, l) ⊗ Sym2ω
id⊗ΠSh,i
−−−−−→ ω(k, l)⊗ ω(ki, li)

r
−→ ω(k + ki, l + li),

where r comes from the canonical projection Symn ⊗ Symm → Symn+m.

Proof. For i = 1 the property that we need is that the map L(k, l)⊗Symnω → L(k+n, l) corresponds
to r under π∗. This can be checked on local coordinates, reducing to the case of P1. We also have



34 MARTIN ORTIZ

that ω(p) → L(p, 0) corresponds to ω(p) → Sympω, also by reducing to the case of P1. The statement

for i = 2, 3 follows by combining these two properties and the fact that π∗(V : ω → ω(p)) is again
the Verschiebung on Sh by the projection formula. �

We can use these to describe π∗θ1,2,3 as maps on Sh.

Proposition 3.12. Let (k, l) ∈ X∗(T ) M -dominant. We define 3 different theta operators as maps
of sheaves on Sh:

θSh,1 : = r ◦ ΠSh,1 ◦ θSh : ω(k, l)→ ω(k + p+ 1, l + p− 1)

θSh,2 : = r ◦ ΠSh,2 ◦ θSh : ω(k, l)→ ω(k + 2p, l + p− 1)

θSh,3 : = r ◦ ΠSh,3 ◦ θSh : ω(k, l)→ ω(k + 3p − 1, l + p− 1),

where r is the natural map Symn ⊗ Symm → Symn+m. Then π∗H1Θi = θSh,i.

Proof. By a Leibniz rule type of argument we can reduce to weights (1, 0) and (1, 1). Lemma 3.4
shows that π∗θ = θSh, which combined with Lemma 3.11 proves it for weight (1, 0). For (1, 1) it
follows similarly from Lemma 3.4 by following the recipe for H1Θi in the case det ω = L⊗ω/L. �

The operator θSh,1 is the theta operator already considered by [EFG+21] in much greater gener-

ality, and by [Yam23] (denoted by θ3 in his paper) for GSp4. Since Θ3 already extends to F l we
see that H1 | θSh,3. One could have proved this via a local expression directly on Sh.

With this description we can prove the following important result.

Theorem 3.13. Let (k, l) ∈ X∗(T ) such that p − 1 ≥ k ≥ l ≥ 0, then Kerπ∗θ
1
(k,l) = Kerπ∗θ1. If

furthermore (k, l) 6= (p− 1, p − 1)

θ1(k,l) : H
0(Sh, ω(k, l))→ H0(Sh, ω(2p − k + 2, l))

is injective. The map θ1(k,l) is still injective for (k, l) = (p − 1, p − 1) after localizing at a non-

Eisenstein maximal ideal.

Proof. We have an inclusion Kerπ∗θ1 ⊂ Kerπ∗θ
1
(k,l) since H

p−k+1
1 θ1(k,l) = θp−k+1

1 and H1 is injective.

Also, Kerπ∗θ
1
(k,l) ⊂ Kerπ∗θ3 since θ3 = θ1(2p−k+2,l) ◦ θ

1
(k,l). We prove first that whenever 0 ≤ k− l ≤

p − 1 the map f : ω(k, l) ⊗ Sym2ω
id⊗ΠSh,3
−−−−−→ ω(k, l) ⊗ Sym2pω → ω(2p + k, l) is injective as a map

of sheaves. It is enough to do this on Sh
ord

, which is open dense, and one can further pass to the

finite étale cover Ig. The canonical basis {e1, e2} of ω satisfies V ei = e
(p)
i , so f is identified with the

map Symk−lO2⊗Sym2O2 → Sym2p+k−lO2 sending basis elements en1e
k−l−n
2 ⊗eiej to e

n
1e
k−l−n
2 epi e

p
j ,

which is clearly injective when k − l ≤ p− 1. Therefore Kerπ∗θ3 = KerθSh,3 = Ker(θSh : ω(k, l) →
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ω(k+ p− 1, l+ p− 1)⊗ Sym2ω). Since the map θSh is a composition factor of π∗θ1 = θSh,1 we have

Kerπ∗θ3 ⊂ Kerπ∗θ1, so that for 0 ≤ k − l ≤ p− 1

Kerπ∗θ
1
(k,l) = Kerπ∗θ1.

Thus, to prove injectivity on H0 it is enough to prove that θ1 is injective on global sections.
Assume first (k, l) 6= (p − 1, p − 1). Let f ∈ H0(Sh, ω(k, l)) non-zero. It can’t be divisible by H1

since H0(Sh, ω(k−p+1, l−p+1)) = 0 by Theorem 1.8(2). Therefore θ1(f) 6= 0 by Proposition 3.9.
For (k, l) = (p − 1, p − 1), note that H0(Sh,OSh) has no non-Eisenstein Hecke eigensystems, and

H1 is not non-Eisenstein either, so by the same argument θ1(k,l) is injective after localizing at a

non-Eisenstein maximal ideal m. �

Remark 3.3. (1) As opposed to Proposition 3.3 where in some cases π∗θ4 is injective one can’t
hope to obtain such a result for operators involving θ1,2,3, since these are genuine differential

operators on Sh. Therefore, one can find non-trivial elements of the kernel by considering
sections of OSh that are pth powers.

(2) Following the proof of Theorem 3.13 one can see that it also says that θ1(k,l) is injective on

global sections for sufficiently generic p-restricted weights (k, l).

4. Differential operators and Verma modules

In this section we relate some differential operators on the (flag) Shimura variety to maps of
Verma modules. In characteristic p this will produce the theta linkage maps. This relation was
well-known in characteristic 0 [FC90], and used over Zp in the Siegel case in [PT02] and [MT02, §4-
5], and [LP18] in the PEL case. Here we emphasize the importance of using crystalline differential
operators and the right kind of Verma modules, and we extend the results to include the flag
Shimura variety. The main technical novelty is the proof of Theorem 4.6 via the Grothendieck-
Messing period map, which allows to deduce many of its properties by working on the flag variety.

We also prove a reduction that occurs over U ⊂ F l, which allows to characterize all the theta
operators on U in terms of roots of GSp4. We use this to prove that theta linkage maps are
combinations of these basic theta operators, which become highly divisible by Hasse invariants.
The methods of this section are quite robust, and most of it can be generalized without much
trouble to a more general setting like PEL Shimura varieties, but we’ve chosen to stick to GSp4 for
conciseness.

4.1. Sheaves of differential operators and Lie algebras. In this section let G = GSp4 over
a ring R, which will be either Zp or Fp. We start by reviewing various definitions of differential
operators, and the relation to Verma modules in the case of flag varieties.

Definition 4.1. Let g be the Lie algebra of G.
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• (Universal enveloping algebra) Let Ug be the R-algebra
⊕

g⊗n/〈x⊗ y− y⊗x− [x, y]〉 with
x, y, running along g.
• (Algebra of distributions) Let J be the kernel of the identity e : OG → R. Let U(G) =
∪NHomR(OG/J

N , R) be the algebra of G distributions over R. The algebra structure is
induced by comultiplication on OG.
• (Restricted universal enveloping algebra) Over Fp the Lie algebra has a p operation x 7→ x[p]

corresponding to considering x as a left invariant derivation and composing it p times. The
image of the map

Sym•g(p) →֒ Ug

sending X to Xp−X [p] lands in the center of Ug, denote it ZFr. Define U0g = Ug⊗ZFr Fp,

where the character ZFr → Fp is induced by Sym•g(p) → Fp.

The first two are filtered algebras, for m ≥ 0 we denote U≤mg and U≤m(G) the pieces of degree at
most m.

There is a map of algebras Ug → U(G) induced by the isomorphism OG ⊗ OG/I
2 → OG/J

2

sending x⊗ 1− 1⊗ x to x. For R = Zp this is an injection that becomes an isomorphism over Qp,
but it is not injective over Fp. In fact the surjection Ug→ U0g can be identified with the image of
Ug → U(G). One can see this explicitly: let {Hi : i = 1, . . . k} be some generators of the Cartan
algebra for the diagonal maximal torus h, and extend it to a basis {Hi,Xj} of g. Then U(G)Zp is

freely generated by elements of the form
(Hi
k

)
= Hi(Hi−1)...(Hi−k+1)

k! and
Xn

i
n! . Since X

[p]
i = 0 and

H
[p]
i = Hi we see that Ug→ U(G) factors through U0g.

Let T ⊂ B ⊂ Q ⊂ G be a choice of maximal torus, Borel, and some parabolic Q.

Definition 4.2. (Verma modules) Let V be an algebraic representation of Q over R. A (Ug, Q)-
module is a Q-module over R together with a Ug action such that the derivative of the Q-action
agrees with the Uq-action. For the derivative of Q to be defined we assume V is a filtered union of
finite free modules. Similarly, for a (U(G), Q)-module and a (U0g, Q)-module.

• Let VerQ(V ) := Ug ⊗Uq V as a (Ug, Q)-module, with Ug acting on the left and Q by the
adjoint action on the left, and by its action on V on the right.
• Similarly, we define VerPDQ (V ) := U(G)⊗U(Q) V as a (U(G), Q)-module.

• (Baby Verma modules) For R = Fp let Ver0Q(V ) := U0g⊗U0q V as a (U0g, Q)-module.

• For V ∈ Rep(B) we can define the variants VerP/B(V ) := Up ⊗Ub V and Ver0P/B(V ) :=

U0p⊗U0b V .

The first two types have a filtration induced by the one on Ug or U(G), e.g. VerQ(V )≤m is generated
by simple tensors x⊗ v with x ∈ U≤mg. These filtered pieces are preserved by the action of Q.
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In characteristic 0 the first two Verma modules are isomorphic, but they are different over Zp. For

instance gr•VerQ(V ) ∼= Sym•g/q⊗ V as Q-representations, but the same is not true for VerPDQ (V ).
In general the graded pieces don’t split, except in the case

Ver≤1
Q (1) ∼= 1⊕ g/q.

Definition 4.3. (Sheaves of differential operators) Let Y/S be a smooth map of schemes. Let I
be the ideal sheaf for the diagonal ∆ : Y → Y ×S Y , and P crys

Y its divided power envelope. Let J

be the kernel of P crys → OY . Denote by J [n] the ideal of P crys
Y generated by elements

∏
γni(xi) for

xi ∈ I and
∑
ni ≥ n.

• (Crystalline differential operators) For an integer m ≥ 0, let P crys,m
Y = P crys/J [m+1] as a

OY -bimodule via each projection. The sheaf of crystalline differential operators of degree
at most m is Dcrys,m

Y = HomOY
(P crys,m

Y ,OY ), where the Hom is taken as left OY -modules.
Then Dcrys

Y = ∪m≥0D
crys,m
Y . More explicitly, Dcrys

Y is the sheaf of rings generated by OY
and TY/S , under the relations AB − BA = [A,B], Af = fA + A(f) for all A,B ∈ TY/S
(seen as derivations), and f ∈ OY .
• (Differential operators) For an integer m ≥ 0, let PmY = OY ⊗ OY /I

m+1 seen as a OY -
bimodule. The ring of differential operators of degree at most m is defined as Dm

Y =
HomOY

(PmY ,OY ), and DY = ∪m≥0D
m
Y , where the Hom is as left OY -modules.

• (Log crystalline differential operators) Let D →֒ Y be a relative Cartier divisor with normal

crossings. Define Dcrys,log
(Y,D) as the sheaf generated by TY/S(− logD) and OY together with

the relations described above.

Both PY and P crys
Y are cofiltered OY bi-modules, and one has gr•P crys

Y = Sym•Ω1
Y . They also have

a coalgebra structure. On PY it is induced by the maps ǫ : Pn+mY → PnY ⊗OY
PmY of OY -bimodules,

defined on local coordinates by

a⊗R b 7→ a⊗R 1⊗OY
1⊗R b.

For x ∈ OY let ξx = x⊗ 1− 1⊗ x ∈ I, if Y/S is smooth PY is locally freely generated by elements
like this, using étale coordinates. Then ǫ :

∏
i ξxi 7→

∏
i(ξxi ⊗ 1 + 1⊗ ξxi), and one sees that Pn+mY

lands in PnY ⊗ P
m
Y . Similarly, ǫ can be extended to a map on P crys

Y , which is étale locally freely
generated by divided powers of ξxi .

Definition 4.4. Let Y/S be a scheme, and F1,2 sheaves of OY -modules. Define the sheaf of
(crystalline) differential operators of degree at most m from F1 to F2 as

DiffOpcrys,m(F1,F2) := HomOY
(P crys,m

Y/S ⊗OY
F1,F2)

DiffOpm(F1,F2) := HomOY
(PmY/S ⊗OY

F1,F2),

where in the tensor product both PmY and P crys,m
Y are OY -modules on the right, and the OY -module

structure is given by the left OY action on PmY . Then DiffOpcrys(F1,F2) = ∪mDiffOpcrys,m(F1,F2).
There are maps

DiffOpcrys(F1,F2)→ DiffOp(F1,F2) →֒ HomOS
(F1,F2), (4.1)
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the second one defined by precomposing with the (not O-linear) map F1 → PmY ⊗ F1 given by
v 7→ 1⊗ 1⊗ v. Given φ ∈ DiffOpm(F1,F2), ψ ∈ DiffOpn(F2,F3) its composition is defined by

ψ ◦ φ := Pn+mY ⊗OY
F1

ǫ⊗id
−−−→ Pn ⊗OY

Pm ⊗F1
id⊗φ
−−−→ Pn ⊗OY

F2
ψ
−→ F3,

and similarly for crystalline differential operators. This makes (4.1) compatible with composition
on HomOS

(F1,F2)⊗HomOS
(F2,F3)→ HomOS

(F1,F3).

Notation 2. For a left O-module F and G a bimodule we will always use G ⊗ F for the tensor
product with the right O structure of G, and F ⊗ G when the tensor product is taken with respect
to the left O structure on G.

Definition 4.5. (Stratifications) For a quasi-coherent sheaf E on a scheme Y , a connection on
E can be seen as a O-linear isomorphism P 1

Y ⊗ E
∼= E ⊗ P 1

Y such that the associated projection
map E → E is the identity, and the connection is flat if the isomorphism satisfies some cocycle
conditions [BO78, §2]. An extension to a collection of compatible isomorphisms of left OY -modules
(PnY ⊗E

∼= E⊗PnY )n≥1 or to isomorphisms (P crys,n
Y ⊗E ∼= E⊗P crys,n

Y )n≥1 is said to be a stratification
on E, respectively a PD stratification on E. A flat connection always extends uniquely to a PD
stratification, while in characteristic p a connection rarely extends to a stratification.

In characteristic p crystalline differential operators interact nicely with the Frobenius.

Proposition 4.1. (Frobenius differentials) Let Y/S a smooth map of schemes over Fp and E a

OY -module. Let F : Y → Y (p) be the relative Frobenius. Then for all m ≥ 1 there is a natural map

F ∗F∗E → P crys,m
Y/S ⊗ E (4.2)

which is injective for sufficiently large m. For V1,2 sheaves of OY -modules define the sheaf of
Frobenius differential operators as

D[p](V1,V2) := HomOY
(F ∗F∗V1,V2).

The composition of two maps f : F ∗F∗V1 → V2 and g : F ∗F∗V2 → V3 is defined as F ∗F∗V1
id◦s◦id
−−−−→

F ∗F∗F
∗F∗V1

F ∗F∗f
−−−−→ F ∗F∗V2

g
−→ V3, where s : 1 → F∗F

∗ is the unit of the adjunction. Then (4.2)
induces a surjection DiffOpcrys(V1,V2) → D[p](V1,V2) compatible with composition which can be
identified with the image of DiffOpcrys(V1,V2)→ DiffOp(V1,V2).

Proof. The associated Frobenius linear map E → P crys,m
Y/S ⊗ E is given by v 7→ 1⊗ 1 ⊗ v, which is

Frobenius linear since (f ⊗ 1− 1⊗ f)p = 0 on P crys
Y/S for all f ∈ OY . The rest of the statements can

easily be checked on étale local coordinates. �

Thus, the map from crystalline differential operators to differential operators is far from injective
in characteristic p. The above also says that crystalline differential operators are always Frobenius
linear in characteristic p.



THETA LINKAGE MAPS AND A GENERIC ENTAILMENT FOR GSp4 39

4.1.1. Differential operators on flag varieties. Let Q ⊂ G be a split reductive group and a parabolic
subgroup, defined over Zp. Differential operators on the flag variety G/Q are intimately related to
Verma modules.

Lemma 4.2. There is an equivalence of categories between finite free algebraic representations of Q
over Zp and G-equivariant coherent OG/Q modules. The functor in one direction FG/Q : Rep(Q)→

CohG(OG/Q) is given by V 7→ (V ×G)/Q with Q acting as h · (v, g) = (hv, gh−1). The functor in
the other direction is taking the fiber at ∞ = [Q] ∈ G/Q. Both are exact and tensor functors.

This equivalence readily extends to infinite dimensional representations like VerQ(V ) which have
an exhaustive filtration by finite free pieces. It also naturally extends to intermediate flag varieties
like P/B.

Proposition 4.3. Let V ∈ RepR(Q). Under the equivalence of Lemma 4.2 we have the following
identifications

(1) There exist canonical isomorphisms

FG/Q(VerQ(V )) = Dcrys
G/Q ⊗ FG/Q(V ) and FG/Q(Ver

PD
Q (V )) = DG/Q ⊗ FG/Q(V ).

(2) If V is defined over Fp, then FG/Q(Ver
0
Q(V ))∨ = F ∗F∗FG/Q(V )∨, where F : G/Q →

(G/Q)(p) is the Frobenius. The surjection

Dcrys
G/Q
⊗ F (V ) = DiffOpcrys

G/Q
(F (V )∨,O) ։ D

[p]
G/Q

(F (V )∨,O)

from Proposition 4.1 corresponds under the equivalence of Lemma 1.2 to the surjection

VerQ(V ) ։ Ver0Q(V ) (4.3)

of Q-modules induced by Ug→ U0g.
(3) Let V,W ∈ RepFp

(Q), and f : VerQ(V
∨) → VerQ(W

∨) a map of (Ug, Q)-modules. It

descends to a map f : Ver0Q(V
∨) → Ver0Q(W

∨). By 1) the dual of f induces a map φ(f) ∈

DiffOpcrys(FG/Q(W ), FG/Q(V )) and the dual of f induces a map g : F ∗F∗FG/Q(W ) →
F ∗F∗FG/Q(V ) by part 2). Then g = F ∗F∗φ(f) where φ(f) : FG/Q(W ) → FG/Q(V ) is the
map of sheaves associated to φ(f). In particular

KerF ∗F∗φ(f) = FG/Q(cokerf)
∨.

Proof. Part 1) is a classical result, which can be proved using that TG/Q = FG/Q(g/q), and com-

puting the fiber at ∞ of Dcrys
G/Q ⊗ FG/Q(V ) on the coordinates of an open Bruhat cell. Part 2) was

originally proven in [Haa87], and one can easily deduce part 3) from the compatibility of crystalline
and Frobenius differentials. �
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If V is a G-representation then FG/Q(V ) is canonically isomorphic to V ⊗ROG/Q by sending (v, g)
to (gv, g). Thus it is endowed with a trivial connection which extends to the dual of a stratification

∇ : DG/Q ⊗ FG/Q(V ) ∼= FG/Q(V )⊗DG/Q, (4.4)

and similarly for Dcrys.

Corollary 4.4. (Tensor identity) Let V ∈ RepR(G). Then there are canonical isomorphisms
φV : VerQ(V ) ∼= V ⊗R VerQ(1) and φ

PD
V : VerPDQ (V ) ∼= V ⊗R VerPDQ (1) fitting in the diagram

FQ(Ver
PD
Q (V )) FQ(V ⊗VerPDQ (1)) ∼= FQ(V )⊗DG/P

DG/P ⊗ FQ(V ),

F (φPD
V )

∇

where the vertical map (and the horizontal isomorphism) is the isomorphism of Proposition 4.3(1).
The analogous statement holds for φV .

Proof. Since the vertical and diagonal maps are isomorphisms we define φV and φPDV via the
equivalence of Lemma 4.2. �

By tracking down the equivalences φV is given by x⊗v 7→ xv⊗1+v⊗x for x ∈ g and 1⊗v 7→ 1⊗v.

4.2. From Verma modules to differential operators on the (flag) Shimura variety. Now
let G = GSp4 over Zp and P be the Siegel parabolic. Recall that there are functors FP : RepR(P )→
Coh(ShR) and FB : RepR(B) → Coh(F lR) defining automorphic vector bundles on the (flag)
Shimura variety. We will use the notation FQ(V ) = V when it is clear what FQ is.

Lemma 4.5. There are canonical Hecke equivariant away from p isomorphisms FP (g/p) = TSh
and FB(g/b) = TF l over Zp. The exact sequence 0→ p/b → g/b → g/p → 0 of B-modules is sent
under these isomorphisms to the natural exact sequence

0→ TF l/Sh → TF l → π∗TSh → 0.

Proof. We have that g/p ∼= W (2, 0, 0)∨ as P -representations, so the first canonical isomorphism is
induced by the Kodaira-Spencer isomorphism. We construct the isomorphism FB(g/b) = TF l. Fix
a local section φ ∈ IB which trivializes L ⊂ ω ⊂ H. Under this trivialization F l is isomorphic to
P1
Sh, and hence it defines a splitting of 0 → TF l/Sh → TF l → π∗TSh → 0. Then TF l/Sh = L(1,−1)

naturally corresponds to p/b ∼= (−1, 1) →֒ g/b. Identify the sub-vector space of g/b generated by
X−β,X−α−β ,X−2α−β with u−P

∼= HomG(L,L
∨) in the obvious way. Then (φ,X) ∈ FB(g/b) for

X ∈ u−P is sent to the class of π∗TSh defined via Kodaira-Spencer through the map

ω
φ
−→ L⊗O

X
−→ L∨ ⊗O

φ−1

−−→ ω∨,
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and then embedded into TF l by the splitting induced by φ. We can check this construction is
independent of the choice of φ. �

We remark that after fixing the Borel and working with de Rham cohomology (as opposed to
homology), the convention that FB(λ) = L(s0λ) comes from wanting FB(g/b) = TF l, while still
having π∗L(λ) = ω(λ). The next theorem is the main technical tool of this section, which directly
relates differential operators on the Shimura variety with Verma modules.

Theorem 4.6. Let Q ∈ {B,P}, V ∈ RepZp
(Q). Then there are canonical Hecke equivariant away

from p isomorphisms

eV : FQ(VerQ(V )) ∼= Dcrys
F lQ/Zp

⊗ V

and

e
P/B
V : FB(VerP/B(V )) ∼= Dcrys

F l/Sh ⊗ V,

where F lQ is F l if Q = B and Sh if Q = P . If V ∈ RepFp
(B) has a lift to RepZp

(B) there are
canonical isomorphisms

e0V : FB(Ver
0
P/B(V )) ∼= (F ∗F∗V

∨)∨,

where F : F l → F l(p) is the relative Frobenius with respect to Sh. They satisfy the following
properties

(1) The map VerP/B(V )→ VerB(V ) is identified with the map Dcrys
F l/Sh⊗V → Dcrys

F l ⊗V induced

by TF l/Sh → TF l/Zp
.

(2) e0V is uniquely determined by the commutative square

FB(VerP/B(V )) FB(Ver
0
P/B(V ))

Dcrys

F l/Sh
⊗ V (F ∗F∗V

∨)∨

e
P/B
V

FB(π)

e0V

Π

where π : VerP/B(V )→ Ver0P/B(V ) is the map (4.3), and Π is defined in Proposition 4.1.

(3) If VerQ(V ) → VerQ(W ) is induced by a map f : V → W of Q-representations, then the
associated map Dcrys ⊗ V → Dcrys ⊗W is id⊗ FQ(f).

(4) The map Ver(Ver(V ))→ Ver(V ) given by x⊗(y⊗v) 7→ xy⊗v is sent to Dcrys⊗(Dcrys⊗V)→
Dcrys ⊗ V induced by composition of differential operators.

(5) On graded pieces of VerQ(V ) and Dcrys⊗V, eV induces the map F (grnVer(V )) ∼= F (Symng/b⊗

V )
Sym•s⊗id
−−−−−−→ SymnT ⊗ V ∼= grnDcrys ⊗ V, where s is defined in Lemma 4.5.
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(6) For V ∈ RepZp
(G), consider the isomorphism φV : Ver(V ) ∼= V ⊗Zp Ver(1) from Corol-

lary 4.4. It fits into the following commutative diagram

F (Ver(V )) F (V ⊗Ver(1)) V ⊗Dcrys

Dcrys ⊗ V

F (φV )

eV

id⊗e1

∇

where the diagonal map is the isomorphism corresponding the dual of the PD stratification
given by the Gauss-Manin connection on V∨.

(7) All the isomorphisms extend to (sub)canonical extensions on toroidal compactifications by
replacing Dcrys with Dcrys,log. In 2) one just considers Dcrys

F ltor/Sh
tor . They satisfy all the

previous properties.

The proof of Theorem 4.6 will take the rest of the subsection. Here we sketch the strategy of
the proof. First we construct local isomorphisms on divided power formal completions (over Zp) of
points by using the Grothendieck-Messing period map to a flag variety, which allows to transport
Proposition 4.3 to the Shimura variety. Then we construct candidate maps eV and show that
they agree with the local ones on divided power formal completions, so that we can check all of
its properties there. We could only manage to construct eV in an indirect way. First reduce to
the case of Ver≤1(V ) by an inductive process relating the maps Ver≤1(Ver≤n(V )) → Ver≤n+1(V )

to the algebra structure on Dcrys. If V is a G-representation we can naturally construct e≤1
V via

property 6). For the rest of V we prove that they are subquotients of G-representations, so that we
can indirectly construct eV by exactness of F and VerQ(−). A priori the inductive process is not
well-defined, but compatibility with the local isomorphisms ensures it is. We remark that in order
to be able to check all their properties on PD formal completions one has to work over Zp.

Remark 4.1. It is not true that FP (Ver
PD
P (V )) ∼= DShZp

⊗ FP (V ) for all V in a functorial way.

If we had such isomorphisms extending eV along the embeddings VerP (V ) →֒ VerPDP (V ) and
Dcrys

Sh →֒ DSh for both V the trivial and the standard representation, using the diagram of part 6)
together with Corollary 4.4 would imply that the Gauss-Manin connection on H over ShZp extends
to a stratification (PnSh ⊗ H

∼= H ⊗ PnSh)n. Over the ordinary locus W ⊂ ShZp there is a lift of
the Frobenius isogeny F : A→ A′, and by functoriality the existing PD stratification respects this
morphism. Since the cokernel of PnSh → P crys,n

Sh is p-torsion, and all the sheaves are locally free, we
see that the potential stratification on W would have to respect F too. Therefore it would also

be compatible with Frobenius on Sh
ord

, and hence in all of Sh being an open condition. Such an
extension of ∇ to a stratification on Sh compatible with the Frobenius is well-known not to exist,
see [BO78, Ex 2.18].

4.2.1. The Grothendieck-Messing period map. Let W = W (Fp), F l/Sh/W be the integral model

of the (flag) Shimura variety, and y ∈ F l(Fp) mapping to x ∈ Sh(Fp). Let Sh♯x be the divided

power formal completion of Sh at x considered as a formal scheme, and F ♯y be the divided power
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completion of O∧
F l,y along the ideal generated by mx. There is a map F ♯y → Sh♯x whose fibers are

formal discs without divided powers. Similarly, let G/Q∧
∞ be the formal completion of G/Q over

W at ∞ = [Q] ∈ (G/Q)(Fp).

Definition 4.6. Let (R, I, γi) be a ring with divided powers over Zp.

• Define the sheaf of PD differential forms Ω1
(R,I) as the quotient of the sheaf of differentials

Ω1
R/Zp

by imposing the relations dγn(x) = γn−1(x)dx for all x ∈ I and n ≥ 1.

• Let I∆ ⊂ DI∆(R⊗R) be the ideal of the diagonal inside its divided power envelope. Then

the sheaf of divided power differentials can be identified with I∆/(I
[2]
∆ +K [2]), where K is

generated by elements of the form γm(x)⊗1−1⊗γm(x) for x ∈ I, m ≥ 1 [Sta18, Tag 07HT].

• Define P crys,n
(R,I)

:= DI∆(R ⊗ R)/(I
[n+1]
∆ + K [n+1]) with the natural bimodule structure and

coalgebra structure, and let Dcrys,n
(R,I) be its dual. Then gr•P crys

(R,I) = Sym•Ω1
(R,I).

• If f : (R, I) → (S, J) is a map of PD pairs, the usual differential extends to a map df :
f∗Ω1

(R,I) → Ω1
(S,J), and a map f∗ : f∗P crys

(R,I) → P crys
(S,J) which on graded pieces is induced by

df .
• For X = Spf(lim

←−
R/In) a formal scheme with an implicit divided power ideal J ⊂ I0, let

Dcrys
X

:= lim
←−

Dcrys
(R/In,J+In)

. We will only use this for Sh♯x and F l♯y.

We claim that for i : Sh♯x → Sh and j : F l♯y → F l, i∗Dcrys
Sh
∼= Dcrys

Sh♯
x

and j∗Dcrys
F l
∼= Dcrys

F l♯y
.

Globalizing the constructions above there are natural maps i∗P crys
Sh → P crys

Sh♯
x

and j∗P crys
F l → P crys

F l♯y
.

On graded pieces they are induced by the maps

i∗Ω1
Sh
∼= Ω1

Sh♯x
, j∗Ω1

F l
∼= Ω1

F l♯y
(4.5)

which are isomorphisms, this can be checked étale locally.

Let Art♯
Fp

be the category of local Artin algebras (R,m) such that R/m ∼= Fp, together with an

ideal J ⊂ m which has divided powers. By Serre-Tate theory we can interpret the formal completion
Sh∧x as a moduli of deformations of p-divisible groups up to isomorphism. Let p-DivG be the category

of p-divisible groups with a G structure (a symplectic pairing). Then for (R,m, J) ∈ Art♯
Fp

their

functor of points as formal schemes are

Sh∧x (R) = {X ∈ p-DivGR and α : X×R/m ∼= A[p∞]x}/ ∼= (4.6)

F l∧y (R) = {X ∈ p-DivGR, L ⊂ ωX and α : (X, L)×R/m ∼= (A[p∞]y,Ly)}/ ∼= . (4.7)

The same formula holds for Sh♯x(R) and F l
♯
y(R), with the convention that we only consider points

compatible with the divided power structure on both sides (by the universal property of the divided
power envelope). This will be enough for us, since we can define maps of formal schemes like

Sh♯x → G/P∧
∞ and F l♯y → G/B∧

∞ on points belonging to Art♯
Fp
. Now let R be a ring such that p

https://stacks.math.columbia.edu/tag/07HT
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is locally nilpotent, S → R a divided power thickening, and X0 a p-divisible group over R. The
Dieudonne crystal of X0 is a crystal D(X0) over the crystalline site of R. We denote D(X0)(S → R)
its value on a PD thickening S → R (by definition it is a finite locally free S-module), which is
canonically isomorphic to D(X)(S) for any lift X of X0.

For the rest of this subsection fix y ∈ F l(Fp), and let x ∈ Sh(Fp) be its projection. Fix also a
symplectic trivialization φ : D(A[p∞]y)(W ) ∼=W 4 that sends Ly ⊂ ωAx ⊂ H

1
dR(Ax)

∼= D(A[p∞]x)⊗

Fp to ∞ ∈ G/B(Fp).

Proposition 4.7. Let y ∈ F l(Fp), x ∈ Sh(Fp) and φ as above. There are maps πP , πB of formal
schemes over SpfW (depending on φ) fitting in a cartesian diagram

F l♯y G/B∧
∞

Sh♯x G/P∧
∞.

π

πB

π∞

πP

Furthermore, the P -torsor π∗P [G
∧
P → G/P∧

∞] is isomorphic to the pullback of IP to Sh♯x. Similarly,

π∗B[G
∧
B → G/B∧

∞] is the pullback of IB to F l♯y. Therefore for V ∈ RepZp
(P ),W ∈ RepZp

(B) there

are isomorphisms (depending on φ)

i∗FP (V ) ∼= π∗PFG/P (V ), j∗FB(W ) ∼= π∗BFG/B(W )

where FG/P , FG/B are the functors of Lemma 4.2 pulled back to the formal completions.

Proof. Let R ∈ Art♯
Fp
, and (X, α) ∈ Sh♯x(R). There is a map of PD thickenings (W,Fp) → (R →

R/m) corresponding to the natural section of R/p→ R/m. Since the Dieudonne module is a crystal

D(X)(R) ∼= D(X×R/m)(W,Fp)⊗W R
α
−→ D(A[p∞]x)(W )⊗W R, (4.8)

where the last map is an isomorphism. Define πP (G,α) as the Lagrangian ωX ⊂ D(X)(R) ∼=W 4⊗R,
where the isomorphism is the composition of (4.8) and φ. By the choice of φ this defines a point of

G/P∧
∞(R). Similarly, let (X, L, α) ∈ F l♯y(R). Then πB(X, L, α) is defined by (L ⊂ ωX ⊂ W 4 ⊗ R),

where the second inclusion is as before. It is clear that the diagram is cartesian, using (4.7).

The fiber of [G∧
P → G/P∧

∞] over some M ⊂ R4 is naturally identified the set of P -isomorphisms
of pairs (M ⊂ R4) ∼= (R2 ⊂ R4), and πP is defined precisely by A 7→ ωA ⊂ H

1
dR(A)

∼= R4. From this
it follows that π∗P [G

∧
∞ → G/P∧

∞] ∼= i∗IP , which depends on φ since the trivialization H1
dR(A)

∼= R4

depends on it. The same analysis holds for πB.

�

Let y and x points as before, consider i : Sh♯x → Sh and j : F l♯y → F l. By Proposition 4.7 there
is an isomorphism π∗PΩ

1
G/P∧

∞

∼= π∗PFG/P (W (2, 0)) ∼= i∗Sym2ω, depending on φ.
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Proposition 4.8. The Grothendieck-Messing period maps fit in the commutative diagrams

π∗PΩ
1
G/P∧

∞
Ω1
Sh♯

x

∼= i∗Ω1
Sh

i∗Sym2ω

dπP

∼= i∗ks

where the vertical isomorphism comes from the identification of torsors in Proposition 4.7, and

0 π∗π∗PΩ
1
G/P∧

∞
π∗BΩ

1
G/B∧

∞
π∗BΩ

1
G/B∧

∞
G/P∧

∞

0

0 π∗Ω1
Sh♯x

Ω1
F l♯y

Ω1
F l♯y/Sh

♯
x

0.

π∗dπP dπB ∼=

In particular dπP and dπB are isomorphisms, and dπB can be identified with the pullback of the
canonical isomorphism FB(g/b)

∨ ∼= Ω1
F l of Lemma 4.5.

Proof. The commutativity of the first diagram is essentially formal. Let {e1, e2, e3, e4} be a symplec-
tic basis of D(A[p∞]x) given by φ. Let ωAR

= 〈ẽ1, ẽ2〉 := 〈e1+τ12e3+τ11e4, e2+τ22e3+τ12e4〉, where
τij are functions in O

Sh♯
x
. Let {xij} be the coordinates on G/P that parametrize the Lagrangian

subspace in a similar manner, then πP sends xij to τij. We claim that the vertical isomorphism
sends dxij to ẽiẽj . One can check this fiberwise, by identifying (g/p)∨ with HomG(L

∨, L) = Sym2L,
and keeping track of the isomorphism π∗P [G

∧
P → G/P∧

∞] ∼= i∗IP . By Lemma 1.9 ∇(ei) = 0, so that
ks(ẽiẽj) = dτij as desired. The existence of the second diagram follows from the cartesian diagram
(4.7). Since by construction the pullback of the isomorphism FB(g/b)

∨ ∼= Ω1
F l fits in the same

diagram as dπB it means they agree on F l♯y, and in particular dπB is an isomorphism.

�

Let f : X → Y be a map of schemes (or PD formal schemes) such that df : Dcrys
X → f∗Dcrys

Y is
an isomorphism, and let V a quasicoherent sheaf on Y . Define the isomorphism

dfV : Dcrys
X ⊗ f∗V → f∗(Dcrys

Y ⊗ V ) (4.9)

as follows. Locally, let f : A→ C be a map of rings, B an A-bimodule, V a left A-module, D a C-
bimodule and ψ : C⊗AB ∼= D an isomorphism of left C modules which respects the right A module
structure on both sides. Then ψ extends to an isomorphism ϕ : C ⊗A (B ⊗A V )→ D⊗C (C ⊗A V )
given by c ⊗ b ⊗ v 7→ ψ(c ⊗ b) ⊗ (1 ⊗ v). Define dfV to be the inverse of ϕ. On graded pieces dfV
is given by Sym•df on the left and the identity on f∗V . One can check the following compatibility
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with composition: with f and V as above the diagram

Dcrys
X ⊗ f∗V f∗(Dcrys

Y ⊗ V )

Dcrys
X ⊗Dcrys

X ⊗ f∗V Dcrys
X ⊗ f∗(Dcrys

Y ⊗ V ) f∗(Dcrys
Y ⊗Dcrys

Y ⊗ V )

dfV

µ⊗id

id⊗dfV
df

D
crys
Y

⊗V

f∗(µ⊗id)

commutes. The next result defines the canonical isomorphisms of Theorem 4.6 on divided power
formal completions of points.

Proposition 4.9. Let y ∈ F l(Fp) and x ∈ Sh(Fp) its image, define πB/P for some fixed choice of
φ. Let V ∈ RepZp

(P ),W ∈ RepZp
(B). Define the following composition of isomorphisms,

eV,x : i∗(Dcrys
Sh ⊗ FP (V )) ∼= Dcrys

Sh♯x
⊗ π∗PFG/P (V )

dπP,V
−−−−→ π∗P (D

crys
G/P∧

∞
⊗ FG/P (V )) ∼= i∗FP (VerP (V ))

eW,y : j
∗(Dcrys

F l ⊗FB(W )) ∼= Dcrys

F l♯y
⊗π∗BFG/B(W )

dπB,W
−−−−→ π∗B(D

crys
G/B∧

∞
⊗FG/B(W )) ∼= j∗FB(VerB(W )),

eP/B,W,y : j
∗(Dcrys

F l/Sh ⊗ FB(W )) ∼= Dcrys

F l♯/Sh♯
⊗ π∗BFG/B(W )→ j∗FB(VerP/B(W ))

where the isomorphisms on the sides come from Proposition 4.7 and Proposition 4.3, and the ones
in the middle are defined by (4.9). Then eV,x, eV,y, eP/B,W,y do not depend on the choice of φ. If
W ∈ RepFp

(B) there is also a canonical isomorphism

e0W,y : j
∗FB(Ver

0
P/B(W )) ∼= j∗(F ∗F∗FB(W

∨))∨,

where F : F l→ F l(p) is the relative Frobenius with respect to Sh. Furthermore, these local isomor-
phisms satisfy the same properties 1)− 6) as in Theorem 4.6.

Proof. By the definition of Dcrys on divided power formal schemes we get maps dπP : Dcrys

Sh♯
x
→

π∗PD
crys
G/P∧

∞
and dπB : Dcrys

F l♯y
→ π∗BD

crys
G/B∧

∞
which on graded sheaves are induced by the differential

map on tangent bundles. Thus by Proposition 4.8 these maps are isomorphisms. Moreover, they
respect the natural OG/Q∧

∞
-bimodule structure on both sides. We then define the maps dπP,V as

in (4.9). Using the first diagram of Proposition 4.8 we see that on graded pieces eV,x is induced by
Kodaira-Spencer, so that it is independent of φ. Similarly, on graded pieces eW,y is induced by the
symmetric powers of the isomorphism on Lemma 4.5. The map eP/B,y is induced by the cartesian
diagram on Proposition 4.7 and Proposition 4.3.

Let W ∈ RepFp
(B). There is an isomorphism j∗FB(Ver

0
P/B(W )) ∼= (G∗G∗j

∗FB(W
∨))∨, where in

the right-hand side G is the relative Frobenius with respect to F l♯y → Sh
♯
x, which follows from the

relative version of the isomorphism on the flag variety Proposition 4.3(2), and the cartesian diagram
in Proposition 4.7 that identifies both relative Frobenius. To obtain e0W,y we claim that there is a
canonical isomorphism G∗G∗j

∗E ∼= j∗F ∗F∗E for E a vector bundle. After localizing on F l we may

assume that E = OF l. Write F l → Sh locally as A → B, F l♯y → Sh
♯
x as Ã → B̃ and j : B → B̃.

By smoothness we may assume that Ã = Fp[[
xni
n! ]] and B̃ = Fp[[

xni
n! , yj]]. The sheaf G∗G∗OF l♯y
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is finite locally free, since one can check that G is flat and of finite presentation. There is a map
φ : j∗F ∗F∗OF l → G∗G∗OF l♯y

as follows. Locally it is given by B̃⊗B (B⊗B⊗A,FAB)→ B̃⊗B̃⊗Ã,GÃ
B̃

sending 1⊗x⊗y 7→ j(x)⊗ j(y). Since both the domain and target are finite locally free of the same

rank it is enough to check whether the determinant of φ is a unit in B̃. The map B̃ → (B̃/mÃB̃)

sends non-units to non-units, so we can check it after replacing B̃ by B̃/mAB̃, and B by B/mAB.

Relabelling everything, B̃ → Ã = A = κ(x) becomes the formal completion of B at κ(y), F is the

Frobenius for B/κ(y) and G the Frobenius for B̃/κ(y). We can work étale locally since the formal
completions don’t change and the Frobenius pushforward commutes with étale base change. Thus
we can reduce to affine space, where it can checked by hand.

Properties 1) − 2) follow by construction of eP/B,V and e0V , and the second diagram in Propo-
sition 4.8. Property 3) follows directly from the associated statement on the flag variety, and dπ
being functorial. Property 4) follows from the statement on the flag variety and diagram (4.2.1).
Part 5) follows from Proposition 4.8 and the statements in Definition 4.6. For 6) it is sufficient to
prove it restricted to the degree at most 1 filtered piece, since the Gauss-Manin connection extends
uniquely to a PD-stratification. The commutativity of the diagram is equivalent to ∇ on Sh♯x being
the pullback connection along πP of the trivial connection on FG/P (V ) ∼= V ⊗OG/P∧

∞
over G/P∧

∞,
since the tensor identity is precisely the one inducing the trivial connection on FG/P (V ). We can
reduce to the case when V is the standard representation from the definition of ∇, where it is
equivalent to the compatibility between the Gauss-Manin and Grothendieck-Messing connections
in Lemma 1.9. �

Remark 4.2. The differentials dπ also extend to a map from DSh♯ → π∗DG/P∧
∞
, but since usual

differential operators over Zp are not generated by the tangent bundle this map is not automatically

an isomorphism. One can see this as the local obstruction for why FP (Ver
PD
P (1)) is not equal to

DSh.

4.2.2. Definition of the canonical isomorphisms. First we construct the canonical isomorphism eV
for Ver≤1

Q (V ) for any V ∈ Rep(Q).

Lemma 4.10. Every finite free Zp representation of Q ∈ {P,B} is a subquotient of (the restriction
to Q of) a finite free G-representation.

Proof. Let V be a finite free Zp representation of Q. Let {vi | i = 1, 2, . . . , n} be a basis of V , and
{v∗i } its dual basis. The map V → OnQ sending v → (g 7→ 〈gv, v∗i 〉) defines an injective map of

Q-representations, where Q acts on OQ by g · f(x) = f(g−1x). The restriction map φ : OnG → O
n
Q

is a surjection of Q-representations. By [Ser68, §1.5 Prop 2] there exists a finitely generated (hence
free) W ∈ RepZp

(Q) which contains some choice of elements wi ∈ φ
−1(vi), and which is contained

in φ−1(V ), so that W maps surjectively to V . Similarly, there exists M ∈ RepZp
(G) finite free

containing W and contained in OnG. Then W ⊂M gives a presentation of V as a subquotient. �
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We prove a small lemma that will allow us to check all the properties of the canonical isomor-
phisms on PD formal completions. To apply it in our case we will use that one can cover ShZp by

connected affine open subsets that have at least one Fp-point.

Lemma 4.11. Let R/Zp be a smooth connected algebra of finite type having at least one Fp-point.
Let M,N be R-modules which are the sum of a finite free part and finitely many summands of the
form R/pn, and let ψ : M → N be a map between them. Then ψ is 0 if and only if it is 0 after
base change to every PD formal completion of Fp-points.

Proof. The map ψ decomposes into maps between free modules and maps of the form R → R/pn

or R/pm → R/pn. For the former the the lemma follows since under the assumptions on R the

composition R→ Rm → R∧
m → R♯m is injective for any Fp-point m. The last injection can be checked

using étale coordinates, and will be of the form Zp[[xi]] →֒ Zp[[
xni
n! ]]. For the latter R/pn → R♯m/p

n

is not necessarily injective for a particular m, but any element in the kernel will be contained in
m. Therefore an element x that is killed for all maximal ideals m above p will be contained in pR,

since R⊗ Fp is a Jacobson ring. Writing x = py, since R♯m is p-torsion free, we see that n = 1 or y
is also in the kernel for every m, so that by induction x = 0. �

We define e≤1
V using its relation to the Gauss-Manin connection prescribed by Theorem 4.6(6).

We remark that the functors FQ restricted to F l♯y are still exact over RepZp
(Q), since divided power

formal completions are Zp-flat.

Proposition 4.12. Define e≤1
1 : FQ(Ver

≤1(1)) ∼= FQ(1 ⊕ g/q) ∼= O ⊕ TF lSh,Q
∼= D≤1

F lSh,Q
where the

isomorphism of the middle is given by Lemma 4.5.

(1) For V ∈ RepZp
(G) define e≤1

V by the commutative diagram

FQ(Ver
≤1
Q (V )) FQ(V ⊗Ver≤1

Q (1)) FQ(V )⊗D≤1
F lSh,Q

D≤1 ⊗ FQ(V )

e≤1
V

FQ(φV ) id⊗e≤1
1

∇

where φV is the tensor identity of Corollary 4.4, and ∇ is the dual of the Gauss-Manin
connection of Proposition 1.5. The definition makes sense since the horizontal and diagonal
maps are isomorphisms.

(2) Let i : V →֒ W be a Q-equivariant embedding, where W ∈ RepZp
(G) and V ∈ RepZp

(Q).

Then e≤1
W sends FQ(Ver

≤1
Q (V )) to D≤1 ⊗ FQ(V ) ⊆ D≤1 ⊗ FQ(W ). We define e≤1

V as the

restriction of e≤1
W , by exactness of FQ and VerQ(−). It is an isomorphism independent of

the embedding i.
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(3) Let π :W ։ V be a surjection in RepZp
(Q) withW a submodule of an element of RepZp

(G).

Then e≤1
W from point (2) sends FQ(Ver

≤1
Q (Kerπ)) to D≤1⊗FQ(Kerπ), so that we can define

e≤1
V as the induced map. It is an isomorphism independent of the surjection.

(4) Let V ∈ RepZp
(Q). By Lemma 4.10 it is a subquotient of a G-representation, so we define

e≤1
V via the previous two points. It is an isomorphism independent of the presentation as a
subquotient.

Proof. We prove 2) and 3). The independence of embedding/quotient follows by comparing any

two with their sum, since the construction of e≤1
V on 1) is clearly functorial. By Lemma 4.11 we

can check well-definedness on PD formal completions of Fp points, e.g. for 2) we have to prove that

F (Ver≤1
Q (V )) → D≤1 ⊗ FQ(W/V ) is 0. The key fact is that by Proposition 4.9 the diagram in 1)

defining e≤1
W agrees with the local map e≤1

W,x at every PD formal completion. Then by naturality of

the local isomorphisms parts 2) and 3) hold on PD formal completions. This shows that the maps
e≤1 are well-defined, and they are isomorphisms since one can construct an inverse by the same
procedure.

�

We define e≤nV by induction on n, by leveraging the algebra structure on the sheaf of differential
operators.

Proposition 4.13. Let V ∈ RepZp
(Q). For n = 1 e≤nV is defined in Proposition 4.12. For n ≥ 2

the surjection Ver≤1
Q (Ver≤n−1

Q V ) ։ Ver≤nQ (V ) induces by Proposition 4.12 a surjection

µ : D≤1 ⊗ FQ(Ver
≤n−1
Q (V )) ։ FQ(Ver

≤n
Q (V )).

Let v ∈ FQ(Ver
≤n(V )) be a local section on a small enough open so that it lies in the image of

µ, and let g =
∑
Di ⊗ vi be any element in µ−1(v). Define e≤nV (v) :=

∑
Di · e

≤n−1
V (vi), where

· : D≤1 ⊗Dcrys,≤n−1 ⊗ F (V ) → Dcrys,≤n ⊗ F (V ) is given by composition of differential operators.

Then e≤nV is a well-defined isomorphism independent of the choice of g.

Proof. We can check well-definedness on PD formal completions, since for R/Zp smooth connected,

the map to a PD formal completion of a Fp-point is injective, and all the maps are between vector
bundles. It follows from property 4) of Proposition 4.9 that eV and eV,x agree on PD-formal
completions of points, so in particular eV is well-defined and it is independent of the choice of
g. By its inductive construction the map eV is surjective. Let N be its kernel, and suppose it is

non-zero. For m a Fp-point, the base change of N to R∧
m[1/p] = R♯m[1/p] is non-zero since N is

torsion-free, and Rm → R∧
m is faithfully flat. Since N

R♯
m

= 0 by Proposition 4.9 we conclude that

N = 0, and the map is an isomorphism.

�
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We put all the ingredients together to prove Theorem 4.6.

Proof of Theorem 4.6. The isomorphisms eQ,V for Q ∈ {P,B} are defined in Proposition 4.13,
and they agree on PD formal completions with the ones defined on Proposition 4.9, by all the

functoriality and compatibility properties that the local isomorphisms satisfy. For e
P/B
V , let E be

the cokernel of Dcrys
F l/Sh⊗F (V )→ Dcrys

F l ⊗F (V ). We claim that the composition FB(VerP/B(V ))→

FB(VerB(V ))
eV−→ Dcrys

F l ⊗ F (V ) → E is 0. By Lemma 4.11 it is enough to check it on PD formal
completions, where it holds by Proposition 4.9 (1). By exactness of FB this defines the isomorphism

e
P/B
V , and it automatically satisfies property 1). To define e0V we use the same strategy with the
square of property 2): now using that we can check if a map of vector bundles over F lFp

is zero

on closed points, so in particular on PD completions of points. This automatically proves property
2). To check 3) − 5) we can use Lemma 4.11, by considering the difference of the expected map
and the actual map (to be strict we consider each of these maps on Ver≤n), and then it holds
over PD formal completions by Proposition 4.9. Part 6) holds by definition and the fact that the
Gauss-Manin connection extends uniquely to a PD stratification. The isomorphisms e≤1 are Hecke
equivariant since the Gauss-Manin connection and the isomorphisms of Lemma 4.5 are, so the maps
e≤n are also Hecke equivariant by their inductive definition.

Finally, we construct eV on toroidal compactifications. For V ∈ RepZp
(G), e≤1

V is constructed

as in Proposition 4.12 using the (sub)canonical extension of Gauss-Manin to a log connection. To

construct e≤1
V for general V ∈ RepZp

(Q) we use the same procedure and the fact that one can

check whether a map of sheaves as in Lemma 4.11 vanishes on the interior Sh →֒ Shtor. It is easy
to see that they are isomorphisms, since the ones for V ∈ RepZp

(G) are. For e≤n we follow the
procedure of Proposition 4.13, which is well-defined since it can be checked on the interior. From
that construction we immediately see that eV is a surjection, and it is injective since it is so in the
interior. One can see that all the required properties can be checked on an open dense subset of
Shtor, so they follow from the properties on Sh. �

Remark 4.3. Going through the proof of Theorem 4.6 one could also have proved it for some
V ∈ RepFp

(B) that don’t lift to Zp. For instance V = L(λ) embeds into V (λ), so by devissage one
could define eV . We won’t use this in this article, so we decide not to prove it full generality.

4.3. Reduction to the open strata. We now work on the special fiber. Over U ⊂ F l the
symplectic flag L ⊂ ω ⊂ H splits by definition, so we can define a T -torsor IT parametrizing
trivializations of H respecting its canonical splitting. There is a T -equivariant embedding IT ⊂ IB
and IB is the pushout of IT along T → B. The torsor IT defines a functor FT : RepFp

(T )→ Coh(U),
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and by the above remark the square

RepFp
(B) Coh(F lFp)

RepFp
(T ) Coh(U)

FB

res res

FT

commutes. In particular for V ∈ RepFp
(B) lifting to RepZp

(B), FT (VerB(V )) ∼= Dcrys
U ⊗ V canoni-

cally. Let τ : UIg → U be the base change along Ig→ Sh
ord

. Then in fact τ∗IT ∼= UIg × T with the
isomorphism being canonical up to the action of GL2(Fp). We can construct a global section φ0
of τ∗IT as follows. Let {e1, e2} be a canonical basis of ωIg, and {e3, e4} the corresponding basis of
ω∨ →֒ H, so that {ei} is a symplectic basis of H over Ig. Then φ0 is given by the symplectic basis

{fi} := {
1

T − T p
(e1 + Te2), e1 + T pe2,

1

T p − T
(e3 − Te4), e3 − T

pe4} (4.10)

of HUIg
, which is ordered according to the canonical flag of L⊕L∨. In this basis we can give a very

explicit description of the canonical isomorphisms of Theorem 4.6 over U . Let {xi} be an ordered
basis of g/b, and let Di ∈ τ∗TU ∼= TUIg

∼= τ∗FT (g/b) correspond to (φ0, xi). Explicitly we have

D−β = ks(f22 )
∨,D−α−β = ks(f1f2)

∨,D−2α−β = ks(f21 )
∨,D−α = −(T p − T )2 ∂

∂T = f−1
1 f2.

Proposition 4.14. Let V ∈ RepFp
(B) lifting to Zp. Then τ∗eV : τ∗FT (VerB(V )) ∼= τ∗(Dcrys

U ⊗V)
is given by

(φ0,

4∏

i=1

xni
i ⊗ v) 7→ Dn1

1 ◦ . . . ◦D
n4
4 ⊗ (φ0, v)

for v ∈ V , and extended O-linearly.

Proof. We can reduce to the case of e≤1
V by induction on the degree, using Theorem 4.6(4) on

the compatibility of composition of differential operators and the surjection VerB(VerB(V )) ։

VerB(V ). Now assume that V ∈ RepFp
(G), to prove the proposition we will use the commutativity

of the diagram from Theorem 4.6(6)

τ∗FT (Ver
≤1,∨
B (V )) τ∗V∨ ⊗ P 1

UIg

P 1
UIg
⊗ τ∗V∨ .

FT (ψV )∨

τ∗e∨V
∇

Here∇ is the stratification associated to the Gauss-Manin connection on V∨. Recall ψV : Ver≤1
B (V ) ∼=

V ⊗Ver≤1(1) is given by x⊗ v 7→ xv⊗ 1+ v⊗x for x ∈ g, and 1⊗ v 7→ v⊗ 1. Let {ui} be a basis of
V . Then ψ∨

V is given by (xj ⊗ ui)
∨ 7→ u∨i ⊗ x

∨
j and (1⊗ ui)

∨ 7→ u∨i ⊗ 1−
∑

xjuk=λjkui
λjku

∨
k ⊗ x

∨
j =

u∨i ⊗ 1 +
∑

j xju
∨
i ⊗ x

∨
j . From the construction of the Gauss-Manin connection in Proposition 1.5
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we see that the proposition we want to prove is equivalent to having

∇̃φ0 =
∑

j

xj ⊗D
∨
j ∈ g⊗ Ω1

UIg
.

Recall that ∇̃φ0 is defined by transporting the Gauss-Manin connection on H to L ⊕ L∨ via φ0,
so it reduces to a computation of ∇ on HUIg

with respect to the basis {fi} in (4.10). The key
information is that V ◦ ∇(e1,2) = 0 by functoriality and ∇(e3,4) = 0 since V ◦ ∇(e3,4) = 0 and
〈∇e1,2, e3,4〉+ 〈e1,2,∇e3,4〉 = 0. For instance

∇(f2) = f3 ⊗ ks(f22 )
∨ + f4 ⊗ ks(f1f2)

∨ = x−βf2 ⊗D
∨
−β + x−α−βf2 ⊗D

∨
−α−β,

∇(f4) = ∇(e3)− T
p∇(e4) = 0 =

∑

γ∈Φ−

xγf4 ⊗D
∨
γ

as desired. Finally, since any V ∈ RepZp
(B) is a subquotient of a G-representation by Lemma 4.10,

we can easily deduce the proposition for all Ver≤1
B (V ). �

Remark 4.4. Since eV is independent of the order of the basis {xi} this shows in particular that
the Di ∈ τ

∗TU corresponding to g/p commute among themselves. One could have also checked it
on Serre-Tate coordinates, since the coordinates on Ig and on a Serre-Tate disk agree up to the
GL2(Fp) action.

Fix an ordered basis {xi} of g/b as before. Then for V ∈ RepFp
(B) lifting to RepZp

(B) there is

an isomorphism iV : VerB(V ) ∼= V ⊗ Sym•g/b as T -modules, given by
∏
xni
i ⊗Ub v 7→ v ⊗

∏
xni
i .

Let i : U → F l be the natural embedding. The following commutative diagram defines a canonical
isomorphism βV

i∗FB(VerB(V )) = i∗FT (VerB(V )) i∗FT (V ⊗ Sym•g/b)

Dcrys
U ⊗ V V ⊗ Sym•TU .

i∗eV

FT (iV )

id⊗Sym•e1

βV

Note that together β1 and βV define a PD stratification on V∨. Let ∇T,V denote the underlying
connection.

Corollary 4.15. Over UIg the isomorphism βV sends v⊗
∏
Dni
i to Dn1

1 ◦ . . . D
n4
4 ⊗v. In particular,

under the trivialization of τ∗FT (V ) the underlying connection ∇T,V is the trivial connection.

Now we can prove the main theorem of the section, which produces differential operators both
on U and F l out of maps of Verma modules.

Theorem 4.16. Let R ∈ {Zp,Fp}, V1,2 ∈ RepR(P ), and W1,2 ∈ RepR(B) (lifting to Zp if R = Fp)
then there are functorial embeddings

ΦP : Hom(Ug,P )R(VerP (V1),VerP (V2)) →֒ DiffOpcrysShR
(V∨2 ,V

∨
1 ),

ΦB : Hom(Ug,B)R(VerB(W1),VerB(W2)) →֒ DiffOpcrysF lR
(W∨

2 ,W
∨
1 ),
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ΦP/B : Hom(Up,B)R(VerP/B(W1),VerP/B(W2)) →֒ DiffOpcrysF l/ShR
(W∨

2 ,W
∨
1 ).

If Wi ∈ RepFp
(B) there are also functorial embeddings

ΦFrP/B : Hom(U0p,B)(Ver
0
P/B(V1),Ver

0
P/B(V2)) →֒ D

[p]

F l/Sh
(V∨2 ,V

∨
1 ),

and a functor ΦT fitting in the diagram

Hom(Ug,B)(VerB(W1),VerB(W2)) DiffOpcrysF lFp
(W∨

2 ,W
∨
1 )

HomT (W1,VerB(W2)) DiffOpcrysU (W∨
2 ,W

∨
1 ).

ΦB

res

ΦT

All the functors extend to functors Φcan,sub on (sub)canonical extensions on toroidal compactifica-
tions, by using log crystalline differential operators. All the differential operators produced in this
way are Hecke equivariant away from p. Moreover, they satisfy the following properties.

(1) For f ∈ Hom(Up,B)(VerP/B(V1),VerP/B(V2)), let f be the induced map on baby Verma

modules. Then ΦP/B(f) : V
∨
2 → V

∨
1 is Frobenius linear with respect to Sh, and it satisfies

F ∗F∗ΦP/B(f) = FB(f
∨
)

under the canonical isomorphism e0P/B, where F : F l → F l(p) is the relative Frobenius with

respect to Sh.
(2) For ΦB,ΦP .ΦP/B and ΦFrP/B composition as maps on (Ug, Q)-modules on the left matches

with composition of differential operators on the right.
(3) For ΦT , in the case that W1 and W2 are characters, after choosing an ordered basis {xi} for

g/b, elements of HomT (W1,VerB(W2)) are given by certain elements
∑
xni
i of Uu−B. The

composition of f1 =
∑
xni
i ∈ HomT (W1,VerB(W2)), f2 =

∑
xmi
i ∈ HomT (W2,VerB(W3)) is

defined as f2 ◦ f1 := (
∑
xni
i )(
∑
xmi
i ). This agrees with composition of differential operators

on U under ΦT .

Proof. Note that Hom(Ug,Q)(VerQ(V1),VerQ(V2)) = HomQ(V1,VerQ(V2)) and similarly for the Ver0B .
Applying FP , FB and FT respectively, and then dualizing gives the desired differential operators
as in Definition 4.3, by Theorem 4.6. The maps are embeddings since on divided power formal
completions of points there is an isomorphism between crystalline differential operators on the
(flag) Shimura variety and the ones on the flag variety, which are equivalent to maps of Verma
modules by Proposition 4.3. In characteristic p one should just consider the (p − 1)-th formal
neighbourhood of a point. The functors extend to toroidal compactifications since Theorem 4.6
does, and they are Hecke equivariant away from p. Properties 1)−3) can be checked on the interior,
being closed conditions.

Part 1) follows from Proposition 4.1 and Theorem 4.6(2), by checking that the two maps are
the same on relative formal completions of points. For part 2) given two Q-equivariant maps
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fi : Vi → VerQ(Vi+1) its composition is given by f2◦f1 : V1
f1
−→ VerQ(V2)

Ver(f2)
−−−−→ VerQ(VerQ(V3))

j
−→

VerQ(V3), where j is induced from multiplication on Ug. By part 3) and 4) of Theorem 4.6 after

applying FQ and the canonical isomorphisms the previous map is identified with F (V1)
ΦQ(f1)∨

−−−−−→

Dcrys⊗F (V2)
id⊗ΦP (f2)∨
−−−−−−−→ Dcrys⊗Dcrys⊗F (V3)→ Dcrys⊗F (V3), where the last arrow is induced by

composition. By taking duals this is precisely how composition is defined for elements of DiffOpcrys.

For part 3), from the proof of part 2) it is enough to prove that for a T -equivariant map f :
λ1 → VerB(λ2) the map g : VerB(λ1) → VerB(VerB(λ2)) defined by

∏
xni
i ⊗ λ1 7→

∏
xni
i ⊗ f(λ1)

is identified with Dcrys ⊗ L(s0λ1)
id⊗F (f)
−−−−−→ Dcrys ⊗ Dcrys ⊗ L(s0λ2) under FT and the canonical

isomorphisms from Theorem 4.6. Let W ∈ RepFp
(B) lifting to Zp. The basis {xi} of g/b, defines

a splitting iW : VerB(W ) ∼= Sym•g/b ⊗W as T -modules as before, which induces an isomorphism
αW : Sym•TU ⊗W ∼= FT (Ver(W )). Consider the following diagram

FT (Ver(λ1)) FT (VerB(VerB(λ2)))

Sym•TU ⊗L(s0λ1) Sym•TU ⊗ F (VerB(λ2))

Dcrys
U ⊗ L(s0λ2) Dcrys

U ⊗ F (VerB(λ2)).

FT (g)

αλ1
αVer(λ2)

βλ1

id⊗F (f)

βVerB(λ2)

id⊗F (f)

The top square commutes by the definition of αW and g. The bottom square commutes using the
description of βW of Corollary 4.15 (the commutativity descends along UIg → U). The compo-
sition of the vertical maps are by definition the canonical isomorphisms eλ1 and eVer(λ2), so the
commutativity of the big square proves what we wanted.

�

Remark 4.5. In characteristic zero Hom(Ug,B)(VerB(λ1),VerB(λ2)) is non-zero precisely when
there is a sequence λ1 ≤ µ1 . . . ≤ µn = λ2 such that µi+1 is the reflection of µi by a positive root,
and in that case the Hom space is 1-dimensional [Ver68], [BGG71]. In particular there is no non-
zero map between Vermas of weights that are G-dominant. In characteristic p one can construct
more maps, see Proposition 4.18.

Finally, we relate the restriction to U of the functors of Theorem 4.16 to the basic theta operators
of Section 2.

Theorem 4.17. Let λ ∈ X∗(T ). For γ ∈ u−B define the map of T -modules

φγ :λ→ Ver≤1
B (λ− γ)

vλ 7→ xγ ⊗ (λ− γ).
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The functor ΦT of Theorem 4.16 defines a map

Φ : u−B →֒ DiffOpcrysU (
⊕

λ∈X∗(T )

L(λ),
⊕

µ∈X∗(T )

L(µ))

sending xγ to ΦT (φγ). This is a map of Lie algebras, with the right-hand side having the commutator
of operators as bracket, so it extends to a map of algebras

Uu−B →֒ DiffOpcrysU (
⊕

λ∈X∗(T )

L(λ),
⊕

µ∈X∗(T )

L(µ)).

Further, there are identifications with the operators defined in Definition 2.2:

Φ(x−β) = θ̃1, Φ(x−α−β) = θ̃2, Φ(x−2α−β) = θ̃3, Φ(x−α) = θ̃4.

Proof. We only need to prove the identifications with θ̃i, the rest is proved by the compatibility
of ΦT with composition. Let λ ∈ X∗(T ), and fix a basis {xi} of g/b inducing an isomorphism of
T -modules iλ : VerB(λ)

≤1 ∼= λ⊗Fp U
≤1(g/b) as before. We claim that this fits in the diagram

FT (VerB(λ)
≤1) FT (λ⊗ U

≤1(g/b)) L(s0λ)⊗D
≤1
U

D≤1
U ⊗ L(s0λ),

F (iλ)

e≤1
λ

id⊗e1

π◦∇

where the diagonal map corresponds to the dual of the connection on L(−s0λ) defined as follows.
For L and L′ it is defined by applying the Gauss-Manin connection on H and then projecting
back via the splitting on U . For a general weight λ it is defined by tensor/dual functoriality.
The claim follows from Corollary 4.15 and the observation that under the trivialization of the
flag of HUIg

given by {fi} the described connection is the trivial one. The maps φγ are identified

under the dual of the horizontal map (id ⊗ e1) ◦ F (iλ) with the composition L(−s0λ) ⊗ P 1
U →

L(−s0λ)⊗Ω1
U

id⊗π−s0γ−−−−−−→ L(−s0λ− s0γ). By the claim above, ΦT (φγ) is given by precomposing this
with the map π ◦ ∇ : P 1

U ⊗L(−s0λ)→ L(−s0λ)⊗P
1
U . This precisely corresponds to the definition

of the θ̃i. �

Remark 4.6. It is not true that FB(Ver
0
B(λ)) = D

[p]
F l ⊗ L(s0λ). Otherwise, we would have the

analogue of Theorem 4.16(1) for Ver0B(λ), and together with part 3) it would imply that θp1 = 0.
Another way to see this is to use Serre-Tate coordinates. By Proposition 4.14 on the formal
completion of a point in U , FB(Ver

0
P (1)) is the quotient sheaf of π∗Dcrys

Sh
generated by

∏3
1D

ni
i for

Di ∈ π
∗TSh|UIg

the canonical basis, and 0 ≤ ni ≤ p − 1. On the other hand D
[p]

Sh
is generated by

∏
( ∂
∂Tij

)nij for 0 ≤ nij ≤ p− 1. One can explicitly see that they are not isomorphic as quotients of

π∗Dcrys

Sh
.

In particular, under the labelling above, the theta operators θi commute as the opposite of uB .
This proves the commutation relations of Proposition 2.7 in a more robust way. Using Theorem 4.17
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and Theorem 4.16 whenever we have some map on U which is a combination of θis we can test if it
extends to F l by checking if the associated map of Verma modules as T -modules is in fact a map
of B-modules. Although this won’t give if and only if statements it recovers many of the results
proved in Section 3. See Corollary 4.19 for a comprehensive list of examples.

4.4. Theta linkage maps. We construct non-zero maps between Verma modules in characteristic
p whose weights are linked, hence giving name to their associated theta linkage maps. We have
already seen two examples in Theorem 3.10 and Proposition 3.2, which correspond to reflections by
the simple roots. We use the following notation: for γ ∈ Φ+ and n ∈ Z let sγ,n ·λ = λ+(pn−〈λ+
ρ, γ∨〉)γ. We say that λ ↑γ µ if there exists n ∈ Z such that µ = sγ,n · λ, λ ≤ µ, and n is minimal
with this property. Geometrically λ ↑γ µ if and only if µ is the reflection of λ in the positive
direction across the closest wall defined by γ∨. Then λ ↑ µ if there exists a chain λ ↑γ1 λ1 . . . ↑γn µ.

Proposition 4.18. Let λ, µ ∈ X∗(T ). Assume there exists γ ∈ Φ+ such that λ ↑γ µ. Then we can
construct an explicit 1-dimensional subspace of

Hom(Ug,B)Fp
(VerB(λ),VerB(µ)) 6= 0.

In general if λ ↑ µ, then Hom(Ug,B)Fp
(VerB(λ),VerB(µ)) 6= 0.

Proof. Choose ν ∈ X∗(T ) such that 〈ν, γ∨〉 = 1, and let n ∈ Z such that µ = sγ,n · λ. Consider

λ̃ := λ− pnν, then there exists a unique up to scalar non-zero map φ : λ̃→ VerB(sγ,0 · λ̃) over Qp,

given by an element f̃(X) ∈ Uu−B,Qp
in some PBW basis. After rescaling f̃(X) choose f(X) over

Zp which is not 0 mod p, this is unique up to a unit. Then f(X) defines a map λ̃→ VerB(sγ,0 · λ̃)
of B-modules over Zp since the Vermas are p-torsion free. We claim that the map λ→ VerB(µ)Fp

defined by λ 7→ f(X) ⊗ µ is B-equivariant. This is the same as being U(B)-equivariant, which

reduces to being equivariant for elements of the form Y n

n! for positive roots Y , and
(H
n

)
for H ∈ h.

For the latter it suffices to observe that the weight increases are the same: µ−λ = sγ,0 · λ̃− λ̃. For

the former, write Y n

n! f(X) as g(X)h(X) for g ∈ Uu−B and h ∈ U(B) by the following procedure. By

induction on the weight of Y n and the degree of f it suffices to prove that Y n

n! X ∈ X
Y n

n! +U(B)Uu−B
for X ∈ u−B , where the terms in U(B) have smaller weight that Y n. This follows from the PBW
theorem on U(G), and noticing that in the expression of [Y n,X] in a PBW basis the degree of any

element of u−B appearing can be at most 1. Since φ is B-equivariant it implies that g(X)⊗h(X)λ̃ = 0

over Zp, we can assume that h(X)λ̃ = 0. Then

Y n

n!
f(X)⊗ µ = g(X)⊗ h(X)(λ̃ + pnν) = 0.

We claim that the one-dimensional subspace generated by this map is independent of the choice
of ν. This amounts to the fact that in characteristic 0 the maps VerB(λ)→ VerB(sγ · λ) are given
by an element of Ub− for all λ lying in a hyperplane 〈λ, γ∨〉 = r [Hum08, 4.12]. For two valid ν1,2
the maps in characteristic zero VerB(λ− pnνi)→ VerB(sγ · (λ− pnνi)) are then given by the same
element h = h1 ·h2 ∈ Ub− = Uu− ·Uh. After rescaling to get a non-zero map over Fp, we have that
h2 acts by the same scalar on both sγ(λ−pnνi), since the difference of their weights is a multiple of
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p. Thus, we end up with the same elements in Uu−B,Fp
. Finally, the last statement follows from the

first since Uu−B,Fp
has no nontrivial zero-divisors, so we can compose the previously defined maps.

�

Remark 4.7. (1) If there is a non-zero map VerB(λ) → VerB(µ) over Fp then µ ∈ Waff · λ
by considering action of the Harish-Chandra center of Ug. Moreover, if the projection to
Ver0B(λ)→ Ver0B(µ) is non-zero, then λ ↑ µ by the linkage principle on G1B-representations
[Jan03, Cor 9.12] (the simple L(λ) is the head of Ver0B(λ)) .

(2) Proposition 4.18 doesn’t prove that for two linked weights λ ↑ µ the map constructed above
is independent of a choice of sequence λ ↑γ1 λ1 ↑γ2 . . . ↑γn µ. In general we don’t know if
the Hom space is at most one-dimensional as in the characteristic 0 case. A key difference
in characteristic p is that Verma modules are not of finite length as (Ug, B)-modules.

We will say that differential operators which come from maps in Proposition 4.18 via Theo-
rem 4.16 are theta linkage maps. We remark that since FB(λ) = L(s0λ) a map of Verma modules
with λ ↑γ µ induces a map L(−s0µ)→ L(−s0µ+ ns0γ) for n ≥ 0. For γ not in Φ+

M this shifts the
weight by a dominant weight, but for γ = α the shift is by a non-dominant weight. This produces
two more theta linkage maps in the p-restricted region, and it also conceptually reproves many of
the results of Section 3.

Corollary 4.19. (1) For k = bp+a with 1 ≤ a ≤ p the map θ1(k,l) : L(k, l)→ L(2p−2a+k+2, l)

comes from the map of B-modules (−l, 2a−k−2−2p)→ VerB(−l,−k) defined as (−l, 2a−

k−2−2p) 7→ xp−a+1
−β ⊗(−l,−k). In particular when p | k, θ1 : L(k, l)→ L(k+p+1, l+p−1)

factors through H1.
(2) For k − l = ap + b with 0 ≤ b ≤ p − 1, the map on θ4(k,l) : L(k, l) → L(k − b − 1, l + b+ 1)

comes from the map of B-modules (−l − b − 1, b + 1 − k) → VerB(−l,−k) defined as

(−l − b − 1, b + 1 − k) to Xb+1
−α ⊗ (−l,−k). In particular when p | k − l, θ4 : L(k, l) →

L(k + p− 1, l) factors through H2.
(3) The map 1

Hp
1
θp1 extends to the whole of F l, since it can be written as the composition of

two affine Weyl reflections: 1
Hp

1
θp1 = θ1(2p−k+2,l) ◦ θ

1
(k,l). Together with the relations over the

ordinary locus in Proposition 2.7 this shows that θ3 does indeed have weight (2p, 0).

(4) (C0 7→ C1 linkage map). For (k − 3, l − 3) ∈ C0 there is a non-zero map θα+β(k,l) : L(k, l) →

L(p− l + 3, p− k + 3).
(5) (C2 7→ C3 linkage map). For (k − 3, l− 3) ∈ C2 satisfying k − l < p− 1 there is a non-zero

map θα+β(k,l) : L(k, l)→ L(2p − l + 3, 2p − k + 3).

(6) The compatibility with baby Verma modules Ver0P/B shows that θp4 = 0.

(7) The map π∗θ
4
(k,l) comes from a map of M -representations, and we can reprove the results

on its kernel from Proposition 3.3 from the representation theory of baby Verma modules.
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Proof. For 1) − 3) and 6) we use Theorem 4.16 and Theorem 4.17 together with the explicit
description of θ1(k,l) and θ

4
(k,l) in terms of θ1 and θ4. For 4) we follow the recipe of Proposition 4.18

for ν = (0, 1). Let the map (k − 3− p, l − 3)→ VerB(−l, p − k)Qp be given by f(X) ∈ UuB,Zp not
vanishing mod p. We have the following commutative diagram in characteristic 0

VerB(k − 3− p, l − 3) VerB(k − 3− p, 1− l)

VerB(−l, p− k) VerB(−l, k − 2− p),

f(X)

Xl−2
−β

Xp−k−l+3
−α

Xp−k+1
−β

up to a unit, since the Hom of B-Verma modules is 1-dimensional in characteristic zero. Since

Uu−B,Fp
has no nontrivial zero-divisors we can take f so that f(X)X l−2

−β = Xp−k+1
−β Xp−k−l+3

−α over

Zp. We define θα+β(k,l) as the operator corresponding to the map (k−p−3, l−p−3)→ VerB(−l,−k)Fp

given by f(X). By the diagram above it satisfies θ1(p−l+3,p−k+3) ◦ θ
α+β
(k,l) = θ4(2p−k+2,l) ◦ θ

1
(k,l). One

can check on Serre-Tate coordinates that the right-hand side is not identically 0. For instance

T22T
p−1ek−l1 (e1 ∧ e2)

l is not sent to 0, by Proposition 3.3. Therefore θα+β(k,l) is non-zero.

For 5) we construct both θα+β
(k,l)

and another linkage map θ2α+β
(2p−l+3,2p−k+3)

using ν = (1, 1) in the

proo of Proposition 4.18. For θα+β(k,l) even though 〈ν, (α + β)∨〉 = 2 the procedure still works since

the weights are linked by sα+β,−2. As before let f(X), g(X) ∈ UuZp non-zero mod p fitting in the
commutative diagram

VerB(p− k − 1, p + 1− l) VerB(p− k − 1, l − p− 3)

VerB(p− l, p− k) VerB(k − p− 3, l − p− 3).

Xk−l+1
−α

Xp−l+2
−β

g(X)

f(X)

Define θα+β(k,l) by the map (k−3−2p, l−3−2p)→ VerB(−l,−k)Fp given by f(X), and θ2α+β(2p−l+3,2p−k+3)

by the map (−1−k, l−3−2p)→ VerB(k−3−2p, l−3−2p)Fp given by g(X). Then by the diagram

above we have θ1(l−1,k+1) ◦ θ
4
(k,l) = θ2α+β(2p−l+3,2p−k+3) ◦ θ

α+β
(k,l) . We can also prove that the left-hand side

is not identically 0 by doing a computation on Serre-Tate coordinates, e.g. T22T
k−l+1ek−l1 (e1 ∧ e2)

l

is not sent to 0. Therefore θα+β(k,l) is non-zero.

For 7), the map of VerP/B modules inducing θ4(k,l) also induces a map of line bundles on P/B,

which on global sections gives a map of M -representations. We claim that π∗θ
4
(k,l) comes from

this map. This can be checked on relative formal completions of points (in our set up these don’t
have divided powers), where it follows by Theorem 4.6. To compute the kernel of F ∗F∗θ

4
(k,l) we use

Theorem 4.16(1). The key fact is that the cokernel of Ver0P/B(b+1−k,−b−l−1) → Ver0P/B(−l,−k)

is [(ap, 0) ⊗W (l + b, l)]∨ = (−ap, 0) ⊗W (−l,−l − b) as a B-representation. Baby Vermas have
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an action of p, which equips the dual of F (Ver0P/B(V )) with a connection relative to Sh by using

Corollary 4.4 for P/B. This connection is identified with the connection given by Cartier descent
on the Frobenius pullback of a sheaf. Taking horizontal sections of this connection recovers F∗θ

4
(k,l),

and we can check that the kernel of F∗θ
4
(k,l) is the expected one.

�

The map onM -representations corresponding to π∗θ
4
(k,l) also has a classical description. Consider

Serre’s operator D = xp d
dx + yp ddy on GL2(Fp)-representations over Fp, and Dickson’s invariant

H = xpy − xyp. Then for k − l = ap + b, Db+1 acting on W (k, l) becomes divisible by Hb+1, and

it is in fact GL2-equivariant. This procedure is analogous to the definition as θ4(k,l) =
1

Hb+1
2

θb+1
4 on

the flag Shimura variety, and over F lIg both can be identified.

Remark 4.8. We emphasize that to prove 1) with the methods of Section 3 we had to compute a

local expression along the formal neighbourhood of a point in Sh
=1

, and use a Grothendieck-Messing
basis there, it doesn’t follow formally by choosing an arbitrary basis for ω. Therefore Theorem 4.16
does contain some non-trivial information about the lower strata. Another instance of this is that
on some locally closed Ekedahl-Oort strata of Sh one has various reductions of the torsor IP given
by the interaction of the Hodge and conjugate filtration. Using these one gets partial filtrations on
the pullback of Dcrys

Sh
to the strata, which are not immediate to obtain otherwise.

4.5. The BGG complex. Fix λ ∈ C0. Then the Weyl module V (λ) over Fp is irreducible.
Consider the standard complexes StdP (V (λ)) for V (λ) ∈ RepZp

(P )

0→ VerP (

3∧
(g/p) ⊗Zp V (λ))→ . . .→ VerP ((g/p) ⊗ V (λ))→ VerPV (λ)→ 0,

and StdB(V (λ)) for V (λ) ∈ RepZp
(B)

0→ VerB(

4∧
(g/b)⊗Zp V (λ))→ . . .→ VerB((g/b)⊗ V (λ))→ VerBV (λ)→ 0,

defined as in [PT02, 2.2]. They are complexes of (Ug, Q)-modules, exact except at the term
VerQV (λ), which has homology V (λ). Let WM = {w0, w1, w2, w3} with the elements ordered by
length, and let W (a) ⊂W be the elements of length a. Recall that a weight µ ∈ X∗(T ) is p-small
if |〈µ + ρ, γ∨〉| < p for all roots γ.

Theorem 4.20. Let λ ∈ X∗(T ) in C0. There exists a complex of (Ug, P )-modules BGGP,λ, quasi-
isomorphically embedded as a summand BGGP,λ ⊂ StdP (V (λ)), of the form

0→ VerPW (w3 · λ)→ VerPW (w2 · λ)→ VerPW (w1 · λ)→ VerPW (λ)→ 0.

If we further assume that λ = (a, b) satisfies a+4 < p (this is only relevant for b = 0), there exists
a complex of (Ug, B) modules BGGB,λ quasi-isomorphically embedded as a summand BGGB,λ ⊂
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StdB(V (λ)) such that

BGGd
B,λ = ⊕w∈W (d)VerB(w · λ)

and the differentials go in the direction BGGd
B,λ → BGGd−1

B,λ .

Proof. Let χλ be the character by which the center Z(Ug)Zp acts on V (λ)Fp , since it is an irreducible
representation. Then for Q ∈ {P,B} define

BGGQ,λ := StdQ(V (λ))χλ

as the isotypic component of χλ (modulo p). These are summands of StdQ(V (λ)) since the latter
is a direct sum over all the mod p characters of Z(Ug). The homology of StdQ(V (λ)) is V (λ)
concentrated in one degree, which is killed by every other mod p character χ 6= χλ of Z(Ug)Zp .
Therefore BGGQ,λ is quasi-isomorphic to StdQ(V (λ)). The rest of the proposition for BGGP,λ

is proved in [PT02, Thm D] and [LP18, Thm 5.2] in great generality. For the Borel we adapt a
proof in characteristic 0 to this setting. By the assumption on λ for any d ≤ 4, the weights of
∧d(g/b)⊗ V (λ) are p-small, so it admits an exhaustive filtration M• by finite-free B modules over
Zp such that griM• = λi for some p-small weights λi (as 1-dimensional Zp-modules). Since VerB(−)

is exact we get a filtration VerB(M
•)χλ

⊂ BGGd
B,λ with graded pieces VerB(λi)χλ

. The latter is
non-zero precisely when λi ∈ Waff · λ. Since both weights are p-small this happens if and only if
λi = ω ·λ for some w ∈W . For w ·λ to be a weight of ∧d(g/b)⊗V (λ) one needs l(w) = d in which
case its multiplicity is 1: this can be checked over C where it is a classical result. Therefore, we get
a filtration of BGGd

B,λ whose graded pieces are precisely VerB(w ·λ) for w ∈W (d). Let w ∈W (d).

We claim that we can choose two different filtrations of ∧d(g/b) ⊗ V (λ) as a B-module such that
in one of them the weight w · λ appears before all the other weights {w′ · λ : w′ 6= w ∈ W (d)} in
the filtration, and another one where the opposite happens. Let N be subquotient of the original
filtration such that w · λ is a submodule of N and w′ · λ is a quotient. We may assume that N
contains no highest weight vectors apart from possibly w ·λ or w′ ·λ, otherwise such a vector would
be a B-submodule (using that for p-small weights B-representations are equivalent to Ub-modules)
of N , and we can move it in front of w · λ. Thus by induction the weights of the graded pieces of
N , except maybe the last one, are in w ·λ+Z≤0Φ+. Since w′ ·λ is not in that set we conclude that
it must be a highest weight vector in N , and thus it can be moved in front of w · λ. Repeating this
process proves the claim.

Therefore there are maps VerB(w ·λ) →֒ BGGd
B,λ ։ VerB(w ·λ) over Zp. The composition must

be given by a scalar in Zp, and it cannot be identically zero, since the weight w·λ has multiplicity one

in BGGd
B,λ. Therefore, by rescaling we can assume the map is the identity. This defines VerB(w ·λ)

as a summand of BGGd
B,λ over Zp. Finally, any such two summands for different w ∈ W (d) are

disjoint, since there are no non-zero maps VerB(w · λ)→ VerB(w
′ · λ) for w 6= w′ ∈W (d). �

For λ ∈ C0 we have the identity V (λ)∨ = V (−w0λ), andW (λ)∨ =W (−s0λ). Denote λ∨ = −w0λ
so that (a, b, c)∨ = (a, b,−c).
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Lemma 4.21. The image of StdPV (λ∨) under the functor ΦP of Theorem 4.16 is the complex
dRSh(λ) := (FP (V (λ))⊗Ω•

Sh) over ShZp endowed with the Gauss-Manin connection as differentials.
Similarly, the image of StdBV (λ∨) under ΦB is dRF l(λ) := (FBV (λ) ⊗ Ω•

F l) over F lZp endowed
with the Gauss-Manin connection. The same result holds for the (sub)canonical extensions defined

by Φcan,sub
Q .

Proof. We prove it on the interior Sh ⊂ Shtor, since one can check whether a map of vector bundles
is zero on an open dense subset. It is then enough to check it on divided power completions of points
by Lemma 4.11. The differentials are all of degree 1, so it is enough to prove that the differentials
are the same considered as crystalline differential operators. Since the Gauss-Manin connection on
Sh♯x is the pullback of the trivial connection on G/P∧

∞, it is enough to prove that applying FG/Q to
StdQ(V (λ)∨) yields the de Rham complex on G/Q. This is a standard computation. For instance

we can check that the composition g/q ⊗ V (λ∨)
d
−→ Ver≤1

Q (V (λ∨))
φV
−−→ V (λ∨) ⊗ Ver≤1(1) is the

natural inclusion, from the explicit description of the tensor identity in Corollary 4.4. �

Let BGGSh(λ) be the image of BGGP,λ∨ under the functor ΦP , and BGGF l(λ) the image of
BGGB,λ∨ under ΦB, defined in Theorem 4.16. By Lemma 4.21 and Theorem 4.20 they come

equipped with maps BGGSh(λ) → dRSh(λ) and BGGF l(λ) → dRF l(λ). Similarly, let BGG?
Sh(λ)

and dR?
Shtor(λ) for ? ∈ {can, sub} be their (sub)canonical extensions to Shtor. Both the de Rham

and BGG complexes are equipped with a natural Hodge filtration, as in [LP18, Def 3.10].

Theorem 4.22. Let λ = (a, b) ∈ C0 satisfying a+ 4 < p, and ? ∈ {can, sub}.

(1) The maps BGG?
Shtor

(λ)→ dR?
Shtor(λ) and BGG?

F ltor(λ)→ dR?
F ltor(λ) are quasi-isomorphisms

of filtered complexes. They also admit a section.
(2) Moreover, there is a quasi-isomorphism of filtered complexes

π∗BGG?
F ltor(λ)

∼= BGG?
Shtor(λ).

Proof. The first point is essentially explained in [MT02, §4-5], we give a brief summary here. For
any smooth scheme X/Fp there is an exact functor L from the category of OX -modules with
morphisms given by crystalline differential operators to the category crystals in the crystalline site
(X/Fp)crys (which is equivalent to the category of OX -modules with a PD stratification) given by

E 7→ P crys
X ⊗E. Moreover, composing with the derived pushforward Ru∗ : (X/Fp)crys → (X/Fp)zar

satisfies Ru∗ ◦ L(E
•) = [E•]. Then by Theorem 4.20 and Lemma 4.21 the map L(BGGSh(λ)) =

FP (BGGP,λ∨)
∨ → FP (StdP (V (λ∨))∨ = L(dRSh(λ)) is a quasi-isomorphic summand. Pushing this

quasi-isomorphism forward along Ru∗ recovers the quasi-isomorphisms BGGSh(λ)→ dRSh(λ), and
the former is a summand of the latter in the abelian category of complexes by the compatibility
with composition of the functors in Theorem 4.16. Using log-crystals and log-crystalline differential
operators we obtain the same result on toroidal compactifications. For 2), we have π∗dR

can
F l (λ) =

dRcan
Sh (λ) as complexes using that π∗Ω

1
F ltor/Shtor = 0, and that the Gauss-Manin connection on F ltor
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is the pullback of the Gauss-Manin connection on Shtor. In fact one has

Rπ∗dR
can
F l (λ) = dRcan

Sh (λ)⊕ dRcan
Sh (λ)[−2] (4.11)

in the derived category. For trivial coefficients (on any projective bundle) this follows from [Sta18,
Tag 0FUN]. For λ = (1, 0) corresponding to the standard representation consider the pullback

g̃ : Ã → F l of g : A → Sh, and let π̃ : Ã → A be the base change map. The Koszul filtration
on Ω•

Ã/Zp
with respect to Ã/F l/Zp induces a filtration on Rg̃∗Ω

•
Ã/Zp

whose graded pieces are

H i
dR(Ã/F l) ⊗ Ω•

F l, by definition of the Gauss-Manin connection. Applying Rπ∗ we then get a
filtration on R(π◦g̃)∗Ω

•
Ã/Zp

. The latter is also equal to Rg∗(Ω
•
A/Zp
⊕Ω•

A/Zp
[−2]) by the case of trivial

coefficients, and each summand has a Koszul filtration induced from the one on Ω•
A/Zp

with respect

to A/Sh/Zp. One can check that the two filtrations on R(π ◦ g̃)∗Ω
•
Ã/Zp

are the same, it essentially

boils down to the fact that π∗Ω
1
F l/Sh = 0. By comparing their graded pieces we obtain (4.11). For

general λ one follows the same strategy as above for powers of the universal abelian varieties and
then uses [LS13, Prop 4.8] (base changed to the flag Shimura variety too) to cut down V(λ) out of
H1

dR(A
n/Sh). We claim that π∗BGGcan

F l (λ) is quasi-isomorphic to π∗dR
can
F l (λ) = dRcan

Sh (λ), which
proves 2) by part 1). The cohomology of Rπ∗dR

can
F l = Rπ∗BGGcan

F l can be computed by two E2

spectral sequences HiRπj∗BGGcan
F l →֒ H

iRπj∗dR
can
F l , where e.g. Rπj∗BGGcan

F l means that we apply

Rπj∗ to each element of the complex. By part 1) this inclusion is a summand of spectral sequences.
By (4.11) the second spectral sequence degenerates at the E2 page, so the first one also degenerates
at the E2 page, and the inclusion must be an isomorphism. This proves the claim. �

Theorem 4.22 together with Theorem 4.17 shows that the differentials on BGGSh(λ) are built
from basic theta operators.

Corollary 4.23. For λ = (a, b) ∈ C0 satisfying a + 4 < p the differentials of the BGG complexes
BGG

Sh
tor(λ) and BGGF ltor

Fp

(λ) are given by particular combinations of theta operators θi which

become highly divisible by Hasse invariants. More precisely, if d : L(λ1) → L(λ2) is a differential
corresponding to the map of Verma modules −s0λ2 →

∑
Xn4

−αX
n3
−2α−βX

n2
−α−βX

n1
−β ⊗ −s0λ1 then

d =
∑ 1

H
n1+n2
1 H

n2+2n3+n4
2

θn1
1 ◦ θ

n2
2 ◦ θ

n3
3 ◦ θ

n4
4 .

https://stacks.math.columbia.edu/tag/0FUN
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Explicitly, for λ = (k − 3, l − 3) the two complexes have the following form

L(2− k, 4− l) L(2− k, l) L(3− l, k + 1)

L(3− l, 3− k)
⊕ ⊕ ⊕

L(l − 1, k + 1)

L(l − 1, 3− k) L(k, 4− l) L(k, l)

ω(3− l, 3− k) ω(l − 1, 3− k) ω(k, 4− l) ω(k, l) 0,
d0 d1 d2

where the complex on top represents BGGF l(λ) and the one at the bottom BGGSh(λ). The
differentials in red are the ones that survive after pushing forward to the Shimura variety. The
Hodge filtration on Sh is given by the ”stupid truncation” with weights 0, l − 2, k − 1, k + l − 3.

Importantly, the Hodge-de-Rham spectral sequence degenerates on its first page over Zp for
λ ∈ C0, which allows to describe de Rham cohomology in terms of coherent cohomology.

Theorem 4.24. [LS13, Thm 8.2] Let λ ∈ X∗(T ) and ? ∈ {can, sub}. Then the spectral se-

quence associated to the Hodge filtration of dR?
Shtor

Qp

(λ) degenerates on its first page. The same is

true for dR?
ShtorZp

(λ), if λ ∈ C0. Thus, by Theorem 4.22 the graded pieces of H3
dR(ShZp , V (λ)) :=

H3(dRcan
Shtor(λ)) are given by H l(w)(ShtorZp

, ω(w·λ+(3, 3))) for w ∈WM , and the ones of H3
dR,c(ShZp , V (λ))

by H l(w)(ShtorZp
, ωsub(w · λ+ (3, 3))).

5. Applications to the weight part of Serre’s conjecture

5.1. Generalities about the weight part of Serre’s conjecture. We briefly recall the weight
part of Serre’s conjecture for GSp4/Q and how its combinatorics relates to the weight shifting of our
operators. Given an odd Galois representation r : GQ → GSp4(Fp) denote by W (r) the set of Serre
weights σ such that the Hecke eigensystem associated to r (if there is any) appears in H∗

ét(ShQp
, σ)

for some level away from p. Conjecturally this only depends on ρ := rGQp
, so we will also use

W (ρ) to denote it. We explain Herzig’s [Her09] conjectural recipe for W (ρ) in the case when ρ is
semisimple, adapted to the case of GSp4/Q in [HT13], and now proved in the latter case under some
Taylor-Wiles and genericity conditions in [Lee23]2 . In general one expects that W (ρ) ⊆W (ρss), so
that the latter would exhaust all possible Serre weights. Given ρ : GQp → GSp4(Fp) we can write
the semisimplification of the restriction to inertia τ := ρss|Ip as

τ = τ(µ,w) := (µ+ pw−1µ+ . . . pt−1w−tµ)ωt

2In [Lee23] they use a different global setting, but their results can be translated to our setting using the vanishing
results of [HL23].
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where t ∈ {1, 2, 3, 4}, ωt is the fundamental character of niveau t, w ∈ W is such that w̌τ ∼ τp,
µ = (a, b, c) ∈ X∗(T ), and µ = (a+b+c2 , a−b+c2 , c) ∈ X∗(Ť ). We are fixing the isomorphism of GSp4
with its dual group which on Weyl groups we denote by w → w̌, that switches the actions of s0
and s1. Then any semisimple τ : IQp → GSp4(Fp) that lifts to GQp (a tame inertial parameter)
can always be written as τ(µ,w), and for generic τ we can assume µ ∈ X1(T ). Let δ > 0, we
say that a weight λ ∈ X∗(T ) is δ-generic if | 〈λ, γ∨〉 − pn |< δ for each root γ and some n ∈ Z
depending on γ. A tame inertial parameter τ = τ(µ + ρ,w) is δ-generic if µ is. We say that a
statement holds for sufficiently generic weights/tame parameters if there exists some δ independent
of p such that the statement holds for all δ-generic weights/tame parameters. The set of regular
weights Xreg(T ) ⊂ X1(T ) consists of all (a, b) ∈ X1(T ) such that a − b, b < p − 1. Based on

the reduction of the Deligne-Lusztig representation associated to τ Herzig constructs a set W ?(ρ)
of Serre weights, and conjectures that it should equal the set of regular Serre weights when ρ is
semisimple. Restricting to some set of sufficiently generic weights (or to sufficiently generic tame
parameters) W ?(ρ) can also be described as

W ?(ρ) = {µ ∈ Xreg(T ) such that ∃ µ′ ↑ µ with µ′ + ρ dominant and

w ∈W, such that ρss|I = τ(µ′ + ρ,w)}

[Her09, Prop 6.28]. For ρ ordinary this description holds for all regular weights and in general
2-generic is enough [HT13, Prop 4.11]. In the general case W ?(ρ) contains 20 Serre weights,
which can be classified into 8 obvious weights and 12 shadow weights, using the terminology of
[GHS18]. The 8 obvious weights correspond to taking µ′ = µ in the description of W ?(ρ), and the
12 remaining shadow weights correspond to the cases where µ′ 6= µ. The obvious weights match up
with the 8 ”obvious” crystalline lifts 3 of ρ with Hodge-Tate weights prescribed by µ+ ρ, obtained
by applying an element of W to ρ and then using the congruences of the fundamental characters.
When considering µ as a character of Sp4 one instead considers crystalline lifts of cyclotomic twists
of ρ. The shadow weights account for the fact that the notion of crystalline lifts only corresponds to
having one of the Jordan-Holder factors of V (µ) as a Serre weight. In fact, restricting to sufficiently
generic weights W ?(ρ) is also the smallest set containing all the obvious weights, and such that
if some Jordan-Holder factor of V (λ) for λ ∈ X1(T ) is in the set so is F (λ). This follows from
Proposition 1.6 or by [GHS18, Thm 10.2.11] in much more generality.

Definition 5.1. We say that ρ : GQp → GSp4(Fp) is Fontaine-Laffaille if it has a crystalline lift of
Hodge-Tate weights in the range [0, p − 2]. We can describe all such ρ in terms of their associated
Fontaine-Laffaille moduleMρ. We fix the Hodge-Tate weights of the lift to be {0, l−2, k−1, k+l−3}.

Then Mρ is a 4-dimensional symplectic Fp-vector space, equipped with a descending filtration M•

with jumps at the Hodge-Tate weights, and a symplectic isomorphism φ : grM• → M . Define its
conjugate filtration by Di =

∑
j≤i φ(gr

jM).

We can classify ρ according to the conjugacy class of w ∈ W appearing in τ(µ,w) = ρss|I :

{s0s1, s1s0}, {w0}, {s0, s1s0s1}, {s1, s0s1s0}, {1}. We describe the different ρ with τ = τ(µ,w) for
some µ = (k − 1, l − 2, k + l − 3) ∈ X1(T ). We ignore unramified characters throughout.

3The lift only has to agree with ρ restricted to inertia.
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(1) (Irreducible)

ρ = Ind
Qp

Qp4
ωa4

for a = a0 + a1p + a2p
2 + a3p

3 with 0 ≤ ai ≤ p − 1 and a0 + a2 = a1 + a3. There are two
options:

Irred(s0s1) : a = (k + l − 3, l − 2, 0, k − 1), Irred(s1s0) : a = (k + l − 3, k − 1, 0, l − 2),

with ρ|Ip = Diag(ωa4 , ω
ap
4 , ω

ap3

4 , ωap
2

4 ). Their respective τ = (ρ|Ip)
ss are

τ(µ, s0s1) and τ(µ, s1s0).

Here ρ is always semisimple. If µ ∈ C0 all of its Fontaine-Laffaille lifts are irreducible as a
GL4-valued representation, i.e. totally non-ordinary.

(2) (Endoscopic) ρ = ρ1 ⊕ ρ2 where the sum is with respect the endoscopic embedding GL2 ×
GL2/Gm = {A,B : det(A) = det(B)} ⊆ GSp4

GL2 ×GL2/Gm =




∗ 0 0 ∗
0 ∗ ∗ 0
0 ∗ ∗ 0
∗ 0 0 ∗


 ,

and ρi = Ind
Qp

Qp2
ωai+bip2 for 0 ≤ ai < bi ≤ p − 1 and a1 + b1 = a2 + b2 mod p− 1. There is

only one option: ((a1, b1), (a2, b2)) = ((l− 2, k − 1), (0, k + l− 3)) since swapping ρi around
corresponds to the action of s0 by conjugation. Thus

τ = τ(µ,w0).

Note that ρ is irreducible as a GSp4 valued representation but not as a GL4 valued repre-
sentation. For µ ∈ C0 all of its Fontaine-Laffaille lifts are totally non-ordinary.

(3) (Siegel parabolic)

ρ =

(
ρ1 ∗
0 ωcρ∨1

)
where ρ1 = Ind

Qp

Qp2
ωa+bp2 ,

0 ≤ a < b ≤ p− 1. There are 2 options.
(a) (Siegel non-ordinary, w = s1s0s1) Here τ = τ(µ, s1s0s1) and

ρ =

(
Indωk−1

2 ∗

0 Indω
l−2+(k+l−3)p
2

)

or the matrix swapping around Indωk−1
2 and Indω

l−2+(k+l−3)p
2 . For µ ∈ C0 all of its

Fontaine-Laffaille lifts are totally non-ordinary.
(b) (Siegel ordinary, w = s0) Here a = k − 1, b = k + l − 3, c = k + l − 3, τ = τ(µ, s0),

ρ =

(
Indω

k−1+(k+l−3)p
2 ∗

0 Indωl−2
2 .

)

For µ ∈ C0 all of its Fontaine-Laffaille lifts are Siegel ordinary, i.e. ordinary for the
Siegel parabolic.
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(4) (Klingen parabolic)

ρ = ωc



ωa+b ∗ ∗
0 ρ1 ∗
0 0 1


 where ρ1 = Ind

Qp

Qp2
ωa+bp2

where 0 ≤ a < b ≤ p− 1. There are 2 options.
(a) (Klingen ordinary, w = s1) Here c = 0, a = l − 2, b = k − 1, τ = τ(µ, s1),

ρ = ωc



ωk+l−3 ∗ ∗

0 Indω
(l−2)+(k−1)p
2 ∗

0 0 1




For µ ∈ C0 all of its Fontaine-Laffaille lifts are Klingen ordinary.
(b) (Klingen non-ordinary, w = s0s1s0) Here τ = τ(µ, s0s1s0), and

ρ =



ωk−1 ∗ ∗

0 Indωk+l−3
2 ∗

0 0 ωl−2




or the matrix swapping ωk−1 and ωl−2 around. For µ ∈ C0 all of its Fontaine-Laffaille
lifts are totally non-ordinary.

(5) (Borel parabolic) In this case we have τ = τ(µ, 1). In the Fontaine-Laffaille range we can
always arrange it so that

ρ =




ωk+l−3 ∗ ∗ ∗
0 ωk−1 ∗ ∗
0 0 ωl−1 ∗
0 0 0 1




and all of its Fontaine-Laffaille lifts are Borel ordinary.

Starting with ρ Fontaine-Laffaille we list the 4 possibilities for the other Serre weight in the C0

alcove. If τ = τ(µ,w), the other C0 weight corresponds to applying s0s1s0 to a cyclotomic twist of
τ and then using the congruences of the fundamental characters to get a µ′ ∈ C0. Case 4) will be
the relevant one in Theorem 5.6.

Proposition 5.1. For ρ Fontaine-Laffaille of weights {0, l−2, k−1, k+ l−3}, there exists at most
one (a, b) with a ≥ b ≥ 3, a+ b ≤ p + 1 and (a, b) 6= (k, l) such that a cyclotomic twist of ρ has a
crystalline lift of weights {0, a − 2, b − 1, a + b − 3}. We describe the 4 different options for (a, b)
and the condition for ρ to have such a crystalline lift. Let M =Mρ.

(1) (a, b) = (p − k + 1, l) if and only if φ(grk−1M)⊕ φ(grk+l−3M) = Mk−1. In particular ρ is
Borel ordinary (a one-dimensional family on inertia) or Siegel ordinary split.

(2) (a, b) = (p − k + 2, l + 1) if and only if φ(grk+l−3M) ⊂Mk−1 and dim(Dl−2 ∩M
k−1) = 1.

In particular ρ is Klingen ordinary (a one-dimensional family on inertia) or Irred(s0s1).
(3) (a, b) = (p−k+2, l−1) if and only if Mk−1 ⊂ Dk−1 and φ(grk−1M) ⊂Mk−1. In particular

ρ is Klingen non-ordinary (a one-dimensional family on inertia) or Irred(s1s0).
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(4) (a, b) = (p − k + 3, l) if and only if Dl−2 = Mk−1. In particular ρ is Endoscopic or Siegel
non-ordinary (a one-dimensional family on inertia).

For these weights to be Fontaine-Laffaille we might need extra genericity conditions on (k, l), which
we assume in each case.

Proof. We prove 4), which is the only case that will be relevant later, following the notation of
[HLM17, Appendix A]. Let ρ be Fontaine-Laffaille and Siegel non-ordinary; in the Endoscopic
case Dl−2 = Mk−1 is automatically satisfied, and one only needs to find an explicit lift. Let
{e0, el−2, ek−1, ek+l−3} be a symplectic basis of Mρ, with the numbering indicating that they gen-
erate the respective graded parts of the Hodge filtration. Then with respect to this basis φ has
the form (where we are using the contravariant functor from Fontaine-Laffaile modules to GQp-
representations, and we are ignoring unramified characters)




0 0 1 0
x 0 −y 1
1 0 0 0
y −1 0 0




for x, y ∈ Fp. Then x = 0 is equivalent to Mk−1 = Dl−2. We want to check that ρ ⊗ ω2−k is the
only cyclotomic twist that can potentially have a Fontaine-Laffaille lift with weights {0, a − 2, b −
1, a+ b− 3}, and that in that case x = 0. Consider the functors

D : Fp-FL
[0,p−2] F

−→ Fp-BrModp−2
0

G
−→ Fp-Mod

p−2

Fp[[T ]]

and

D̃ : RepFp
GQp

Res
−−→ RepFp

GQp,∞

H
−→ Fp-ModFp((T ))

defined in [HLM17, A.1] and [Bre99]. The functors G and H are equivalences. The two are

fit in a commutative diagram together with T : Fp-FL
[0,p−2] → RepFp

GQp and the fully faithful

localization Fp-Mod
p−2

Fp[[T ]]
→ Fp-ModFp((T ))

. Briefly, Fp-Mod
p−2

Fp[[T ]]
is the category of finite projective

modules over Fp[[T ]] with a semilinear ϕ whose cokernel is killed by T p−2, and Fp-BrModp−2
0 consists

of modules N over S = Fp[T ]/T
p together with a submodule Filp−2N ⊂ N and a semilinear

ϕ : Filp−2N → N whose image generates N (and a few other smaller conditions). By following the
definition of D we see that D(Mρ) has a basis {v0, vl−2, vk−1, vk+l−3} such that the matrix of ϕ has
the form 



0 0 T k−1 0
a1 0 −T k−1a2 T k+l−3

1 0 0 0
a2 T l−2 a4 0




where the T -adic valuation of a4 satisfies v(a4) ≥ k and v(a1) > 0 is equivalent to x = 0. By

compatibility of D and D̃ and tensor functoriality, D̃(ρ ⊗ ω2−k) has a basis such that φ has the
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form 


0 0 1 0
T p−k+1a1 0 −a2 T l−2

T p−k+2 0 0 0
a2T

p−k+2 T p+l−k T 2−ka4 0


 .

For k− l ≥ 2 and v(a1) = 0, D̃(ρ⊗ω2−k) comes from a Breuil module N with Filp−2N generated by
{T k−3v0, T

k−l−2vl−2, T
p−2vk−1, T

k−4v0 − λT
p−1−lvk+l−3} for some non-zero λ depending on a1(0).

The Breuil modules coming from Fontaine-Laffaille modules have the property that Filp−2N ⊂ N
is represented by a diagonal matrix in some basis. Since the submodule above is given by a non-
semisimple matrix we see that for ρ ⊗ ω2−k to have a Fontaine-Laffaille lift one needs v(a1) > 0,
and hence x = 0. By a similar computation one sees that ρ ⊗ ω2−k is the only cyclotomic twist
that can have a Fontaine-Laffaille lift of the required weights. Finally, in the case when v(a1) > 0

we can check that D̃(ρ⊗ ω2−k) comes from applying D to the Fontaine-Laffaille module with the
right weights and φ given by 



0 0 1 0
0 0 −a2(0) 1
1 0 0 0

a2(0) −1 0 0




as desired. �

5.2. The generic entailment of Serre weights. We first explain how to translate between co-
herent and étale cohomology. For V ∈ RepFp

G there is an associated GSp4(Fp)-local system on ShQp

with the same name, by composing the local system A[p] with V|G(Fp). Generically for p-restricted
weights we can compare the Hecke eigensystems appearing in coherent and étale cohomology, but
only when the coefficients for étale cohomology are Weyl modules. Recall that the Hecke algebra
away from the places dividing the level T/Zp acts both on coherent and étale cohomology, and we
say that a maximal ideal m ⊂ T appearing in either cohomology is non-Eisenstein if the associated
residual Galois representation is irreducible as a GL4 valued representation. We will also use the
notion of genericity in [HL23, Def 1.1], which is a mild condition on the local Galois representation
at an auxiliary prime l 6= p.

Proposition 5.2. Let λ = (a, b) ∈ X∗(T ) be a dominant weight. Let m ⊂ T be a non-Eisenstein
generic maximal ideal. Then

H3
ét(ShQp

, V (a, b)⊗ Fp)m = H3
ét,c(ShQp

, V (a, b) ⊗ Fp)m,

H0(Shtor
Fp
, ωcan(a+ 3, b+ 3))m = H0(Shtor

Fp
, ωsub(a+ 3, b+ 3))m,

and

H3
ét(ShQp , V (a, b)⊗ Fp)m 6= 0 =⇒ H0(Shtor

Fp
, ωcan(a+ 3, b+ 3))m 6= 0,

where for M a T-module Mm is the localization. Moreover, H∗
ét
(ShQp , V (a, b)⊗Fp)m is concentrated

in degree 3. Further, if λ = (a, b) ∈ X1(T ) satisfies b ≥ 2 or b = 1 and a ≤ p − 3 then the reverse
implication to the one above is also true.
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Proof. The first equality follows from a similar (but simpler) argument to the one in [NT16, Thm
4.2]. To adapt their method one needs to prove that the cohomology of the boundary of the Borel-
Serre compactification of ShK is Eisenstein. The boundary is stratified by locally symmetric spaces
associated to rational parabolics of G, whose Levi quotients in this case are just products of GL2/Q
with a rational torus. Since one can attach Galois representations to cohomological automorphic
representations for these Levi subgroups one can show that the Hecke eigenclasses appearing in the
boundary are always Eisenstein: they are either the sum of 4 characters (Borel), the sum of two 2-
dimensional representations (Siegel), or the sum of 2 characters and a 2-dimensional representation
(Klingen). The second equality is proved in [AH21, Thm 24.iii)].

For the implication about existence of nontrivial eigensystems, the vanishing theorem of [HL23]
and the first equality imply that H∗

ét(ShQp
, V (a, b)⊗ Fp)m is concentrated in degree 3. This means

that we can lift any non-trivial mod p eigensystem to H3
ét(ShQp

, V (a, b) ⊗ Zp)m. The latter is also

torsion-free, so that there exists an ideal m̃ ⊂ T corresponding to an integral Hecke eigensystem in
H∗

ét(ShQp
, V (a, b) ⊗ Zp)m. Then

H3
ét(ShQp

, V (a, b)Qp
)m̃ = ⊕w∈WMH l(w)(Shtor

Qp
, ω(w · (a, b) + (3, 3)))m̃ (5.1)

by Theorem 4.24, and the rational étale-crystalline comparison theorem. Moreover, since the Ga-
lois representation attached to m̃ is irreducible we have that the non-vanishing of the left-hand side
implies the non-vanishing of H0(Shtor

Qp
, ω(a + 3, b + 3))

m̃
. This follows from the fact in the étale

cohomology localized at such m̃ (concretely in the case where the underlying automorphic repre-
sentations is not CAP, which have reducible Galois representations [Wei05, Thm 2]) one only sees
contributions from automorphic representations whose components at infinity belong to the discrete
series [Wei09, §4.1]. Then [Wei05, Prop 1.5] (using that weakly endoscopic representations are not
non-Eisenstein) implies that the multiplicity of the (anti)holomorphic discrete series, correspond-
ing to coherent cohomology in degree 0 and 3 [Wei09, §1.1], equals the one of the nonholomorphic
discrete series. By finding an appropriate lattice of H0(Shtor

Qp
, ω(a+3, b+3))m̃ and reducing mod p

we get one implication. For the other direction, by Theorem 1.8(1) H1(Shtor
Fp
, ωsub(a+3, b+3)) = 0

under the restrictions on the weights, so by the second equality we can lift eigensystems in
H0(Shtor

Fp
, ωcan(a+ 3, b+ 3))m to characteristic 0. Using (5.1) and reducing mod p implies what we

want. �

We can now explain how Theorem 3.13 proves a generic entailment of Serre weights.

Theorem 5.3. Let λ0 = (a, b) ∈ C0 satisfying b ≥ 1, and m ⊂ T a non-Eisenstein generic
eigensystem appearing in H3

ét
(ShQp

, F (λ0)). Then m has either λ1 = (p− b− 3, p − a− 3) ∈ C1 or

λ2 = (p + b − 1, p − a − 3) ∈ C2 as Serre weights, i.e. H3
ét
(ShQp

, F (λi))m is non-zero for i = 1 or

i = 2.
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Proof. By Proposition 1.6 we have the exact sequence

0→ F (λ1)→ V (λ1)→ F (λ0)→ 0

in RepFp
GSp4(Fp). By Proposition 5.2 we can also find m in H3

ét(Sh, V (λ1)Fp
) and H0(Sh, ω(p −

b, p − a)). Assuming that b ≥ 1 the map θ1(p−b,p−a) is injective on global sections localized at m

by Theorem 3.13, so it transports the eigensystem to H0(Sh, ω(p + b + 2, p − a)). By applying
Proposition 5.2 again we can also see it on H3

ét(Sh, V (λ2)Fp
). By Proposition 1.6

0→ F (λ2)→ V (λ2)→ F (λ1)→ 0

is exact, so we conclude again by the concentration of étale cohomology in Proposition 5.2. �

Remark 5.1. We give a sketch proof of the implication of Theorem 5.3 to the irreducible com-
ponents of some Breuil-Mezard cycles alluded to in the introduction. We assume that the Breuil-
Mezard conjecture is true, and that the cycles are effective, i.e. the multiplicity of each irreducible
component is non-negative. We also assume the weight part of Serre’s conjecture in the sense that
W (ρ) = {σ : Zσ(ρ) 6= 0}, where Zσ(ρ) denotes the base change to the versal ring Rρ. Further,
we assume strong enough globalization results as we explain below. We want to prove that for
sufficiently generic λ0 ∈ C0 (and p ≥ 7), then ZV (λ2) contains the irreducible component CF (λ0).
We have that ZF (λ0) contains CF (λ0) by the weight part of Serre’s conjecture and the following
globalization result. By [EL23, Lem 4.4.5] we can choose some ρ ∈ CF (λ0) maximally non-split or-
dinary which only lies in that component, and such that it has an automorphic globalization r over
a totally real field F/Q where p is totally split. Moreover, its Hodge-Tate weights are parallel of
weight λ0+ρ. Therefore we can assume r comes from a Hilbert-Siegel modular form at hyperspecial
level of parallel weight λ0+(3, 3). In this setting all the theta operators and Hasse invariants behave
as several copies of the case GSp4/Qp, so one could prove the analogue of Theorem 3.13 for each
place of F almost verbatim. However, to prove the analogue of Theorem 5.3 one would need the
analogue of Proposition 5.2, where one needs to lift mod p coherent cohomology to characteristic
0, and this relies on variants of the vanishing results of [EV92], which require the dimension of the
Hilbert-Siegel modular variety to be less than p. The results of [EL23] don’t give a good enough
bound on the degree of F , therefore we assume that one can take F = Q (or of small degree with
respect to p) and r to be generic. Then from F (λ0) ∈ W (ρ) and the analogue of Theorem 5.3
(and the generalization of the weight part Serre’s conjecture in terms of Breuil-Mezard cycles by
considering the restriction to each place) we get that ZV (λ2)(ρ) 6= 0. The effectivity of the cycles,
and the fact that ρ only lies in one irreducible component implies the result.

In this strategy to produce an entailment there is a delicate relation to the story on the flag
variety G/B. Similar maps of baby Verma modules Ver0B− to the ones in Proposition 4.18 produce
maps of Weyl modules V (λ2) → V (λ1) → V (λ0) by looking at global sections on the flag variety.
However crucially this composition is 0 by Proposition 1.6, unlike the corresponding composition
of maps on F l (as maps of sheaves).

In fact, starting from f ∈ H0(Sh, ω(a + 3, b + 3))m as in Theorem 5.3, applying another theta

linkage map yields θα+β(a+3,b+3)(f) ∈ H
0(Sh, ω(p−b, p−a)), which would potentially give another way
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to construct the entailment, without first lifting to étale cohomology. However we don’t know if

θα+β(a+3,b+3)(f) is necessarily non-zero, although one might hope the map is injective after localizing

at a maximally nonsplit ordinary ρ ∈ CF (λ0), which would still imply the inclusion of Breuil-Mezard

cycles. On the other hand, for λ2 ∈ C2 we know that θα+βλ2
cannot be injective on H0(Sh,−) even

after localizing at a maximally non-split ρ ∈ CF (λ1), otherwise the same argument as in Theorem 5.3
together with Proposition 1.6 would imply that F (λ1) entails F (λ2) or F (λ3), where λi are the
linked weights in the respective alcoves. However, from weight elimination results, or knowledge
about the Breuil-Mezard cycles, one knows that this not the case. This suggests that in general
kernels of theta linkage maps should cut out some locus in the stack of Galois representations
corresponding to ρ having a particular Serre weight, i.e. a union of Breuil-Mezard cycles.

5.3. A companion form approach. We now explain a partial result towards producing a C0

Serre weight for a particular non-ordinary Fontaine-Laffaille ρ, in the spirit of [FJ95] and [Til12].
Although their approach concerns an ordinary ρ, we follow the same basic strategy of using the
BGG complex and Fontaine-Laffaille theory to geometrically extract information about ρ.

Let O/Zp be the ring of integers of a finite extension F/Qp, with uniformizer π and residue field
κ. Let f ∈ H0(ShtorO , ω(k, l)) be a non-Eisenstein generic eigenform where (k − 3, l − 3) ∈ C0, with
associated Galois representation rf : GQ → GSp4(O). Let m ⊂ TO be the maximal ideal associated
to (π, f). It is known that under the hypothesis on the maximal ideal r∨f⊗F is a subrepresentation of

H3
ét(ShQ, V (k−3, l−3)F )m [Wei05], and since rf is irreducible all lattices of r∨f ⊗F are homothetic

to each other. By Proposition 5.2 we know that H3
ét(ShQ, V (k − 3, l − 3)O)m is free as a O-

module, so we may assume it contains r∨f as a subrepresentation. The local Galois representation

ρ := rf,GQp
is a lattice of a crystalline representation of Hodge-Tate weights in [0, p− 2], and these

are equivalent to strongly divisible modules. By the integral étale-crystalline comparison theorem
[LS13, §5.2] the strongly divisible moduleMρ (here we are using the contravariant Fontaine-Laffaille
functor) associated to ρ is a submodule of H3

dR(Sh
tor
O , V (k − 3, l − 3))m. Its reduction mod p is a

Fontaine-Laffaille module Mρ, and it is a subobject of H3
dR(Sh

tor
κ , V (k − 3, l − 3))m by the torsion

freeness of the integral crystalline cohomology. The Fontaine-Laffaille module is a 4-dimensional
symplectic κ-vector space equipped with a descending Hodge filtration M•

ρ ⊂ Mρ with weights

{0, l − 2, k − 1, k + l − 3}, and an isomorphism φ : gr•Mρ
∼= Mρ. By Theorem 4.24 we have that

gr•Mρ is a submodule of ⊕H l(w)(Shtorκ , ωcan(w · (k − 3, l − 3) + (3, 3)))m, and φ is constructed by
dividing the crystalline Frobenius by appropriate powers of p. For a Fontaine-Laffaille module M•

its conjugate filtration is an ascending filtration defined by Di := ⊕j≤iφ(gr
jM).

Proposition 5.4. Let M = H3
dR(Sh

tor
κ , V (k − 3, l − 3))m with (k − 3, l − 3) ∈ C0, considered as

a Fontaine-Laffaille module. The conjugate filtration on BGGcan
Shtorκ

(k − 3, l − 3) obtained by taking

the truncation that preserves cohomology (with the same weights as the Hodge filtration) induces
an ascending filtration on M = H3(BGGcan

Shtorκ
(k − 3, l − 3))m. The associated spectral sequence

degenerates on its first page, and this filtration agrees with the conjugate filtration D• of M as a
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Fontaine-Laffaille module. In particular the Hodge/conjugate filtration on Mρ is a submodule of
the Hodge/conjugate filtration induced by the BGG complex.

Proof. The quasi-isomorphism of Theorem 4.22 respects the Hodge filtrations, and since the Hodge-
de Rham spectral sequence degenerates so does the conjugate one, since its graded pieces are iso-
morphic by the Cartier isomorphism. The comparison between the two filtrations on the Fontaine-
Laffaille module is a result of Mazur [Maz73, Thm 7.6] in the case of trivial coefficients, which can
be adapted to work with coefficients as in [LS12, Prop 4.8/12] and [LS13, §9.2]. The statement
about the Hodge/conjugate filtration of Mρ follows from the fact that if N ⊂ M is an embedding
of Fontaine-Laffaille modules, the Hodge and conjugate filtrations on N are the intersection of the
ones of M with N . For the Hodge filtration this is [FL82, Prop 1.10(b)], which implies that for
every i there are embeddings φ(griN) →֒ φ(griM) ∩ N . The sum of these embeddings over all i
is an equality since φ is an isomorphism, so for every integer m their sum for i ≤ m must be an
equality. �

We prove a commutation relation between several theta linkage maps, some of them appearing
in the BGG complex.

Lemma 5.5. Let (k, l) ∈ X∗(T ) satisfying k ≥ l ≥ 3, k + l < p + 3 and k < p − 1. The two top

rows of the following diagram describe a part of BGGcan
F ltor(k − 3, l − 3) up to a scalar in F

×
p , and

the lower square commutes up to F
×
p

L(2− k, 4 − l)

L(3− l, 3− k) L(l − 1, 3− k) L(k, 4− l)

L(2p− l + 3, 3 − k) L(2p− k + 2, 4− l).

θ1
(2−k,4−l)

θ1
(3−l,3−k)

θ4
(3−l,3−k)

θ1
(l−1,3−k)

d1

θ1
(k,4−l)

−θ4
(2p−l+3,3−k)

Proof. All the maps in the diagram come from maps of B-Verma modules by Corollary 4.19, so
we prove everything at the level of maps of Verma modules. The maps in the BGG complex
shown are easy to determine up to a scalar since the weight increase of those maps are multiples
of simple roots. We argue that none of them is identically zero. For this we can work on the
flag variety, since the BGG complex also computes de Rham cohomology of the flag variety. If
VerB(k − 3, 1− l)→ VerB(k− 3, l− 3) were zero, then on G/P the kernel of the trivial connection
on V(k−3, l−3) would be equal toW(3− l, 3−k). However, their respective ranks after Frobenius
pushforward are 1

6(k − l + 1)(l − 2)(k − 1)(k + l − 3), which is not divisible by p, and p3(k− l+1).
A similar dimension count shows that VerB(l − 4,−k) → VerB(k − 3, 1 − l) is non-zero, hence the
remaining two maps must be non-zero too. For the lower square, by anticommutativity of the piece
of the BGG complex we have θ1(k,4−l) ◦ d1 ◦ θ

1
(3−l,3−k) =

−1
Hp

1
θp1 ◦ θ

4
(2p−l+3,3−k) = −θ

4
(2p−l+3,3−k) ◦

1
Hp

1
θp1
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up to F
×
p , the last equality since Xp

−β is in the center of Ug. Therefore the square commutes after

precomposing with θ1(3−l,3−k). Since the map VerB(k− 3, 1− l)→ VerB(k− 3, l− 3) corresponding

to θ1(3−l,3−k) is injective, we see that the lower square also commutes. �

Remark 5.2. The commutativity of the lower square would follow immediately if one knew that
the Hom space of B-Verma modules is at most 1-dimensional.

We now give a recipe that starting with λ ∈ C0, potentially produces the other C0 Serre weight
in the case 4) of Proposition 5.1. Explicitly: starting with (k−3, l−3) ∈ C0 the following sequence
of maps

L(k, l)
θ1
(k,l)
−−−→ L(2p− k + 2, l)

θ4←− L(p− k + 3, l)

ends up in such a weight. In the sense that if for some eigenform f ∈ L(k, l) we have that θ1(k,l)(f)

is in the image of θ4, then one gets an eigenform of the correct weight. For the ρ that conjecturally
have this Serre weight according to Proposition 5.1 we prove a partial result suggesting that one
should be able to ”divide” by θ4 when applying the recipe above twisted by s1

L(k, 4 − l)
θ1
(k,4−l)
−−−−→ L(2p− k + 2, 4 − l)

θ4←− L(p− k + 3, 4− l)

to H1(Sh
tor
,−), where the condition on ρ can be naturally described by comparing the Hodge and

conjugate filtration of the BGG complex. Recall Definition 5.1 for the notation.

Theorem 5.6. Let (k, l) ∈ X∗(T ) satisfying k ≥ l ≥ 3, k + l ≤ p + 1, and f ∈ H0(ShO, ω(k, l))
a non-Eisenstein generic eigenform such that the associated Fontaine-Laffaille module Mρ satisfies

Mk−1
ρ = Dρ,l−2. There exists an eigenform g ∈ H1(ShtorO , ωcan(k, 4 − l)) with the same mod p

eigensystem as f . Assume the following conditions.

(1) θ1(k,4−l)(g) 6= 0.

(2) H1(Sh
tor
, ωcan(p− k + 2,−p(p+ l − k − 4)− k + 2))mf

= 0.

(3) H1(Shtor, ωcan(p− k+3, 4− l))mf
is torsion free and H2(Sh

tor
, ωcan(p− k+3, 4− l))mf

= 0.
This holds automatically if k − l ≥ 3 and l ≥ 5 by Theorem 1.8(2,3) and Proposition 5.2.

Then there exists another eigenform h ∈ H1(ShtorO , ωcan(p− k+3, 4− l)) such that θ1(k,l)(g) = θ4(h)

and rh = rf up to cyclotomic twist. In particular F (p − k, l − 3) ∈W (ρf ).

Proof. By the setup at the beginning of this subsection we can find such a g ∈ H1(ShtorO , ωcan(k, 4−
l)), in fact under our assumptions we can take its mod p reduction g to be a generator of one of
the graded pieces of Mρ. We can describe the condition on Mρ in terms of the BGG complex.

By Proposition 5.4 the composition Mk−1 → M → M/Dl−2 is induced by the following map of
complexes

[0→ 0→ ω(k, 4 − l)
d2−→ ω(k, l)]→ [0→ 0→ ω(k, 4 − l)/Imd1 → ω(k, l)].
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A computation with Cech cohomology (after taking the Frobenius pushforward) shows thatMk−1
ρ =

Dρ,l−2 implies that g lies in

Ker(H1(Sh
tor
, ωcan(k, 4−l))→ H1(Sh

tor
, cokerd1)) = Im(H1(Sh

tor
, Im(d1))→ H1(Sh

tor
, ω(k, 4−l)),

where d1 : ω(l − 1, 3 − k) → ω(k, 4 − l) is a differential of BGGcan
Sh (k − 3, l − 3). Let d̃1 : L(l −

1, 3 − k) → L(k, 4 − l) be the differential of BGGcan
F l (k − 3, l − 3) satisfying π∗d̃1 = d1, which

exists by Theorem 4.22. By Lemma 1.2 H1(F ltor,L(k, 4 − l)) = H1(Sh
tor
, ω(k, 4 − l)). Similarly,

applying Lemma 1.2(3) to the exact sequence 0 → Imd̃1 → L(k, 4 − l) → cokerd̃1 → 0, together

with R2π∗Imd̃1 = 0 (even though Imd̃1 is not coherent, its Frobenius pushforward is) we obtain

H1(F ltor, cokerd̃1) = H1(Sh
tor
, π∗cokerd̃1). There is a natural map cokerd1 → π∗cokerd̃1, therefore

Ker(H1(Sh
tor
, ω(k, 4−l))→ H1(Sh

tor
, cokerd1)) ⊆ Ker(H1(F ltor,L(k, 4−l))→ H1(F ltor, cokerd̃1)),

so we can find s ∈ H1(F ltor, Imd̃1) mapping to g Hecke equivariantly.

We claim that θ1(k,4−l)(s) lies in the image of θ4 : H
1(F ltor,L(p−k+3, 4− l))→ H1(F ltor,L(2p−

k + 2, 4− l)). First we prove that it lies in the image of H1(F ltor, Im(θ4))→ H1(F ltor,L(2p− k +

2, 4 − l)). For that it is enough to prove the existence of a map r : Imd̃1 → Imθ4 fitting in the
commutative diagram

Imd̃1 Imθ4

L(l − 1, 3 − k) L(k, 4 − l) L(2p − k + 2, 4 − l).

r

d̃1
θ1
(k,4−l)

This is equivalent to checking that the composition t : L(l − 1, 3 − k)
d̃1−→ L(k, 4 − l)

θ1
(k,4−l)
−−−−→

L(2p− k + 2, 4− l)→ cokerθ4 vanishes on F ltor. We do this in several stages.

(1). First we prove the vanishing of t restricted to U tor
2 . By Lemma 5.5 we have θ1(k,4−l) ◦ d̃1 =

θ4(2p−l+3,3−k) ◦ θ
1
(l−1,3−k). Since θ

4
(2p−l+3,3−k) = θk−l+1

4 /Hk−l+1
2 factors through θ4 : L(p− k + 3, 4−

l)→ L(2p− k + 2, 4 − l) over U tor
2 , t vanishes.

Lemma 5.7. Let F : F ltor
Fp
→ F ltor

Fp
be the absolute Frobenius, and JDtor

2
the ideal sheaf of the

divisor Dtor
2 . Consider θ4 : L(k, l)→ L(k+ p− 1, l). Then F∗cokerθ4 restricted to U tor

1 is coherent,
and it is JDtor

2
-torsion free.

Proof. Write k − l = pa + b for 0 ≤ b ≤ p − 1. The sheaf F∗cokerθ4 is coherent since θ4 is a
degree 1 differential operator, which are Frobenius linear. We work locally on some chart A1

W

over W ⊂ U tor
1 sufficiently small, so that (cokerθ4)| A

1
W = L(k + p − 1, l)(A1

W )/Im(θ4(A
1
W )). Let

f ∈ L(k + p − 1, l)can be a local section which is H̃2-torsion on F∗cokerθ4, so that there exists

g ∈ L(k, l)can such that H̃p
2f = θ4(g). We want to prove f is 0 in F∗coker θ4. By étale descent

we can check it after pulling back via Igtor → Sh
ord,tor

, where H̃2 = T − T p. Assume first b ≥ 1.
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Using Lemma 2.5 we see that H̃2 | −b
dH̃2
dT g = −bg, so that g ∈ (H̃2). By cancelling the H̃2 and

repeating the process of checking divisibility by H̃2 we can write g = H̃b
2h for some local section

h ∈ L(k, l)can satisfying H̃p−b−1
2 f = dh

dT . Without loss of generality we can assume that H̃2 | h: we

can modify g by an element in the kernel of θ4 of the form H̃b
2h1(T

p) to arrange that h vanishes on

all the roots of H̃2 = T − T p. Repeating the argument of before shows that g = H̃p
2s for some s.

This implies that f = θ4(s) as desired. The argument for b = 0 is almost identical. �

(2). By Lemma 5.7 above the vanishing of F∗t on U
tor
1 can be checked on U tor

2 ∩ U tor
1 , where we

know that it vanishes by point (1). Since the absolute Frobenius is an isomorphism of topological
spaces t vanishes as a map of abelian sheaves over U tor

1 ∪ U tor
2 .

Lemma 5.8. Let (k, l) ∈ X∗(T ), consider θ4 : L(k, l)→ L(k+p−1, l). Let F : F ltor → F ltor,(p) be

the relative Frobenius with respect to Sh
tor

. Then F∗Imθ4 is a coherent sheaf that satisfies Serre’s
S2 property.

Proof. Write k − l = ap+ b for 0 ≤ b ≤ p− 1. We use the presentation given by Proposition 3.3

0 (ω(p)/L(p))a−b ⊗ detl+bω F∗L(k, l) F∗Imθ4 0

F∗((ω/L)
(a−b)p ⊗ detl+bω) ,

j

θ4

F∗Hb
2

where the top row is exact. Let F = F∗Imθ4 and W = Spec(R) ⊂ Sh
tor

be an affine open, we use
the notation of Notation 1. Let p a prime ideal of R[T ] (or R[T−1]) of height at least 3, then by
[Sta18, Tag 00LX] and the presentation of F

depth(Fp) ≥ depth((ω(p)/L(p))a−b ⊗ detl+bωp)− 1 ≥ 2,

so Fp satisfies S2. Therefore we only need to check S2 for ideals of height at most 2. First we prove
that F is a vector bundle (hence S2) on U

tor
1 ∪U

tor
2 . We use that the property of being a vector bundle

descends along faithfully flat maps [Sta18, Tag 03C4]. On A1
W we have F∗L(λ) = ⊕

p−1
i=0R[T

p]T i as
a free R[T ]-module via R[T ] → R[T p]. After picking the usual basis for L(λ) the map j is given
by sending T i to T pi · 1, so that the image of j is free of rank 1. This immediately shows that F
is a vector bundle of rank p − 1 on U tor

2 . For U tor
1 it is sufficient to prove it after pullback via the

faithfully flat map Igtor → Sh
ord,tor

, where H̃2 = T − T p. Then F∗H̃
b
2 ◦ Imj is generated by the

vector (T − T p)b in ⊕p−1
i=0R[T

p]T i, whose coordinate at T b is 1. Thus its quotient is free of rank
p− 1. The same holds over the other chart R[T−1], so we have proved that F is vector bundle over

U tor
1 ∪ U tor

2 . Let S := Dtor
1 ∩ D

tor
2 ∩ π−1(Sh

=1
). Its complement in Dtor

1 ∩ D
tor
2 has dimension 1,

since the intersection of Dtor
1 ∩D

tor
2 with both the boundary and π−1(Sh

gss
∪ Sh

sss
) have dimension

1: the fibers of Dtor
2 → Sh

tor
are only 1-dimensional on the locus where V = 0, i.e. on Sh

sss,tor
of

dimension 0.

https://stacks.math.columbia.edu/tag/00LX
https://stacks.math.columbia.edu/tag/03C4
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It is then enough to prove that F is a vector bundle on all height 2 primes of OF l,q for all geometric

points q ∈ S. The map OF l,q → ÔF l,q is faithfully flat and preserves the height of primes, so we can

check the statement on formal completions. Let q̃ ∈ Sh be the image of q. By the description of V on
κ(q̃) of (1.2) the point q has coordinate T = 0 or T−1 = 0. For T = 0 by repeating the process after

(1.2) we can assume that ÔF l,q = Fp[[T11, T12, T22, T ]] with H̃1 = T22 and H̃2 = T12 + T22T − T
p.

The line F∗H̃
b
2 ◦ Imj is then given by a vector whose coordinate for 1 is (T12 − T )

b. Thus F
ÔFl,q

is

a vector bundle outside the locus cut out by the ideal (H̃1, H̃2, T12 − T ) = (T22, T12 − T, T12 − T
p)

of height 3. In particular it is a vector bundle on height 2 prime ideals. For T−1 = 0 now

ÔF l,q = Fp[[T11, T12, T22, T
−1]] and H̃2 = −T−1 + T22T

−p + T12T
−p−1. The coefficient of T−b in

the line F∗H̃
b
2 ◦ Imj is (T12T

−1 − 1)b + bT22T
−1(T12T

−1 − 1)b−1 + . . . which is invertible, so F is a
vector bundle.

�

(3). To further prove that t vanishes on F ltor it is enough to extend the composition L(l −

1, 3 − k) → Imd̃1
r
−→ Imθ4 on U tor

1 ∪ U tor
2 to F ltor, since any such extension would have to fit in

the commutative diagram, being a condition that can be checked on an open dense subset. Let
F : F ltor → F ltor,(p) be the relative Frobenius with respect to Sh. By Lemma 1.4 and Lemma 5.8

F∗(L(l − 1, 3 − k) → Imd̃1
r
−→ Imθ4) over U tor

1 ∪ U tor
2 extends to F ltor,(p), being defined outside a

subspace of codimension 2. Since the base change map F l(p) → F l is an isomorphism of topological
spaces we obtain the desired extension of L(l − 1, 3 − k)→ Imθ4 to F ltor.

Recall that we want to prove that θ1(k,4−l)(s) lies in the image of θ4 : H
1(F ltor,L(p−k+3, 4−l)) →

H1(F ltor,L(2p − k + 2, 4 − l)). By the previous discussion, and the exact sequence

H1(F ltor,L(p− k + 3, 4 − l))→ H1(F ltor, Im(θ4))→ H2(F ltor, ker θ4)

it is enough to prove the vanishing of H2(F ltor,Kerθ4)m. To do that there is no harm in taking

Frobenius pushforward with respect the relative Frobenius F : F ltor → F ltor,(p). By Proposition 3.3

F∗Kerθ4 = (ω(p)/L(p))−(p+l−k−1) ⊗ detp−k+3ω,

which by Lemma 1.2 has no π
(p)
∗ , and R1π

(p)
∗ F∗Kerθ4 = Symp+l−k−3ω(p)⊗det−p(p+l−k−3)+p−k+2ω, so

that H2(F ltor,Kerθ4) = H1(Sh
tor
,Symp+l−k−3ω(p)⊗det−p(p+l−k−3)+p−k+2ω). By the description of

the Jordan Holder factors of algebraic representations of GL2 [Der81] we have the following relation
as vector bundles

ω(p− k + 2,−p(p + l − k − 4)− k + 2)

Symp+l−k−3ω(p) ⊗ det−p(p+l−k−3)+p−k+2ω
= Symp+l−k−4ω(p)⊗Symp−2ω⊗det−p(p+l−k−3)+p−k+3ω.

The term in the middle has vanishing H0 by Theorem 1.8(2), and vanishing canonical H1
m by

assumption. Therefore

H2(F ltor,Kerθ4)m = H0(Sh
tor
,Symp+l−k−4ω(p) ⊗ Symp−2ω ⊗ det−p(p+l−k−3)+p−k+3ω)m.
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The latter embeds into H0(Sh
tor
, ω(p− k+ 1,−p(p+ l− k− 3) + p− k+ 3))m, which also vanishes

by Theorem 1.8(2).

We then take h to be any element in H1(F ltorκ ,Lcan(p − k + 3, 4 − l))m such that θ4(h) =
θ1(k,4−l)(s) = θ1(k,4−k)(g), and h ∈ H1(F ltorO ,Lcan(p − k + 3, 4 − l))m a Hecke eigenform lifting the

eigensystem of h, where we use assumption 3) to ensure its existence. By the Hecke equivariance
of all the operators h satisfies rf = rh up to a cyclotomic twist as long as θ1(k,4−l)(g) 6= 0, which we

assume. �

Remark 5.3. One might hope that θ1(k,l)(f) 6= 0, which we know to be true, implies θ1(k,4−l)(g) 6= 0.

However, we currently don’t have a good way of studying how the theta operators interact with the
Fontaine-Laffaille module given by crystalline cohomology. Similarly, one might ask if it is always
the case that θ1(k,l)(f) is in the image of θ4.

To end this subsection we give 3 other possible recipes for the rest of the C0 obvious weights.

(1) On H0 the path L(k, l)
θ1
(k,l)
−−−→ L(2p− k+2, l)

H1−−→ L(3p− k+1, p+ l− 1)
θ2←− L(p− k+1, l)

ends at the obvious weight 1) of Proposition 5.1.

(2) On H0 the path L(k, l)
θ1
(k,l)
−−−→ L(2p − k + 2, l)

H2←−− L(p − k + 2, l + 1) ends at the obvious
weight 2) of Proposition 5.1.

(3) On H1 the path L(k, 4 − l)
θ1
(k,4−l)
−−−−→ L(2p − k + 2, 4 − l)

H2←−− L(p− k + 2, 5 − l) ends at the
obvious weight 3) of Proposition 5.1.

We make the easy observation that in Herzig’s recipe, for any λ, µ ∈W ?(ρ), then λ− µ is in the
lattice spanned by the weights of the Hasse invariants and the theta operators, so that in principle
one can give similar recipes that end up at each of the possible 8 obvious weights. The shadow
weights should then be understood through their relation to the theta linkage maps. However, we
currently don’t have a good understanding of how to translate the reducibility of Weyl modules
occuring in étale cohomology to coherent cohomology, so outside the weights in the lowest alcove,
reaching a weight in coherent cohomology is not enough to obtain the Serre weight with the same
label. We will address this point in future work, by considering de Rham cohomology with arbitrary
coefficients.
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