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Abstract

Ramanujan sums have attracted significant attention in both mathematical and
engineering disciplines due to their diverse applications. In this paper, we introduce an
algebraic generalization of Ramanujan sums, derived through polynomial remainder-
ing. This generalization is motivated by its applications in Restricted Partition Theory
and Coding Theory. Our investigation focuses on the properties of these sums and ex-
presses them as finite trigonometric sums subject to a coprime condition. Interestingly,
these finite trigonometric sums with a coprime condition, which arise naturally in our
context, were recently introduced as an analogue of Ramanujan sums by Berndt, Kim,
and Zahaescu. Furthermore, we provide an explicit formula for the size of Levisthesin
codes with an additional parity condition (also known as Shifted Varshamov-Tenengolts
deletion correction codes), which have found many interesting applications in studying
the Little-Offord problem, DNA-based data storage and distributed synchronization.
Specifically, we present an explicit formula for a particularly important open case
SVTt,b(s± δ, 2s+ 1) for s or s+ 1 are divisible by 4 and for small values of δ.

Keywords: Ramanujan Sums · Finite Trigonometric Sums · Restricted q-Products ·
Levisthesin Codes · Shifted Varshamov-Tenengolts Codes
MSC(2010): 1L03 · 11H71 · 11P81

1 Introduction

Using the notation in [7], we denote a polynomial

Rk(q) =
k−1∑
t=0

ck(t)q
t,

∗nudaykiran@sssihl.edu.in
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where ck(t) is the Ramanujan (trigonometric) sum for t an integer. In this paper, our
motivation for a generalization of the Ramanujan sum is the elegant congruence relation [8]:

Rk(q) ≡ (q)k−1 mod 1− qk, (1)

where (q)k = (1− q) · · · (1− qk) denotes the restricted q-product for a positive integer k. As
Rk(q) is a polynomial of degree (k− 1), it is indeed the remainder when (q)k−1 is divided by
1− qk. The equation (1) also provides a combinatorial interpretation:

ck(t) =

 number of even-sized
subsets of Ak whose

elements sum to t mod k

−

 number of odd-sized
subsets of Ak whose

elements sum to t mod k

 , (2)

where Ak = {1, 2, . . . , k−1}, and by convention, we consider the empty set to be even-sized.
Surprisingly, although several generalizations of the Ramanujan sum have been consid-

ered in the literature, none of them are based on the above combinatorial interpretation.
In this paper, we present a combinatorial-based generalization of the Ramanujan sum using
polynomial remaindering. Our approach centers on the base set As for various values of s
within the range 1 ≤ s ≤ k. We denote this generalization as σ

(b)
k (t; s), introducing two ad-

ditional parameters: s and b. A notable feature of our generalization is its linear recurrence
property with respect to both t and s.

The generalization σ
(b)
k (t; s) essentially consists of two types of finite trigonometric sums:

one is a direct sum, while the other is subject to a coprime condition (similar to the one
given in [4] and the references therein). For 1 ≤ s ≤ k,

σ
(0)
k (t; s) =

1

k

k−1∑
j=0

α−jt(αj)s−1 and σ
(1)
k (t; s) =

1

k

k−1∑
j=0

(j,k)=1

α−jt(αj)s−1,

where α = e2πi/k. Thus, σ
(1)
k has an additional coprime condition compared to σ

(0)
k . Addi-

tionally, from the observation that (αj)k−1 = k if gcd(j, k) = 1 and 0 otherwise, we have

σ
(b)
k (t; k) = ck(t).

Recently, in [8], we observed that the values σ
(1)
k (t; s) serve as coefficients within the frame-

work of Sylvester Wave Theory as applied to restricted partitions. In this work, we explore
this generalization further and present a relevant formula in coding theory.

It is well-known that Ramanujan sums play a crucial role in determining the size of a
specific class of deletion codes known as Levisthesin codes [1]. These codes are quite versatile,
capable of correcting various types of errors, including deletions, insertions, bit reversals, and
transpositions of adjacent bits (see [1] and the references therein). Despite their usefulness
in numerous applications such as the Little-Offord problem, DNA-based data storage and
distributed synchronization, many problems related to these codes remain open.

For positive integers k, s with 1 ≤ s ≤ k, Levisthesin codes Lt(s, k) is a set of binary
codes (bs−1, · · · , b1) that correct single-bit deletions, defined by

s−1∑
j=1

jbj ≡ t mod k
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Clearly, this congruence relation is associated with the distinct partitions over the set As

given above. Levenshtein introduced the concept of edit distance, showing that Lt(s, 2s+1)
can correct single deletion, insertion, transposition, and substitution errors. Bibak et al. [2]
provided an explicit formula for |Lt(s, 2s + 1)|, the cardinality of Lt(s, 2s + 1), in terms of
the Ramanujan sums.

Levisthesin codes with the parity condition (also known as Shifted Varshamov-Tenengolts
codes) SVTt,b(s; k) are a subset of Lt(s, k) that include an additional parity condition, i.e.,

s−1∑
j=1

jbj ≡ t mod k and
s−1∑
j=1

bj ≡ b mod 2.

From this definition, we have |Lt(s, 2s+1)| = |SVTt,0(s, k)|+|SVTt,1(s, k)|. The reason these
codes are called “shifted” is that they can correct a single deletion when the location of the
deleted bit is known to be within certain consecutive positions. Bibak et al. [1] provided a
formula using trigonometric functions. In this work, we present an explicit formula for the
significant case SVTt,b(s ± δ, 2s + 1) for small values of δ such as 0, 1, 2, 3, with s ≡ 0 or 3
mod 4. The results for this case are known in the literature, and determining the scenario
when δ > 0 is particularly challenging. The elegance of our approach lies in deriving explicit
formulas for these difficult cases using only linear recurrence and the Gauss sum, which is a
novel contribution to this literature.

The remainder of the paper is organized into two sections. In Section 2, we discuss the
definition, general properties and a combinatorial interpretation of our generalization, along
with the associated trigonometric sums. In Section 3, we derive the size of SVTt,b(s, 2s+ 1)
for cases where 4 | s or 4 | (s+ 1).

2 Our Generalization and its Properties

Let (q)k = (1 − q) · · · (1 − qk) and (q)0 = 1 be the restricted q-products. Our parametric
generalization of the Ramanujan sum is based on polynomial remaindering.

Definition 2.0.1. [Generalization of the Ramanujan Sum] Let b and t be two non-negative
integers, s and k be a positive integers such that 1 ≤ s ≤ k. The generalized Ramanujan
sum σ

(b)
k (t; s) is given as the coefficients of the polynomial

R
(b)
k,s(q) =

k−1∑
t=0

σ
(b)
k (t; s)qt =

1

kb
(q)bk−1(q)s−1 (mod 1− qk).

As R
(b)
k,s(q) is a polynomial of degree (k−1), it is in fact the remainder when divided by 1−qk.

As discussed in the Introduction, the parameter s extends the combinatorial meaning of
the Ramanujan sum. In fact, s = k corresponds to the Ramanujan sum case, i.e., σ

(b)
k (t; k) =

ck(t). Furthermore, the parameter b is crucial for generating two distinct types of finite
trigonometric sums, particularly for small values of s.
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Similar to the Ramanujan sum, the sequence of values σ
(b)
k (t; s) with respect to t is a

periodic sequence with period k. Specifically, for t ≥ 1, we have

σ
(b)
k (t; s) = σ

(b)
k (t%k; s),

where % denotes the remainder operator. A key feature of these sums is that they satisfy a
generalized Pascal-like linear recurrence relation.

Theorem 2.0.1 (Linear Recurrence). For k ≥ 1 and 1 ≤ k < s we have

σ
(b)
k (t; s+ 1) = σ

(b)
k (t; s)− σ

(b)
k (t− s; s).

Proof. Follows from observing that (q)s = (q)s−1 − qs(q)s−1.

Using the above recurrence relation one can perform efficient computations of the values
with the initial data (Proposition 2.0.4):

σ
(0)
k (t; 1) =

{
1 for t = 0
0 elsewhere.

For b ≥ 1,

σ
(b)
k (t; 1) =

1

k
ck(t).

The time required to compute all the values σ
(b)
k (t; s) will be linear with respect to the total

number of values. Using the linear recurrence, we can easily obtain values of σ
(b)
k (t; s) for

specific cases. For instance, we have the following result.

Proposition 2.0.2. For p prime we have

σ(b)
p (t; p− 1) = t− p+ 1

2
for 1 ≤ t ≤ p.

Proof. By linear recurrence and

σ(b)
p (p; p) = cp(p) = p− 1 and σ(b)

p (t; p) = cp(t) = −1 for 1 ≤ t ≤ p− 1.

Ramanujan sum has the following beautiful arithmetical structure:

ck(t) =
∑
d|(k,t)

µ

(
k

d

)
d.

Using the above linear recurrence one can understand the arithmetical structure of σ
(1)
k (t; s).

Indeed, we have

σ
(1)
k (t; 2) =

1

k
(ck(t)− ck(t− 1))

and

σ
(1)
k (t; 3) =

1

k
(ck(t)− ck(t− 1)− ck(t− 2) + ck(t− 3)) .

4



s
t

0 1 2 3 4 5

1 1 0 0 0 0 0
2 1 −1 0 0 0 0
3 1 −1 −1 1 0 0
4 0 −1 −1 0 1 1
5 1 −1 −2 −1 1 2
6 2 1 −1 −2 −1 1

s
t

0 1 2 3 4 5

1 1
3

1
6

−1
6

−1
3

−1
6

1
6

2 1
6

−1
6

−1
3

−1
6

1
6

1
3

3 0 −1
2

−1
2

0 1
2

1
2

4 0 −1 −1 0 1 1
5 1 −1 −2 −1 1 2
6 2 1 −1 −2 −1 1

Table 1: The table on the left displays σ
(0)
6 (t; s), while the table on the right displays σ

(b)
6 (t; s)

for b ≥ 1.

For k > 2, we can consolidate the above equations for s ∈ {1, 2, 3} and s ≤ t ≤ k + s− 1 as
follows:

σ
(1)
k (t; s) =

1

k

s−1∑
δ=0

∑
d|(k,t−δ)

(−1)wt(δ)µ

(
k

d

)
d,

where wt(δ) denotes the number of 1s in the binary representation of δ. This expression

shows that the value of σ
(1)
k (t; s) depends on the greatest common divisor of k and the

translates of t.
Table 1 provides values for the case k = 6. From the table, it can be observed that the

values σ
(b)
k (t; s) are either integers or rational numbers of the form a

k
, where a is an integer

and k is the given base. Moreover, after a certain s, the rows in both tables are equal. The
last row corresponds to the Ramanujan sum. These observations can be made more precise
for the general case using the following lemma.

Lemma 2.0.3. For b ≥ 1, we have

σ
(b)
k (t; s) =

1

k

∑
ξ∈∆k

(ξ)s−1ξ
−t, (3)

where ∆k = {αh : α = e2πi/k, (h, k) = 1 and 1 ≤ h ≤ k} is the collection all primitive kth

roots of unity.

Proof. Since
{
σ
(b)
k (t; s)

}∞

t=0
is a periodic sequence, the generating function

F (q) =
∑
t≥0

σ
(b)
k (t; s)qt = R

(b)
k,s(q)

(
∞∑
t=0

qkt

)
,

has a finite Fourier series expansion given by

F (q) =
∑
t≥0

σ
(b)
k (t; s)qt =

∑
t≥0

(
k−1∑
j=0

a(j)ξjt

)
qt, (4)
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where a(j) = 1
k
R

(b)
k,s(ξ

−j) and ξ = e2πi/k. Comparing the coefficients of any fixed qt gives us

the finite Fourier series for σ
(b)
k (t; s), namely

σ
(b)
k (t; s) =

1

k

k−1∑
j=0

R
(b)
k,s(ξ

−j)ξjt.

As ξ−j, for 0 ≤ j < k, is a kth root of unity, using

(ξ−j)k−1 = (1− ξ−j)(1− ξ−2j) · · · (1− ξ−j(k−1)) =

{
k for (j, k) = 1
0 otherwise ,

we obtain

a(j) =
1

k
R

(b)
k,s(ξ

j) =

{
1
k
(ξ−j)s−1 for (j, k) = 1

0 otherwise .

Since ∆k is defined only for (j, k) = 1 and by (4) we have the result.

Remark 2.0.1. Our generalization clearly extends the Ramanujan sum in a direct and
insightful manner. For s = k and b ≥ 0, we have

ck(t) = σ
(b)
k (t; k) =

1

k

∑
ξ∈∆k

(ξ)k−1ξ
−t =

∑
ξ∈∆k

ξ−t,

which precisely matches the definition originally provided by Ramanujan [6].

We can compute the initial values with the above formula.

Corollary 2.0.4. For k, b ≥ 1 and 0 ≤ t < k we have

σ
(b)
k (t; 1) =

1

k
σ
(b)
k (t; k) =

1

k
ck(t).

Proof. Using (ξ)k−1 = k for ξ ∈ ∆k,

σ
(b)
k (t; k) =

1

k

∑
ξ∈∆k

(ξ)k−1ξ
−t = ck(t) = k

(
1

k

∑
ξ∈∆k

ξ−t

)
= kσ

(b)
k (t; 1).

Notice that the right hand side of (3) is independent of b. Therefore, it suffices to consider

the values of σ
(b)
k (t; s) only for the two cases b = 0, 1.

Corollary 2.0.5. For b ≥ 1, σ
(b+1)
k (t; s) = σ

(b)
k (t; s).

Following similar steps of the proof of Lemma 2.0.3 and by the finite Fourier series,
σ
(0)
k (t; s) is given by

σ
(0)
k (t; s) =

1

k

k−1∑
j=0

(αj)s−1α
−jt, (5)

where α = e2πi/k. Notice that there is not coprime condition. Nevertheless, it is easy to
show that the sum σ

(0)
k (t; s) could have a coprime condition for larger values of s.
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Lemma 2.0.6. Let s ≥ k/p, where p is the smallest prime divisor of k (p = 1 if k is a
prime). Then,

σ
(0)
k (t; s) =

1

k

k−1∑
j=0

(j,k)=1

αjα−jt =
1

k

∑
ξ∈∆k

(ξ)s−1ξ
−t, (6)

where α = e2πi/k and ∆k is the collection of primitive k-th roots of unity. Consequently,

σ
(1)
k (t; s) = σ

(0)
k (t; s) for s ≥ k/p, (7)

and, thus, σ
(1)
k (t; s) is an integer.

Proof. From the case s ≥ k/p we can see that the set {k − s, · · · , k − 1} does not contain
any divisor of k. Thus, the factors (1 − xk−s−1), · · · , (1 − xk−1) do not vanish for any

x = αj, j = 1, 2, · · · , (k − 1). Therefore, we have R
(0)
k,s(α

j) = (α−j)s−1 for (j, k) = 1 and

R
(0)
k,s(α

j) = 0 for (j, k) ̸= 1. The result follows.

Corollary 2.0.7. For b ≥ 0 and s ≥ k/p where p is the smallest prime dividing k (p = 1 if
k is a prime) we have

R
(b)
k,s(q) = (q)s−1 mod 1− qk.

Consequently, for this case the value σ
(b)
k (t; s) is an integer.

Theorem 2.0.8 (Backward Linear Recurrence). For S > 0,

σ
(b)
k (t; s) = −1

k

k−1∑
j=1

jσ
(b)
k (t− js; s+ 1)

Proof. Let ξ be a kth root of unity. Then, we have

(1− ξ)(ξ + 2ξ2 + · · ·+ (k − 1)ξk−1) = −k.

Consider

σ
(1)
k (t; s) =

1

k

∑
ξ∈∆k

(ξ)s−1ξ
−t1− ξs

1− ξs
= − 1

k2

∑
ξ∈∆k

(ξ)sξ
−t

k−1∑
j=1

jξjs

= −1

k

k−1∑
j=1

jσ
(1)
k (t− js; s+ 1).

Similarly, we can obtain an expression for σ
(0)
k (t; s).
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2.1 Finite Trigonometric Sums

Our generalization introduces finite trigonometric sums subject to a coprime condition, which
were recently proposed as analogues to the Ramanujan sum in [4]. This extension not only
enriches the theoretical framework but also opens new avenues for practical applications in
related fields.

We have two types of sums: when b = 0, the sums are direct sums, while for b = 1, the
sums are analogues to the Ramanujan sum under a coprime condition. The two sums are

σ
(0)
k (t; s) =

1

k

k−1∑
j=0

α−jt(αj)s−1 and σ
(1)
k (t; s) =

1

k

k−1∑
j=0

(j,k)=1

α−jt(αj)s−1,

where α = e2πi/k. By Lemma 2.0.3 we can write

∑
d|k

d

k
σ
(1)
d (t; s) =

1

k

∑
d|k

∑
ξ∈∆d

ξ−t(ξ)s−1 =
1

k

k−1∑
j=0

α−jt(αj)s−1 = σ
(0)
k (t; s),

where α is a primitive kth root of unity. Thus, the two types of sums are connected with the
Dirichlet convolution.

Proposition 2.1.1.

kσ
(0)
k (t; s) =

∑
d|k

dσ
(1)
d (t; s)

where we assume that σ
(1)
d (t; s) = 0 if s > d. That is, kσ

(0)
k = I ∗ (kσ

(1)
k ), where ∗ is the

Dirichlet convolution and I(n) = 1 constant function. By Möbius inversion we have

kσ
(1)
k (t; s) =

∑
d|k

µ

(
k

d

)
dσ

(0)
d (t; s).

As one would expect the analogues of the Ramanujan sums considered in [4] are indeed

related to the Ramanujan sum. We will explain the idea through the simple case σ
(b)
k (0; 2).

Consider

σ
(0)
k (0; 2) =

1

k

k−1∑
j=0

(1− ξj),

where ξ = e2πi/k. Taking the factor ξl/2 out and mutliplying and dividing by 2i we get

σ
(0)
k (0; 2) = −2i

1

k

k−1∑
j=0

(
ξj/2 − ξ−j/2

2i

)
ξj/2.

Using the formulae sin θ = eiθ−e−iθ

2i
and eiθ − cos θ + i sin θ, we have

σ
(0)
k (0; 2) = −2i

1

k

k−1∑
j=0

sin
πj

k
(cos

πj

k
+ i sin

πj

k
).

8



Comparing the real parts we have the identity

σ
(0)
k (0; 2) =

2

k

k−1∑
j=0

sin2

(
πj

k

)
.

Similarly, we have

σ
(1)
k (0; 2) =

2

k

k−1∑
j=0

(j,k)=1

sin2

(
πj

k

)
.

Further, the values of σ
(b)
k (0; 2) can be easily determined:

σ
(1)
k (0; 2) =

1

k

k∑
j=1

(j,k)=1

(1− ξj) =
1

k

k∑
j=1

(j,k)=1

ξ0 − 1

k

k∑
j=1

(j,k)=1

ξj =
ck(k)− ck(k − 1)

k
,

where ξ = e2πi/k.

Theorem 2.1.2. For k ≥ 1 we have the following identities:

k−1∑
j=0

sin2

(
πj

k

)
=

k

2

and
k−1∑
j=0

(j,k)=1

sin2

(
πj

k

)
=

ck(k)− ck(k − 1)

2
.

Now, let us consider σ
(b)
k (0; 3). Taking a similar approach as before we have

σ
(0)
k (0; 3) =

1

k

k−1∑
j=0

(1− ξj)(1− ξ2j),

where ξ = e2πi/k. By pulling out the factors ξj/2 and ξ2j/2 and multiplying and diving by 2i
we have

σ
(0)
k (0; 3) = −4

k

k−1∑
j=0

(ξj/2 − ξ−j/2)

2i

(ξj − ξ−j)

2i
ξ3j/2.

Again, using the trigonometric formulae and comparing the real and imaginary parts we
have:

Theorem 2.1.3. For k > 2 we have the following results:

1.
k−1∑
l=0

sin

(
πl

k

)
sin

(
2πl

k

)
cos

(
3πl

k

)
=

{
−k

4
k ≥ 4

−3
2

k = 3

9



2. ∑
1≤l≤k

(l,k)=1

sin

(
πl

k

)
sin

(
2πl

k

)
cos

(
3πl

k

)
=

ck(k − 1) + ck(k − 2)− ck(k)− ck(k − 3)

4

3.
k−1∑
l=0

sin

(
πl

k

)
sin

(
2πl

k

)
sin

(
3πl

k

)
= 0

4. ∑
1≤l≤k

(l,k)=1

sin

(
πl

k

)
sin

(
2πl

k

)
sin

(
3πl

k

)
= 0.

We now consider the case s divisible by 4 and k ≥ s(s+ 1)/4.

σ
(1)
k (k − s(s+ 1)/4; s) =

1

k

∑
ξ∈∆k

(1− ξ)(1− ξ2) · · · (1− ξs)ξ−(k−s(s+1)/4).

Taking a factor ξj/2 from each of the jth factor, multiplying and dividing by 2i we get

σ
(0)
k

(
k − s(s+ 1)

4
; s+ 1

)
= 2s

k∑
h=1

sin
hπ

k
· · · sin shπ

k

σ
(1)
k

(
k − s(s+ 1)

4
; s+ 1

)
= 2s

k∑
h=1

(h,k)=1

sin
hπ

k
· · · sin shπ

k

Theorem 2.1.4. Let k and s be two positive integers such that s is divisible by 4 and
k/p ≤ s ≤ k for p the smallest prime divisor of k. Then, the following equation holds:

k∑
h=1

(h,k)=1

sin
hπ

k
· · · sin shπ

k
=

k∑
h=1

sin
hπ

k
· · · sin shπ

k
=

1

2s
σ
(b)
k

(
k − s(s+ 1)

4
; s+ 1

)
.

Suppose s = 4 then from the above equation we have

1

24
σ
(b)
k (k − 5; 5) =

k∑
h=1

(h,k)=1

sin
hπ

k
sin

2hπ

k
sin

3hπ

k
sin

4hπ

k
.

For sufficiently large k, that is k larger than 30 we have the values to be zero.
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2.2 Combinatorial Interpretation

As stated in the Introduction, our algebraic generalization of the Ramanujan sum in Defini-
tion 2.0.1 directly reflects combinatorial significance through the coefficients of the restricted
q-product. Suppose we write the q-product in the form

(q)s−1 = (1− q) · · · (1− qs−1) =

s(s−1)/2∑
m=0

amq
m.

Then, the coefficient am can be interpreted as difference of number of even-size parti-
tion (Es(m)) and odd-size partitions (Os(m)) of m considering distinct part from the set
{1, 2, · · · , s− 1}, namely am = Es(m)−Os(m).

The polynomial remainder with 1 − qk can also be treated as sieving of the coefficients
of a polynomial. In particular, we have

R
(0)
k,s(q) =

k−1∑
t=0

σ
(0)
k (t; s)qt = (q)s−1 mod 1− qk.

Therefore,

σ
(0)
k (t; s) =

⌊(k−1)/2⌋∑
j=0

ajk+t =

⌊(k−1)/2⌋∑
j=0

(Es(jk + t)−Os(jk + t)) .

The case s = k corresponding to the Ramanujan sum is well known [5].

Corollary 2.2.1. For k > 0 and 1 ≤ s ≤ k, we can write

σ
(0)
k (t; s) =

∑
sumk(A)=t

(−1)|A|, for A ⊆ {1, 2, · · · , s− 1}, (8)

where |A| is the cardinality of A and sumk(A) stands for the sum modulo k of the elements
of A, with the convention sumk(∅) = 0.

Proof. The largest sum possible with distinct parts from {1, 2, · · · , s− 1} is s(s− 1)/2. By
the combinatorial interpretation given above and iterating over various sums considering the
number of even-size and odd-size sums we have:

σ
(0)
k (t; s) =

s(s−1)/2∑
l=0

l%k=t

(Es(l)−Os(l)) =
∑

sumk(A)=t

|A| even

1 −
∑

sumk(B)=t

|B| odd

1,

where A,B ⊆ {1, 2, · · · , s− 1}.

The combinatorial interpretation of σ
(1)
k (t; s) is a bit cumbersome but it is also straight-

forward. By the sieving of coefficients, for an arbitrary s ∈ {0, 1, · · · , k − 1}, we have the
following interpretation from the defintion:

σ
(1)
k (t; s) =

1

k

⌊ k−1
2

⌋∑
j=0

(
Ẽk,s(jk + t)− Õk,s(jk + t)

)
.

11



Here Ẽk,s(l) is the number of partitions of l into an even number of parts each less than k
and permitting parts of size < s at most twice and others at most once. Similarly, Õk,s(l) is
the number of partitions of l into an odd number of parts each less than k and permitting
parts of size < s at most twice and others at most once.

From the integrality of σ
(1)
k (t; s), for s ≥ k

p
, where p is the smallest prime divisor of

k (with p = 1 when k is prime), we have demonstrated that the difference in parity is a
multiple of k for sufficiently large s.

From a combinatorial perspective, our generalization accurately captures the parity dif-
ference among distinct partitions. This is particularly evident when s divides k. If s divides
k, then 1− qs divides 1− qk. Consequently,

Rs(q) = R
(0)
k,s(q) mod 1− qs.

By sieving the indices of the coefficients of Rk,s(q) with s and comparing terms from the
above equation, we obtain the following result:

Proposition 2.2.2. For positive integers k and s with s | k, we have

cs(t) =

k/s−1∑
j=0

σ
(0)
k (js+ t; s).

This equation demonstrates that the generalized Ramanujan sum effectively captures the
parity difference among distinct partitions. Specifically, the parity difference for t mod s is
equivalent to the sum of the parity differences for t+ js mod k, where 0 ≤ j < k/s.

Proposition 2.2.3. For positive integers k and s with s | k, we have

k/s−1∑
j=0

σ
(1)
k (js+ t; s) = 0.

Example 2.2.1. Let k = 12 and s = 6. Then, we have

R12,6(x) = (1− x)(1− x2)(1− x3)(1− x4)(1− x5) mod (1− x12)

= −x10 − x9 − x8 + x7 + x6 + x5 − x3 + 1 (9)

=
11∑
t=0

σ12(t; 6)x
t.

Consider the case t = 3. Then, we have the sets {1, 2}, {3}, {4, 5}, {2, 3, 4}, {1, 3, 5} and
{1, 2, 3, 4, 5} satisfying the property sum12(A) = t. These subsets can also be visualized as
paths in a Pascal-Lattice (see Figure 1). One can also represent these paths as binary vectors
[9]. From (Corollary 2.2.1) we have

σ12(3; 6) = (−1)|{1,2}| + (−1)|{3}| + (−1)|{1,2,3,4,5}| = 1− 2 = −1, (10)

σ12(9; 6) = (−1)|{4,5}| + (−1)|{2,3,4}| + (−1)|{1,3,5}| = 1− 2 = −1. (11)

12



Even number of parts: 2 + 1 Odd number of parts: 3

Even number of parts: 5 + 4 Odd number of parts: 4 + 3 + 2

Odd number of parts: 5 + 3 + 1 Odd number of parts: 5 + 4 + 3 + 2 + 1

Figure 1: Case k = 6 and s = 6: c6(3) = #even partitions − #odd partitions = 2 − 4 = −2.
Alternatively, consider k = 12 and s = 6 to compute σ12(3; 6) and σ12(9; 6) from equations (10)
and (11) to obtain c6(t) = σ12(3; 6) + σ12(9; 6).

13



We could also the case as k = 6 and s = 6 in order to compute c6(t). In this case,

R6,6(x) = x5 − x4 − 2x3 − x2 + x+ 2 =
5∑

t=0

c6(t)x
t.

We have

c6(3) = σ12(3; 6) + σ12(9; 6) = −1− 1 = −2.

The above decomposition of Ramanujan sum can be extended to obtain natural decom-
position of arithmetic functions based on their expansion. Suppose an arithmetic function
is expanded as

f(n) =
∞∑
s=1

ascs(t),

where the series converges absolutely. Let k = sm. Then, we can write

f(n) =
∞∑
s=1

ascs(n) =
∞∑
s=0

as

(
m−1∑
j=0

σ(0)
ms(js+ n; s)

)
=

m−1∑
j=0

∞∑
s=0

asσ
(0)
ms(js+ n; s).

Defining the functions

fj(n) =
∞∑
s=1

asσ
(0)
ms(js+ n; s),

for j = 0, · · · ,m − 1. We have the decomposition f(n) =
∑m−1

j=0 fj(n). A question that
naturally arises in this context is: What is the arithmetic function defined by

gr,j(n) =
∞∑
s=1

1

sr
σ(0)
ms(js+ n; s)

for r > 0? By the well-known Dirichlet series expansion we have

m−1∑
j=0

gr,j(n) =
∞∑
s=1

1

sr
cs(n) =

σr−1(n)

nr−1ζ(r)
,

where σr is the divisor function.
We also have an explicit expression for the following function:

fα,s(t) =
∞∑
k=1

σ
(1)
k (t; s)

kα
,

for α > 0 a positive integer. Suppose (1− x)s−1 =
∑s(s−1)/2

j=0 ajx
j. Then, we have

σ
(1)
k (t; s) =

1

k

s(s−1)/2∑
j=0

ajck(t− j),

14



where aj is the difference of even parity distinct partitions of j and odd parity distinct

partitions of j with parts from {1, 2, · · · , s− 1}. Substituting for σ
(1)
k (t, s) we have

fα,s(t) =
∞∑
k=1

σ
(1)
k (t; s)

kα
=

s(s−1)/2∑
j=0

aj

∞∑
k=1

ck(t− j)

kα+1

=

 1

ζ(α + 1)

s(s−1)/2∑
j=0

t̸=j

ajσα(|t− j|)
|t− j|α

+
6

π2
ζ(α + 1).

3 Size of SVTt,b(s, 2s + 1), for 4|s or 4|(s + 1)

In this section we show that our algebraic generalization of the Ramanujan sum is helpful in
the context of deletion correction codes. We will look at an application associated with the
Levishtein codes with a parity condition (or the Shifted Varshamov-Tenengolts codes) used
for deletion correction (see [1, 2] and references therein).

A coefficient of (q)s−1 = (1− q) · · · (1− qs−1) is determined by which terms in each factor
are considered. This can be represented in a binary code form based on the notion of position
sum. Let x = (b1, · · · , bs−1) ∈ Fs−1

2 . Then, define the position sum as

PS(x) =
s−1∑
j=1

jbj.

The Hamming weight of a code is defined in the usual manner, wt(x) =
∑s−1

j=1 bj.

Definition 3.0.1. Let k, s be positive integers, t ∈ Zk, and r ∈ {0, 1}. The Shifted
Varshamov-Tenengolts code SVTt,r(s, k) is the set of all binary s-tuples x = (b1, · · · , bs−1)
such that

PS(x) =
s−1∑
j=1

jbj ≡ t mod k, wt(x) =
s−1∑
j=1

bj ≡ r mod 2.

Corollary 3.0.1. For k > 0 and 1 < s ≤ k we have

σ
(0)
k (t; s) = |SVTt,0(s, k)| − |SVTt,1(s, k)| =

∑
PS(x)%k≡t

(−1)wt(x), x ∈ Fs−1
2 .

We will determine the size of SVTt,r(s; 2s+ 1), where s or s+ 1 is divisible by 4.

Theorem 3.0.2 ([2], Theorem 4.5).

|SVTt,1(s, 2s+ 1)| + |SVTt,0(s, 2s+ 1)| =
1

2s+ 1

∑
d|2s+1

(−1)
d−I4|d−1

4 2
2s+1−d

2d cd

(
1

16
(d− I4|d−1)(3d+ 1)− t

)
,

where I4|d−1 is 1 if 4 divides d− 1 and −1 if 4 doesn’t divide d− 1.
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In view of the above theorems, if one wishes to determine the size of SVTt,r(s; 2s+1) we

just need to determine σ
(0)
2s+1(t; s+ 1).

Theorem 3.0.3. For a positive number s such that 4|s or 4|(s+1), and k = 2s+1 we have

|SVTt,0(s, 2s+ 1)| − |SVTt,1(s, 2s+ 1)| = σ
(0)
k (t; s+ 1) =

1

k

k−1∑
j=0

ck

(
t+ j2 +

s(s+ 1)

4

)
.

If k is a square then

|SVTt,0(s, 2s+ 1)| − |SVTt,1(s, 2s+ 1)| = σk(t; s+ 1) =
1√
k
ck

(
t+

s(s+ 1)

4

)
.

Proof. For ξ ∈ ∆k we have (ξ)k−1 = k. So, from k = 2s+ 1 we can write

(1− ξ) · · · (1− ξk−1) = (1− ξ) · · · (1− ξs)(1− ξs+1) · · · (1− ξ2s)

= (1− ξ) · · · (1− ξs)(1− ξ−s) · · · (1− ξ−1)

= (−1)sξ−s(s+1)/2(1− ξ)2 · · · (1− ξs)2 = k.

By the quadratic Guass sum we have
√
k = dξ

∑k−1
j=0 ξ

j2 , dξ is a constant coming from the

Jacobi symbol. Further, from [3, pg. no. 91], we have G(ξ)2 = (−1)sk where G(ξ) =∑k−1
j=0 ξ

j2 is the Gauss sum. Therefore, we have the right hand side of the above expression

ξ−s(s+1)/2(1− ξ)2 · · · (1− ξs)2 = (−1)sk = G(ξ)2.

Taking square root both sides we have

ξ−s(s+1)/4(1− ξ) · · · (1− ξs) = G(ξ) =
k−1∑
j=0

ξj
2

. (12)

Thus

(1− ξ) · · · (1− ξs) =
k−1∑
j=0

ξj
2+s(s+1)/4.

Now, consider

σ
(0)
k (t; s+ 1) =

1

k

∑
ξ∈∆k

ξ−t(1− ξ) · · · (1− ξs)

=
1

k

∑
ξ∈∆

k−1∑
j=0

ξ−tξj
2+s(s+1)/4 =

1

k

k−1∑
j=0

ck(j
2 + s(s+ 1)/4− t).

For the case when k is a perfect square, we have:

σk(t; s) =
1

k

∑
ξ∈∆k

ξ−t(1− ξ) · · · (1− ξs)

=
1

k

∑
ξ∈∆k

√
kξ−t+s(s+1)/4 =

1√
k
ck(s(s+ 1)/4− t).
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Remark 3.0.1. It is interesting to note that, in the above calculation, without knowledge of
the Gauss sum, one would obtain erroneous results. Consider the case k = 17 and s = 8.
Using the derived formula, one would have

σ
(0)
17 (t; 9) =

1

17

16∑
j=0

c17(j
2 + 18− t). (13)

Instead of using (12), if we had substitutued
√
k on the right-hand side, we would have

σ
(0)
17 (t; 9) =

1√
17

c17(18− t), (14)

which is clearly absurd as the problem at hand is a counting problem. This leads us to an
important lesson: in calculations involving square roots, it is crucial to be mindful of the
correct choice of

√
k.

From Theorem 3.0.2 and 3.0.3, we can obtain both an explicit and an efficiently com-
putable formula for the size of SVTt,r(s, 2s+1) when s or s+1 is divisible by 4. Furthermore,
using the recurrence relation Theorem 2.0.1 and 2.0.8, we can also provide direct formulas
for σ

(0)
k (t; s ± δ) = SVTt,0(s ± δ, 2s + 1) − SVTt,1(s ± δ, 2s + 1) for δ = 1, 2, 3 which are

otherwise very difficult to determine. In order to compute |SVTt,b(s± δ, 2s+ 1)| we define

ηk(t; s) =
1

k

k−1∑
j=0

(1 + αj) · · · (1 + α(s−1)j)α−jt

where α = e
2πi
k . It can be easily shown that

ηk(t; s+ 1) = |SVTt,1(s, k)|+ |SVTt,0(s, k)|.

Thus, given by the Theorem 3.0.2 for the case of our interest. Moreover, similar to σ
(0)
k (t; s),

we have the linear recurrence relation

ηk(t; s+ 1) = ηk(t; s) + ηk(t− s; s).

and the following backward linear recurrence.

Theorem 3.0.4. For s > 0 and k is an odd positive integer,

ηk(t; s) =
1

2

k−1∑
j=0

(−1)jηk(t− js; s+ 1).

Proof. The result follows from the observation

(1 + ξ)(1− ξ + ξ2 − · · ·+ ξk−1) = 2.

In conclusion, we can write

|SVTt,b(s± δ, 2s+ 1)| = 1

2

(
η2s+1(t; s+ 1± δ) + (−1)bσ

(0)
2s+1(t; s+ 1± δ)

)
.
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