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ON ENDOMORPHISM ALGEBRAS OF STRING ALMOST
GENTLE ALGEBRAS

YU-ZHE LIU AND PANYUE ZHOU∗

Abstract. For any arbitrary string almost gentle algebra, we consider specific
subsets of its quiver’s arrow set, denoted by R. For each such R, we introduce the
finitely generated module MR and define its associated R-endomorphism algebra
AR. In this paper, we show that the representation type of a string gentle algebra
A, the representation type of the R-endomorphism algebra AR for some R, the
representation types of all R-algebras, and the representation type of the Cohen-
Macaulay Auslander algebraACMA of A are equivalent. The results presented here
reveal a deep structural connection between different classes of algebras derived
from string gentle algebras. By showing the equivalence of representation types,
this work offers new insights into the nature of endomorphism algebras and Cohen-
Macaulay Auslander algebras, contributing to a broader understanding of their
algebraic properties and classification.
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1. Introduction

String almost gentle algebras (abbreviated as SAG-algebras), a special class of
string algebras, play an important role in representation theory and were first intro-
duced by Green and Schroll in [GS18]. The systematic study of string algebras can
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be traced back to the work on finitely generated module categories over string al-
gebras in [BR87], where Butler and Ringel provided descriptions of indecomposable
modules using strings and bands on the bound quivers of string algebras. Further-
more, by applying the Brauer-Thrall theorem (see, for example, [ASS06, Chapter
IV, Section IV.5]), it is understood that the representation types of string and gentle
algebras are characterized by the existence of bands.
In [Pla19], Plamondon shows that all (support) τ -tilting finite gentle algebras are

representation-finite, which partially answers the Brauer-Thrall Problem within the
context of τ -tilting theory—specifically, whether a τ -tilting finite algebra is neces-
sarily representation-finite. Building on these results, Mousavand investigated the
relationship between representation types and τ -tilting finiteness in biserial algebras
in [Mou23], providing examples of finite-dimensional algebras where the represen-
tation type and τ -tilting finiteness do not coincide. Furthermore, in [LZH22], the
authors offer an alternative description of gentle algebras using Gorenstein pro-
jective support τ -tilting modules (abbreviated as GPSτ -tilting modules), based on
the work of [Kal15]. The concept of GPSτ -tilting modules, introduced by Xie and
Zhang in [XZ21], refers to modules that are both Gorenstein projective and sup-
port τ -tilting. The authors demonstrate that a gentle algebra, denoted as Λ, is
representation-finite if and only if, for any GPSτ -tilting module M , the endomor-
phism algebra EndΛ(M) is also representation-finite. This result establishes a sig-
nificant connection between Gorenstein projective modules, τ -tilting modules, and
the representation types of gentle algebras. The proof hinges on the fact that any
Gorenstein projective module over a gentle algebra Λ is isomorphic to αΛ, where α
is an arrow satisfying certain special conditions. Consequently, the Cohen-Macaulay
Auslander algebra (abbreviated as CM Auslander algebra) ΛCMA of Λ takes the form
EndΛ

(

Λ⊕
⊕

α αΛ
)

. It is worth noting that, in [CL17,CL19], Chen and Lu revealed
that the representation types of (skew-)gentle algebras and their CM Auslander al-
gebras coincide. However, for an algebra A = kQ/I, not all αA are Gorenstein
projective. Thus, this naturally raises the following question.

Question 1.1. Is there a subset R of the arrow set of Q such that the representation

types of A and EndA

(

A⊕
⊕

α∈R αA
)

coincide?

We will address the above questions in the case where A is an SAG-algebra.
Throughout this paper, we assume that k is an algebraically closed field, and we
define a quiver as a quadruple Q = (Q0,Q1, s, t), where Q0 is the set of vertices, Q1

is the set of arrows, and s and t are functions Q1 → Q0 that assign to each arrow
a ∈ Q1 its source and target, respectively. Furthermore, we denote by Qℓ the set
of all paths of length ℓ (hence, Q0 naturally corresponds to the set of all paths of
length zero, and Q1 to the set of all paths of length one). If a and b are arrows
such that t(a) = s(b), the composition of a and b is denoted by ab. All algebras
considered in this paper are finite-dimensional k-algebras, and for any algebra A,
all modules under consideration are finitely generated right A-modules.
Let A be an SAG-algebra with bound quiver (Q, I). The main results of this

paper are summarized as follows.

Theorem 1.2 (Theorem 4.4). There exists at least one subset R of Q1 (note that

the module αA with α ∈ R may not be Gorenstein projective; see Example 5.8) such
that the following statements hold:

(1) The bound quiver (R(Q),R(I)) of AR := EndA

(

A ⊕
⊕

α∈R αA
)

can be de-

scribed by Steps 1–6 in Subsection 4.1;
(2) AR is an SAG-algebra.
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Indeed, the subset R in the above theorem is the set of certain left forbidden
arrows on (Q, I), referred to as a left forbidden arrow index; see Definition 4.1. In
the case where A is a gentle algebra, R can be equal to

G = α ∈ Q1 | αA is both non-projective and Gorenstein projective

or another left forbidden arrow index. In particular, when R = G, we have AG =
AR
∼= ACMA, as stated in [CL19, Theorem 3.5]. The following result extends the

findings of [CL19, Theorem 3.5] to SAG-algebras.

Theorem 1.3 (Theorem 5.6). Let C1, . . . ,Ct be perfect forbidden cycles on the bound

quiver (Q, I) of an SAG-algebra A. Then ARp is isomorphic to the CM-Auslander

algebra ACMA of A.

The following theorem provide some descriptions of the representation types of
SAG-algebras.

Theorem 1.4. An SAG-algebra A = kQ/I is representation-finite if and only if

either of the following statements holds.

(1) (Theorem 5.2) There exists a left forbidden arrow index R such that AR is

representation-finite.

(2) (Corollary 5.3) For all left forbidden arrow indices R, the R-endomorphism

algebras AR is representation-finite.

(3) (Corollary 5.7) The CM-Auslander algebra ACMA of A is representation-

finite.

2. String algebras, SAG-algebras, and their module categories

2.1. String algebras and SAG-algebras. A monomial algebra is a finite dimen-
sional k-algebra which is Morita equivalent to kQ/I such that I is generated by
some paths of length > 2. String algebras are special monomial algebras. In this
part, we recall some concepts for string algebras.
Let Q be a quiver and I be an ideal of kQ such that kQ/I is a monomial algebra.

We say a bound quiver (Q, I) is a string pair if it satisfies the following conditions.

(S1)R Any vertex of Q is the source of at most two arrows and the target of at
most two arrows.

(S2)R For each arrow α : x→ y, there is at most one arrow β whose source s(β) is
y such that αβ /∈ I.

(S2)L For each arrow α : x→ y, there is at most one arrow γ whose target t(γ) is
x such that γα /∈ I.

We say that a bound quiver (Q, I) of a monomial algebra is a almost gentle pair if
it satisfies the following conditions.

(AG1) (S2)R and (S2)L holds.
(AG2) All generators of the ideal I are paths of length two.

Now we recall the definitions of string algebra, almost gentle algebra, and string
almost gentle algebra.

Definition 2.1. Let A be a finite-dimensional algebra. We call that A is a:

(1) string (resp., almost gentle) algebra, if A is Morita equivalent to kQ/I such
that (Q, I) is a string (resp., almost gentle) pair;

(2) string almost gentle algebra (=SAG-algebra), if A is both string and almost
gentle.
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Example 2.2. Let A = kQ/I be an algebra whose bound quiver (Q, I) is shown
in FIGURE 2.1, where

I = 〈ab, bc, ca, dd′, ee′, ff ′, a′b′, b′c′, c′a′,
e′f, e′c′, f ′d, f ′a′, d′e, d′b′, a′eb, b′fc, c′da〉.

1

2

3

4

5

6

a

b

c

d

e

f

d′

e′

f ′

a′

b′

c′

Figure 2.1. The bound quiver of the string algebra given in Example 2.2
(The dashed lines represent the relations in I)

Then A is a string algebra. In this case, A is not a SAG-algebra because the lengths
of relations a′eb, b′fc, and c′da are 3.

2.2. The module categories of string algebras. In [BR87], Butler and Ringel
have described all indecomposable modules over string algebra. In this subsection
we recall strings, bands, string modules, and band modules.
For any arrow a ∈ Q1, we denote by a−1 the formal inverse of a. Then s(a−1) =

t(a) and t(a−1) = s(a). DefineQ−1
1 := {a−1 | a ∈ Q1} be the set of all formal inverses

of arrows. Then any path p = a1a2 · · · aℓ on a bound quiver (Q, I) naturally provides
a formal inverse path p−1 = a−1

ℓ a−1
ℓ−1 · · ·a

−1
1 of p. In particular, for any path εv of

length zero corresponding to v ∈ Q0, we define ε−1
v = εv.

Definition 2.3. A string on a bound quiver (Q, I) is a sequence s = (℘1, ℘2, . . . , ℘n),
where ℘i = ai,1 · · · ai,li, 1 ≤ i ≤ n, and ai,j ∈ Q1 ∪ Q

−1
1 , 1 ≤ j ≤ li, such that:

(Str1) for any 1 ≤ i ≤ n, ℘i or ℘
−1
i is a path on (Q, I);

(Str2) if ℘i is a path, then ℘i+1 is a formal inverse path, and ai,li 6= a−1
i+1,1;
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(Str3) if ℘i is a formal inverse path, then ℘i+1 is a path, and a−1
i,li
6= ai+1,1;

(Str4) t(℘i) = s(℘i+1) holds for all 1 ≤ i ≤ n − 1, which are called turning

points.

A band b = (℘1, ℘2, . . . , ℘n) is a string such that:

(Band1) t(℘n) = s(℘1), and if ℘n and ℘1 are paths then ℘n℘1 /∈ I, if ℘n and ℘1

are formal inverse paths then (℘n℘1)
−1 /∈ I;

(Band2) b is not a non-trivial power of some string, i.e., there is no string s such
that b = sm for some m ≥ 2.

A vertex v on a string s is called a source if one of the following condition holds:

(1) v is a turning point t(℘i) = s(℘i+1) such that ℘i is a formal inverse path and
℘i+1 is a path;

(2) ℘1 is a path, and v = s(s) = s(℘1);
(3) ℘n is a formal inverse path, and v = t(s) = t(℘n).

We can define sink by dual way.

Remark 2.4. We can define the substring by removing interconnected arrows on
both sides of string.

Definition 2.5.

(1) s is called a trivial string if it is an empty;
(2) two strings s and s′ are called equivalent if s′ = s or s′ = s−1;
(3) two bands b = α1 · · ·αn and b′ = α′

1 · · ·α
′
t are called equivalent if b[t] = b′ or

b[t]−1 = b′, where b[t] = α1+t · · ·αnα1 · · ·α1+t−1.

We denote by Str(A) (resp., Ban(A)) the set of all equivalent classes of strings (resp.,
bands) on the bound quiver of A, respectively.

The following result is first shown by Butler and Ringel.

Theorem 2.6 (Butler-Ringel [BR87, Section 3]). All indecomposable objects in cat-

egory mod(A) of a string algebra A can be described by the following bijection

M : Str(A) ∪ (Ban(A)×J )→ ind(mod(A)),

where ind(mod(A)) is the set of all isoclasses of indecomposable A-modules and J
is the set of all Jordan block with non-zero eigenvalue.

Notice that we can define strings and bands on any monomial pair (Q, I) and each
indecomposable module corresponded by string and band is called a string module

and band module, respectively. However, the set ind(modA), where A = kQ/I, of
all isoclasses of indecomposable A-modules
A string s can be written as

•
s1

/o/o/o

a

��⑦⑦
⑦⑦
⑦⑦
⑦

•
b

��❅
❅❅

❅❅
❅❅

• · · ·

· · · • •
s2

/o/o/o •
��

c

⑦⑦⑦⑦⑦⑦⑦

up to equivalence by using arrows a ∈ Q1 on bound quiver (Q, I). In this case, the
substring s1 (resp., s2) is said to be the factor substring (resp., image substring) of
s (respect to the pair (a, b) (resp., (b, c))). In particular, if a does not exist, that is,
s is of the form

•
s1

/o/o/o •
b

��❅
❅❅

❅❅
❅❅

• · · ·

•
s2

/o/o/o •
��

c

⑦⑦⑦⑦⑦⑦⑦
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then s1 is said to be the factor substring of s respect to the pair (0, b). We can define
factor substring of s respect to the pair (a, 0), image substring of s respect to the
pair (b, 0), and image substring of s respect to the pair (0, c) by similar way.
Factor and image substrings can be used to describe the homomorphisms between

two string modules as the following result, see for example [Kra91, Theorem in page
191] and [Lak16, Chapter 2, Section 2, 2.4.2].

Theorem 2.7.

(1) For two string modules corresponded by strings s1 and s2, HomA(M(s2),
M(s1)) 6= 0 if and only if there is a factor substring q of s2 and an image

substring p of s1 such that q and p coincide.

(2) Furthermore, take two string s1 and s2 as following:

p1 p2 · · · pm−1 pm

a1 a′1 a2 a′2 a′m−1
am−1 a′m am

s1 =

q1 · · · q2 · · · qm−1 · · · qm
b1 b′1 b2 b′2 bm−1 b′m−1 bm b′m

s2 =

where all pr are image substrings respect to (ar, a
′
r) of s1, and all qr are factor

substrings respect to (br, b
′
r) of s2 (1 6 r 6 m). If

– p1 = q1, p2 = q2, . . ., pm = qm,
– and for other image substring p of s1 which does not is a substring of

any pr, there is no factor substring q of s2 such that p = q,
then

dimkHomA(M(s2),M(s1)) = m.

(All pairs (pr, qr) describe the basis of HomA(M(s2),M(s1)) as k-linear space.)

2.3. Cycles. A path p = a1 · · · an on a quiver Q is said to be forbidden if aiai+1 ∈ I
holds for all 1 ≤ i ≤ n− 1. The arrows a1, . . . , an−1 are called left forbidden arrows

and the arrows a2, . . . , an are called right forbidden arrows.
Next, we recall the definition of forbidden cycle.

Definition 2.8. Let Q be the underlying graph1 of Q. A cycle C (of length n) on n
vertices v1, . . . , vn ∈ Q0 is a sequence of n edges c1, . . . , cn of Q such that the vertices
of C can be arranged in a cyclic sequence in such a way that two vertices vi and
vi+1 are adjacent connected by the arrow ci if they are consecutive in the sequence,
and are nonadjacent otherwise (the indices i are taken modulo n if necessary). An
oriented cycle is a cycle C = c1 · · · cn with t(ci) = s(ci+1) (1 ≤ i < n) such that
t(C ) = t(cn) = s(c1) = s(C ) holds. Furthermore, C is called a forbidden cycle if
there are relations r0, r1, · · · , rd−1 of I such that c1c2, . . ., cn−1cn, cnc1 ∈ C . A cycle

without relation is a cycle C such that all paths on C are not in I.

Remark 2.9.

(1) Forbidden paths are introduced by Avella-Alaminos and Geiss in [AAG08]
which are used to describe AG-invariants of gentle algebras. The terminology
“forbidden cycle” and “forbidden arrow” come from forbidden path.

(2) Each cycle without relation provide a band.

1Recall that the underlying graph Q of Q is obtained from Q by forgetting the orientation of
the arrows. Each α, the arrow α forgetting orientation, is called an edges of Q.
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3. The module αA

In this section, we consider the A-module αA, where α is an arrow on the string
pair (Q, I).

3.1. αA is an indecomposable module. We introduce the module αA and show
that it is an indecomposable module in this part.

Lemma 3.1. For any arrow α ∈ Q1 on a string pair (Q, I), we have:

(1) αA 6⊕ rad(es(α)A), where es(α) is the idempotent corresponded by s(α), and
(2) αA is an indecomposable module.

Proof. First of all, we show that there exists an injection

σ : αA =
∑

℘∈Q≥0
t(α)=s(℘)

kα℘ � � ⊆ // es(α)A =
∑

℘̃∈Q≥0
s(℘̃)=s(α)

k℘̃.

Any path α℘ in αA is a path with source s(α). By the definition of string pair,
s(α) is a source of at most two arrows, and then we obtain two cases as follows.

(1) There are two arrows a1 and a′1 such that s(a1) = s(a′1) = s(α) (α equals
to either a1 or a′1). In this case, es(α)A is the indecomposable module corre-
sponding to some string which is of the form

•
a′m←−• · · · •

a′2←−•
a′1←−•

a1−→•
a2−→• · · · •

an−→•

and satisfies the following conditions:
– t(a′m) is a sink point of Q, or there is an integer 1 6 i 6 m such that
a′ia

′
i+1 · · · a

′
ma

′
m+1 ∈ I holds for any arrow a′m+1 with source s(a′m+1) =

t(a′m);
– t(an) is a sink point of Q, or there is an integer 1 6 j 6 n such that
ajaj+1 · · · anan+1 ∈ I holds for any arrow an+1 with source s(an+1) =
t(an).

Without loss of generality, assume that α = a1, then αA is the module
corresponding to the string

•
a2−→• · · · •

an−→•

which is a direct summand of rad(es(α)A).
(2) The arrow α, written as a, is a unique arrow with source s(α). In this case,

es(α)A is the indecomposable module corresponding to some string which is
of the form in this case

•
a1−→•

a2−→• · · · •
an−→•.

Thus, αA ≤⊕ rad(es(α)A) can be given by the string a2 · · · an corresponding
to αA. This case can be seen as the case (1) with m = 0.

By the above two cases, it is easy to see that αA is an indecomposable module. �

3.2. Homomorphisms starting (resp. ending) with αA. A module is said to
be an (indecomposable) arrowed module if it isomorphic to αA for some α ∈ Q1.
Let arr(A) be the set of all arrowed modules. The following lemma shows that any
homomorphism hα induced by α between two indecomposable projective modules
P (s(α)) and P (t(α)) is a morphism crossing αA.
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Lemma 3.2. For arbitrary arrow α ∈ Q1 with source s(α) = v and target t(α) = w,
the morphism hα : P (w)→ P (v) induced by α has a decomposition

P (w)
hα //

g ##❋
❋❋

❋❋
❋❋

❋
P (v).

αA
f

;;①①①①①①①①

Proof. For arbitrary a ∈ A, the homomorphism hα induced by α ∈ Q1 sends any

εwa ∈ εwA to α·εwa = εv·αa ∈ εvA. It follows a decomposition εwA
g // αA

f // εvA

of hα satisfying εwa
✤ g // αa ✤ f // εv · αa as required. �

Lemma 3.3. Keep the notations from Lemma 3.2. The homomorphisms f and g can

not be decomposed through any indecomposable projective module P (u) ( 6∼= P (w)).

Proof. Assume that the string corresponding to P (w) is

M
−1(P (w)) = w′

m0

a′m0−1
←− · · ·

a′2←−w′
2

a′1←−w1
a1−→w2

a2−→· · ·−→wm−1
am−1
−→ wm.

Here, w1 = w. Then the string corresponding to P (v) is of the form

M
−1(P (v)) = vn

bn−1
←−· · ·

b2←− v2
b1←− v1

α
−→w1−→· · · .

By the definition of string algebra, we have αa′1 ∈ I, see FIGURE 3.1.

P (w)

P (v)

w =w1

w2

w3

wm

w′
2 w′

m0

a1

a2

a3

am−1

a′1 a′2 a′m0−1
α

v1 = v

v2

vn

Figure 3.1. The strings respectively corresponding to P (v) and P (w)

Next, we show that g is a homomorphism does not through any indecomposable
projective module P ( 6∼= P (w)). To do this, we assume that g has a decomposition
g = g1g2 such that the following diagram

P (w)

g2

��

hα //

g ##❋
❋❋

❋❋
❋❋

❋
P (v)

αA
f

<<②②②②②②②②

P (u)

g1

;;①①①①①①①①①
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commutes. Then there is a path ℘ on (Q, I) whose source and sink respectively are
u and w, such that g2 : P (w) = εwA → P (u) = εuA, written as h℘, sends each
εwa ∈ εwA to ℘ · εwa = εu(℘a) ∈ εuA, i.e.,

g2(εwa) = ℘a (3.1)

Notice that we have the following two facts.

(1) The module αA is a string module satisfying

M
−1(αA) = w1

a1−→w2 · · ·
am̃−1
−→ wm̃ (1 6 m̃ 6 m),

and the factor substring of M−1(αA) respect to (0, a1) is εw, see the mark
(I) in FIGURE 3.2;

(2) The string corresponded by P (u) is of the form

M
−1(P (u)) = · · ·←−u

℘ ///o/o/o w
a′1−→w′

2−→· · ·
a′
m̃0−1
−→ w′

m̃0

where 0 6 m̃0 6 m0, and ℘ = c1 · · · cl (c1, . . . , cl ∈ Q1) is a path such that,
by the definition of string algebra and αa1 /∈ I, we have

cla1 ∈ I (3.2)

see the mark (II) in FIGURE 3.2.

P (w)P (u)

P (v)
αA

M
7→ a1a2 · · · am̃(I)

(II)

(III) u = wi

w =w1

w2

wi−1

wi

wm

w′
2 w′

m0

a1

ai−1

am−1

a′1 a′2 a′m0−1
α

v1 = v

v2

vn

u

℘

Figure 3.2. If g can be decomposed through P (u) ( 6∼= P (w))

Now we consider the canonical decomposition of g1 : P (u) → αA, it is easy to
see that the image Im(g1) is a string module whose string is a factor substring of
M

−1(P (u)) which is of the form

· · ·←−u
℘ ///o/o/o w

a′1−→w′
2−→· · ·

a′
m̃1−1
−→ w′

m̃1
,

where 0 ≤ m̃1 ≤ m̃0 (≤ m0), see FIGURE 3.2. We obtain two cases as follows.

(A) The vertex u is not a vertex on the string M
−1(αA);

(B) The vertex u is a vertex on the string M
−1(αA).

In case (A), we obviously have g1 = 0 by Theorem 2.7 (1). This is a contradiction.
Now we show that (B) admits a contradiction and end my proof. In ths case, we

obtain u = wi for some 1 ≤ i ≤ m̃. It follows that ai−1 is an arrow ending with u, see
the mark (III) in FIGURE 3.2. One can check that M−1(P (u)) has a factor substring
coincides with an image substring of M−1(αA), it describe the homomorphism
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g1 : P (u) = εuA→ αA, εua 7→ αa1 · · · ai−1εwi
a (∀a ∈ A)

which is non-zero. However, g2 sends each element εwa (∀a ∈ A) in P (w) to the
element ℘a in P (v), see (3.1). Thus,

g(εwa) = g1g2(εwa) = g1(℘a) = αa1 · · ·ai−1℘a

It follows that

fg(a1 · · · ai−1) = f(αa1 · · ·ai−1℘a1 · · · ai−1)

= αa1 · · · ai−1℘a1 · · ·ai−1 = 0 (by (3.2))

By using hα = fg, we have

fg(a1 · · · ai−1) = hα(a1 · · · ai−1)

= αa1 · · · ai−1 6= 0.

We obtain a contradiction.
We can show that f can not be decomposed through any indecomposable projec-

tive module by similar way. �

Lemma 3.4. Keep the notations from Lemma 3.2. For any β ∈ Q1, the homomor-

phisms f and g can not be decomposed through βA ( 6∼= βA).

The proof of the above proposition is similar to that of Lemma 3.4. In the proof
of Lemma 3.4, we prove that g can not be decomposed through any indecomposable
projective module P (u) ( 6∼= P (w)). Now, we show that f can not be decomposed
through any βA ( 6∼= αA).

Proof. Similar to the proof of Lemma 3.3, assume

M
−1(P (w)) = w′

m0

a′m0−1
←− · · ·

a′2←−w′
2

a′1←−w1
a1−→w2

a2−→· · ·−→wm−1
am−1
−→ wm

and

M
−1(P (v)) = vn

bn−1
←−· · ·

b2←− v2
b1←− v1

α
−→w1

a1−→· · ·
am′−1
−→ wm′

(1 6 m′ 6 m) which are shown in FIGURE 3.1.
Next, we show that f is a homomorphism does not through any βA (∀β ∈ Q1,

β 6= α). To do this, we assume that f has a decomposition f = f1f2 such that the
following diagram

P (w)
hα //

g ##❋
❋❋

❋❋
❋❋

❋
P (v)

αA
f

<<②②②②②②②②

f2 ""❋
❋❋

❋❋
❋❋

❋❋

βA

f1

OO

commutes. Notice that the string M
−1(βA) is of the form

u1
c1−→u2

c2−→· · ·
cl−1
−→ ul,

then any image substring of it is of the form cl′cl′+1 · · · cl−1 (1 6 l′ 6 l − 1, t(β) =
s(cl′), in the case of l′ = l − 1 we take image substring is εul

), and, by Theorem
2.7 (1) and f2 6= 0, there is a factor substring of M−1(αA) = a1a2 · · · am̃, written as
a1a2 · · ·aj (0 6 j 6 m̃), coincides with some image substring of M−1(βA). It follows
that



ON ENDOMORPHISM ALGEBRAS OF STRING ALMOST GENTLE ALGEBRAS 11

cl′ = a1, cl′+1 = a2, . . ., cl = aj
hold for some 0 6 j 6 m̃, where j = l − l′ + 1

(see mark “Case (A)” in FIGURE 3.3).

P (w)

P (v)

αA
M
7→ a1a2 · · · am̃

βA
Case (B)

βAβAβA
Case (A)

wm′ = w1

w =w1

w2

wj

wj+1

wm

w′
2 w′

m0

a1

aj

am−1

a′1 a′2 a′m0−1
α

v1 = v

v2

vn

ul′−1

ul′−2

u2

u1

u

cl′−1

cl′−2

c1

β

Figure 3.3. If f can be decomposed through βA ( 6∼= αA)

We obtain two cases as follows.

(A) l′ < l− 1, that is, the length of cl′cl′+1 · · · cl−1 is great than or equal to 1, see
mark “Case (A)” in FIGURE 3.3.

(B) l′ = l − 1, that is, M(cl′cl′+1 · · · cl−1) = M(εul
) is isomorphic to the simple

module S(ul), see mark “Case (B)” in FIGURE 3.3.

In Case (A), αa1 /∈ I admits cl′−1a1 ∈ I by the definition of string algebra, i.e.,
cl′−1cl′ ∈ I, this is a contradiction since c1c2 · · · cl−1 is a string.
In Case (B), we have Im(f2) ∼= S(w1) is a simple module which must be a sub-

module of P (v) since f1 : βA→ P (v) is non-zero. It follows that wm′ = w1 by using
Theorem 2.7 (1), then, by using the definition of string algebra, we have

(B.1) am′−1 coincides with the arrow α;
(B.2) or am′−1 coincides with the arrow cl′−1 (= cl).

On the other hand, by f2 6= 0, there is a factor substring of M−1(βA) = c1 · · · cl′−1,
say

c1 · · · cl′′ (0 6 l′′ 6 l′ − 1),

coincides with some image substring

am′′ · · · am′−1 (0 6 m′′ 6 m′ − 1)

of M−1(P (v)), i.e.,

c1 · · · cl′′ = am′′ · · · am′−1 (l′ = m′ −m′′). (3.3)

In (B.1): We get f2 is of the following form

f2 : αA→ βA, αa 7→ βam′′ · · · am′−2 · αa, (3.4)

by using (3.3), and get f1 is of the following form

f1 : βA→ αA, βa 7→ αa1 · · · am′′−1a. (3.5)
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Consider the path a1 as an element in A, we have

hα(a1) = f1(f2(g(a1))) = f1(f2(αa1))

(3.4)
= f1(βam′′ · · · am′−2αa1)

(3.5)
= αa1 · · · am′′−1am′′ · · ·am′−2αa1

= αa1 · · · am′−2αa1

6= αa1 = hα(a1),

a contradiction.
In (B.2): am′−1 = cl′−1 admits am′−2cl′−1 ∈ I by using the definition of string

algebra. Then am′−2cl′−1 = am′−2am′−1, as an element in A, is zero. It
contradicts with a1 · · ·am′−2am′−1 is a string.

The contradictions given by Cases (A) and (B) show that this proposition holds.
�

Lemma 3.5. Let A = kQ/I be a string algebra and α be an arrow on Q. Any

homomorphism hα : P (v) → P (w) induced by the arrow α : w → v can not be

decomposed through arbitrary βA ( 6∼= αA).

Proof. It is well-known that each base hp element of HomA(P (v), P (w)) is described
by the path p from w to v on (Q, I), that is, hp : eva 7→ p · eva = pa. If hp can be
decomposed through βA, then, by Theorem 2.7, one can check that β is an arrow
such that:

(1) t(β) = s(M−1(P (v))),
(2) p is a factor substring of M−1(P (w)),
(3) β is an arrow on p.

If p = α is an arrow, then β must be coincided with α, it contradicts with αA 6∼= βA
as required. �

Lemma 3.6. Let A = kQ/I be an SAG-algebra, α be a left forbidden arrow, and

β be an arbitrary arrow. If HomA(αA, βA) 6= 0, then it can be decomposed through

some indecomposable projective module.

Proof. Assume f is a non-zero homomorphism which can be decomposed through
γA, here, γA 6∼= αA and γA 6∼= βA. Assume α is an arrow on the path

p = · · · // •
a1 // •

a2 // · · ·
an // v

α // w
qα ///o/o/o •

such that a1a2, . . . an−1an, anα ∈ I and M(qα) ∼= αA. By Theorem 2.7 and f 6= 0,
we obtain that qα has a factor substring which coincides with an image substring of
qβ := M

−1(βA) (then t(β) = s(qβ) holds). Thus, t(qβ) is a vertex on αqα, and the
positional relationship of qα and qβ is one of the following forms:

Case 1.

◦
β // u

q̃β

  
 `

 `
 `

 `

· · · // •
a1

// •
a2

// · · ·
an

// v
α

// w
qα ///o/o/o

γ

��❃
❃❃

❃❃
❃❃

❃ •;

. . .

where qβ is of the form q̃βq
′
α, and q′α is a factor image of qα.
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Case 1.

◦
β // u

q̃β

   `
 `

 `
 `

 `

· · · // •
a1 // •

a2 // · · ·
an // v

α //

γ

��❂
❂❂

❂❂
❂❂

❂ w
qα ///o/o/o •,

. . .

where qβ is of the form q̃βαq
′
α, and q′α is a factor image of qα.

In Case 1, we assume

qα = w
qα,1 // •

qα,2 // · · ·
qα,l // • ; and q̃β = u

qβ,1 // ◦
qβ,2 // · · ·

qβ,ℓ // w ;

then qβ,ℓqα,1 ∈ I since A is a string algebra. We know that qα has a factor substring,
say r, coinciding with an image substring of qβ, there are two subcases as follows.

Subcase 2.1. l = 0. Then, q̃β = qβ , and r = q′α = qα = εw is both a factor
substring of qα and an image substring of qβ respect to qβ,ℓ. It follows that
t(qβ) = w, and Im(f) ∼= S(w) is simple. On the other hand, A is an SAG-
algebra, then all relations in I are paths of length two, and so, βqβγ =
0 admits that qβ,ℓγ ∈ I. Thus, S(w) is a direct summand of the socle
of P (S(w)) = P (s(qβ,1)) = P (u). That is, for any a ∈ A, we obtain a
decomposition

αA

f

**
f1

// P (u)
f2

// βA

of f such that f(αa) = βqβ,1 · · · qβ,ℓ−1 · f1(αa), where f1 sends αa to an
element in P (u) which is of the form εua

′, and, for any x ∈ A, f2 sends each
εux to βqβ,1 · · · qβ,l−1 · εux.

Subcase 2.2. l ≥ 1. We can show that f can be decomposed by P (u) by the
method similar to the proof of Subcase 2.1.

In Case 2, we assume

qα = w
qα,1 // •

qα,2 // · · ·
qα,l // • ; and q̃β = u

qβ,1 // ◦
qβ,2 // · · ·

qβ,ℓ // v ;

then qβ,ℓα /∈ I, which admits qβ,ℓγ ∈ I by using A to be a string algebra. Assume
q′α = qα,1 · · · qα,l′, 1 6 l 6 l′, then, for any a ∈ A, the homomorphism f described by
q′α sends each element αa to βq̃βαa (∈ βA). Notice that

q̃βαa = εs(q̃β,1)q̃βαa = εuq̃βαa ∈ εuA = P (u),

now one can check that f can be decomposed through P (u). �

4. R-endomorphism algebras

For a string algebra A, letR be a subset ofQ1 whose all elements are left forbidden
arrows in this section.

Definition 4.1. An R-summed module is the direct sum of A and all arrowed
modules αA (α ∈ R), that is,

MR := A⊕
⊕

α∈R

αA,
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and its endomorphism algebra

AR := EndA(MR)

is called an R-endomorphism algebra. The set R is called an left forbidden arrow

index (of (Q, I)). In particular, there are two remarks as follows.

(1) In the case of R = ∅, the R-summed module is 0.
(2) Every arrowed module αA is an R-summed module with R = {α}.

In this section, we provide a method to compute the bound quiver of AR in the
case of A to be an SAG-algebra.

4.1. R-bound quiver. Let (Q, I) be a bound quiver of a string algebra. We define
its R-bound quiver is (R(Q),R(I)), where R(Q) = (R(Q)0,R(Q)1,R(s),R(t)) is
given by the following Steps 1–4, and R(I) is given by the following Steps 5–6.

Step 1 R(Q)0 := Q0 ∪ Q
×
0 , where Q

×
0 is a finite set such that the bijection

v : {αA | α ∈ R} → Q×
0

exist.
Step 2 R(Q)1 := (Q1\R) ∪ R

×, where R× := {αL, αR | α ∈ R}.
Step 3 R(s) : R(Q)1 → R(Q)0 sends any arrow a ∈ Q1\R to its source s(a),
sends any arrow αL ∈ R

× to the source s(α) of α, and sends any arrow
αR ∈ R

× to the vertex v(αA).
Step 4R(t) : R(Q)1 →R(Q)0 sends any arrow a ∈ Q1\R to its sink t(a), sends
any arrow αL ∈ R

× to the vertex v(αA), and sends any arrow αR ∈ R
× to

the sink t(α) of α.
Step 5 For any arrow a ∈ Q1, define

a× =

®

a, if a ∈ Q1\R;

aLaR, if a ∈ R,

a×L =

®

a, if a ∈ Q1\R;

aL, if a ∈ R,

and a×R =

®

a, if a ∈ Q1\R;

aR, if a ∈ R.

For any path p = a1a2 · · · an on (Q, I), we define

p× = (a1)
×
Ra

×
2 · · · a

×
n−1(an)

×
L .

Step 6 R(I) := 〈p× | p ∈ I〉 which is naturally induced by I and Step 5.

Remark 4.2.

• The finite-dimensional algebra given by (R(Q),R(I)) is written as R(A). If
A is a string algebra (resp., an SAG-algebra), then so is R(A).
• It is clear that αLαR /∈ I(A).
• If R = ∅, then it is trivial that R(A) and A coincide.

Example 4.3. Let A = kQ/I be the string algebra given by Example 2.2. Take
R = {a, d, a′}, then theR-bound quiver (R(Q),R(I)) is shown in FIGURE 4.1, where

R(Q)0 = {1, 2, 3, 4, 5, 6, aA, dA, a
′A}

= Q0 ∪ {va = v(aA), vd = v(dA), va′ = v(a′A)};

R(Q)1 = (Q1\R) ∪ {aL, dL, a
′
L, aR, dR, a

′
R};

and, since
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va

va′

vd1

2

3

4

5

6

aL

aR

b

c

dLdR

e

f

d′

e′

f ′

a′L

a′R

b′

c′

Figure 4.1. The bound quiver (R(Q),R(I)) of R(A)

I = 〈ab, bc, ca, dd′, ee′, ff ′, a′b′, b′c′, c′a′,
e′f, e′c′, f ′d, f ′a′, d′e, d′b′, a′eb, b′fc, c′da〉,

we have

R(I) = 〈aRb, bc, caL, dRd
′, ee′, ff ′, a′Rb

′, b′c′, c′a′L,
e′f, e′c′, f ′dL, f

′a′L, d
′e, d′b′, a′Reb, b

′fc, c′dLdRa〉,

see the dashed lines in FIGURE 4.1.

4.2. R-endomorphism algebra. The following result provide a method to com-
pute the R-endomorphism algebra AR of an R-summed module MR over an SAG-
algebra A.

Theorem 4.4. Let A be an SAG-algebra whose bound quiver is (Q, I) and R be an

arbitrary left forbidden arrow index of Q1. Then AR
∼= R(A) (= kR(Q)/R(I)) is

an SAG-algebra.

Proof. Assume AR = kQR/IR, where QR = ((QR)0, (QR)1, sR, tR). Let X be
the full subcategory of mod(AR) generated by X; IrrX (X1, X2) be the set of all
irreducible homomorphisms in X from X1 to X2 (X1 and X2 are indecomposable
A-modules); B(X1, X2) be a basis of IrrX (X1, X2) as a k-linear space; and Irr(X ) :=

⋃

X1,X2∈ind(X )

B(X1, X2).
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We only prove R(Q) = QR. Indeed, we will provide a one-to-one correspondence
between R(Q) and Irr(X ) in this proof, and it admits a one-to-one correspondence
between the generators of IR and the generators of R(I).
First of all, by the definition of AR = EndA(A⊕

⊕

α∈R αA), we have a one-to-one
correspondence

(QR)0
♠
→X := {εiA | i ∈ Q0} ∪ {αA | α ∈ R}

♣
→Q0 ∪ Q

×
0 = R(Q)0 (4.1)

from (QR)0 to R(Q)0, where ♠ is obtained by {idX ∈ R(A) | X ∈ X} is a complete
set of primitive orthogonal idempotents of R(A), and ♣ is obtained by Step 1.
Second, we have a one-to-one correspondence

(QR)1
♥♥♥
→ Irr(X ).

By Lemma 3.2, if α ∈ R, then hα : P (t(α))→ P (s(α)) has a decomposition hα = fg
through αA. By Lemma 3.3, g : P (t(α)) → αA can not be decomposed through
any indecomposable projective module which does not isomorphic to P (t(α)), and
f : αA → P (s(α)) can not be decomposed through any indecomposable projective
module which does not isomorphic to P (s(α)). By Lemma 3.4, g and f can not
be decomposed through any βA ( 6∼= αA, β ∈ Q1). That is, f and g can be seen
as two base vectors of IrrX (αA, P (s(α))) and IrrX (P (t(α), αA)), and then, they are
corresponded by two arrows v(αA) → t(α) and s(α) → v(αA) in R(Q)1 under the
correspondence ♥♥♥, respectively.
On the other hand, if α ∈ Q1\R, then, by Lemma 3.5, we obtain that hα is

irreducible in X , and by Lemma 3.6, for arbitrary two left forbidden arrows in R,
each non-zero homomorphism in HomX (αA, βA) is not irreducible. Therefore, we
have

R(Q)1
♦♦♦
→
1−1

Irr(X )

=
⋃

X1,X2∈ind(X )

B(X1, X2)

=
⋃

v∈Q0,α∈R

B(P (v), αA)
⋃ ⋃

v∈Q0,α∈R

B(αA, P (v))

⋃ ⋃

α∈Q1\R

B(P (t(α)), P (s(α))),

where B(P (v), αA), B(αA, P (v)), and B(P (t(α)), P (s(α))) are described by Lem-
mas 3.3, 3.4, and 3.5. Therefore, we obtain a one-to-one correspondence

(QR)1
1−1
→ (R(Q))1 (4.2)

by ♥♥♥ and ♦♦♦. Moreover, it is easy to see that four correspondences ♠, ♣, ♥♥♥, and ♦♦♦
show that the following two diagrams

(QR)1

(4.2)
��

sR // (QR)0

(4.1)
��

R(Q)1
R(s)

// R(Q)0

(QR)1

(4.2)
��

tR // (QR)0

(4.1)
��

R(Q)1
R(t)

// R(Q)0

commute. Thus, QR = R(Q).
Finally, R(Q) to be an SAG-algebra is shown in by Remark 4.2. �
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Notice that if A is a string algebra, then for some left forbidden arrow index R, it
may be holds that AR

∼= R(A). For example, the string algebra A given by Example
2.2, and R the left forbidden arrow index given by Example 4.3, one can check that
AR
∼= R(A) in this instance.

5. On representation types of SAG-algebras

Recall that a finite-dimensional Algebra A is said to be representation-finite (resp.
representation-infinite) if the set ind(mod(A)) of all isoclasses of indecomposable A-
modules is a finite (resp. infinite) set.

5.1. Representation types of SAG-algebras and R-endomorphism alge-
bras. Theorem 2.6 admits that the following lemma.

Lemma 5.1. A string algebra is representation-infinite if and only if its bound

quiver has at least one band.

It can be shown by Brauer-Thrall Theorem, see for example, [ASS06, Chapter IV,
Section IV.5].

Theorem 5.2. Let A = kQ/I be an SAG-algebra. Then A is representation-finite

if and only if, for all left forbidden arrow indices R, the R-endomorphism algebra

AR is representation-finite.

Proof. If, for arbitrary left forbidden arrow index R, AR is always representation-
finite, then A is representation-finite which can be proved by the trivial case R = ∅.
Next, assume that A is representation-finite. If there is a forbidden left arrow

index R such that AR is representation-infinity, then, by Lemma 5.1, the bound
quiver (QR, IR) of AR contains a band b. By (QR)1 = (Q1\R) ∪R

×, all arrows on
b can be divided to three classes:

(1) the arrows lying in (Q1\R) ∪ R
×;

(2) the arrows lying in R× which are of the form αL;
(3) the arrows lying in R× which are of the form αR.

If there is an arrow on b which is of the form αR : v(αA)→ t(α), then αL : s(α)→
v(αA) is also an arrow on b. Otherwise, since b can be seen as a cycle without
relation on (QR, IR), we have two cases as following:

(A) there exists an arrow β on b such that t(β) = v(αA), cf. FIGURE 5.1 (I);
(B) there exists an arrow β on b such that s(β) = v(αA), cf. FIGURE 5.1 (II).

b
v(αA)

αR

β
αL

(I)

b
v(αA)

αR

β
αL

(II)

Figure 5.1.
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In the case (A), we have βαR ∈ I by using the definition of SAG-algebra, it contra-
dicts with b to be a band. In the case (B), we have αLαR ∈ I. However, by Remark
4.2 and Theorem 4.4, it contradicts with αLαR /∈ IR = R(I). �

Corollary 5.3. Let A = kQ/I be an SAG-algebra such that, for some left forbid-

den arrow index R ⊆ Q1, the R-endomorphism algebra AR is representation-finite.

Then A is representation-finite.

Proof. Assume than AR is representation-finite. We show that A is representation-
finite. If A is representation-infinite, then by Lemma 5.1, the bound quiver (Q, I)
of A contains a band b = b1b2 · · · bn, here, bi ∈ Q1 ∪ Q

−1
1 , s(bi) = vi (1 ≤ i ≤ n),

t(bn) = s(b1). By using Theorem 4.4, (QR, IR) contains a band which is of the form

b× = b×1 b
×
2 · · · b

×
n

where

b×i =











b×i , if bi ∈ Q1;

(bi)
−1
R (bi)

−1
L , if bi ∈ Q

−1
1 and bi ∈ R;

b−1
i , if bi ∈ Q

−1
1 and bi /∈ R.

It contradicts with Lemma 5.1 as required. �

Corollary 5.4. Let A = kQ/I be an SAG-algebra. Then the following statements

are equivalent:

(1) A is representation-finite;

(2) there is a left forbidden arrow index R such that AR is representation-finite;

(3) for arbitrary left forbidden arrow index R such that AR is representation-

finite.

Proof. The statements (1) and (3) are equivalent by using Theorem 5.2. Moreover,
we have that (2) admits (1) by using Corollary 5.3, and it is trivial that (3) admits
(1). Then this corollary holds. �

5.2. Representation types of SAG-algebras and CM-Auslander algebras.
Recall that a Gorenstein-projective (say G-projective for short) A-module G is a
module with complete projective resolution, that is, there is an exact sequence

· · ·
p−2
−→P−1

p−1
−→P0

p0
−→P1

p1
−→P2

p2
−→· · ·

such that

• it is HomA(−, A)-exact;
• G ∼= Ker(p1) = Im(p0) holds.

We denote G-proj(A) the full subcategory of mod(A) generated by all G-projective
modules over A, and denote ind(G-proj(A)) the set of all indecomposable G-projective
modules over A (up to isomorphism).
In [Kal15, CSZ18, etc], Kalck and Chen−Shen−Zhou respectively provide the

descriptions of G-projective modules over gentle algebra and monomial algebra.
Then we obtain that SAG-algebras are CM-finite, that is, the number of isoclasses
of indecomposable G-projective modules is finite. Thus, we can compute the Cohen-
Macaulay Auslander algebra, defined as

ACMA := EndA

Ñ

⊕

G∈ind(G-proj(A))

G

é

,

of A by using results in [Kal15,CSZ18], see for example, [CL17,CL19,LZ24, etc].
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5.2.1. Perfect forbidden cycles. A forbidden cycle C = c1 · · · cl (s(ci) = i, i =
1, 2, . . . , l) on string pair (Q, I) is said to be perfect if it satisfies the following
two conditions.

• For any arrow α ending with some vertex t on C , we have αct /∈ I;
• For any arrow β starting with some vertex t on C , we have ct−1β /∈ I.

Perfect forbidden cycles can be used to describe all non-projective indecomposable
Gorenstein-projective modules over SAG-algebra. In particular, the set Rp of all
arrows on all perfect forbidden cycles is a left forbidden arrow index, and call it a
perfect index. The term “perfect” originates from “perfect path” and “perfect pair”
which is first introduced by Chen−Shen−Zhou in [CSZ18]. The following result is
a direct corollary of [CSZ18, Proposition 5.1]

Corollary 5.5 ([CSZ18, Proposition 5.1]). An arrowed module αA over an SAG-

algebra A = kQ/I is a non-projective indecomposable G-projective module if and

only if α ∈ Rp.

Proof. Recall that a perfect pair on a perfect forbidden cycle C = c0c1 · · · cn−1 of
length n is defined as a sequence which is of the following form

℘[t] = (c1+t, c2+t, . . . , cn−1+t, c1+t),

where, for any m ∈ N, m defined as m modulo n, see [CSZ18, Definition 3.3] or
cf. [LZ24, Definition 3.1]. Then, by using the definition of SAG-algebra and [CSZ18,
Proposition 5.1], we obtain this corollary. �

Theorem 5.6. Let A = kQ/I be an SAG-algebra, C1, . . . ,Ct be perfect forbidden

cycles on (Q, I). Then ARp is isomorphic to the CM-Auslander algebra of A.

Proof. By Corollary 5.5, an indecomposable module is a non-projective indecompos-
able G-projective module if and only if it is isomorphic to αA with α ∈ Rp. Thus,
we obtain

ARp = EndA

Å

A⊕
⊕

α∈Rp

αA

ã

∼= EndA

Å

A⊕
⊕

G∈ind(G-proj(A))
G is non-projective

G

ã

∼= EndA

Å

⊕

G∈ind(G-proj(A))

G

ã

= ACMA.

�

Furthermore, we have the following result.

Corollary 5.7. An SAG-algebra is representation-finite if and only if so is its CM-

Auslander algebra.

Proof. Let A be an SAG-algebra. Notice that Rp is a left forbidden arrow index,
then, by Corollary 5.4 (1) and (2), we have the representation types of A and
ARp coincide. By Theorem 5.6, we have the representation types of A and ACMA

coincide. �

Example 5.8. Let A = kT /J is given by the bound quiver (T ,J ), where T is the
quiver of the string algebra given in Example 2.2 and

J = 〈ab, bc, ca, dd′, ee′, ff ′, a′b′, b′c′, c′a′,
e′f, e′c′, f ′d, f ′a′, d′e, d′b′, a′e, b′f, c′d〉.
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a′

b′

c′

Figure 5.2. The bound quiver of the SAG-algebra given in Example 5.2
(The dashed lines represent the relations in I)

see FIGURE 5.2. Then A is an SAG-algebra, and aA, bA, and cA are both non-
projective and G-projective since abc is a perfect forbidden cycle.
(1) Notice that a′b′c′ is not a perfect forbidden cycle, then a′A, b′A, and c′A are

not G-projective by using Corollary 5.5 (or [CSZ18, Proposition 5.1]). It follows
that αA may be not G-projective.
(2) Now we provide an instance for Theorem 5.6 and Corollary 5.7. Take R =
{a, b, c} = Rp, then the bound quiver of AR is shown in FIGURE 5.3 which is isomor-
phic to the CM-Auslander algebra ACMA = kT CMA/J CMA of A, where

J CMA = 〈aRbL, bRcL, cRaL, dd
′, ee′, ff ′, a′b′, b′c′, c′a′,

e′f, e′c′, f ′d, f ′a′, d′e, d′b′, a′e, b′f, c′d〉.

Moreover, since the bound quiver (T ,J ) has a band

B = a′d′−1ae−1b′e′−1bf−1c′f ′−1cd−1,

we obtain that A is representation-infinite by using Lemma 5.1. Notice that B
corresponds to the band

B× = a′d′−1aLaRe
−1b′e′−1bLbRf

−1c′f ′−1cLcRd
−1

on the bound quiver (T CMA,J CMA), then ACMA is also a representation-infinite
SGA-algebra.
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Figure 5.3. The bound quiver of the CM-Auslander algebra ACMA,
where A is the SAG-algebra in Example 5.8

(The dashed lines represent the relations in ICMA)
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