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Abstract: The theory of direct reciprocity explores how individuals cooperate
when they interact repeatedly. In repeated interactions, individuals can condi-
tion their behaviour on what happened earlier. One prominent example of a
conditional strategy is Tit-for-Tat, which prescribes to cooperate if and only if
the co-player did so in the previous round. The evolutionary dynamics among
such memory-1 strategies have been explored in quite some detail. However, ob-
taining analytical results on the dynamics of higher memory strategies becomes
increasingly difficult, due to the rapidly growing size of the strategy space. Here,
we derive such results for the adaptive dynamics in the donation game. In par-
ticular, we prove that for every orbit forward in time, there is an associated orbit
backward in time that also solves the differential equation. Moreover, we anal-
yse the dynamics by separating payoffs into a symmetric and an anti-symmetric
part and demonstrate some properties of the anti-symmetric part. These results
highlight some interesting symmetries that arise when interchanging player one
with player two, and cooperation with defection.

1 Introduction

The prisoner’s dilemma is a classic thought experiment in game theory that
helps to analyse social phenomena such as altruism and cooperation [42, 14].
This game describes a situation in which two individuals independently decide
whether to cooperate or defect with one another. When the game is only played
once, mutual defection is the only equilibrium – see [35] for details. However,
when the game is repeated sufficiently often, many additional equilibria appear,
including ones that allow for full cooperation [12].

To explain how these cooperative behaviours might emerge in nature, re-
searchers use the tools of evolutionary game theory [36, 9]. This literature
assumes the players’ strategies are adaptable. Players can change their strate-
gies over time depending on their relative success. The resulting dynamics
can be described either with differential equations (in infinite populations), or
stochastic processes (in finite populations), see [41]. However, in either case,
it becomes increasingly difficult to derive analytical results when the game al-
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lows for many strategies (as in the repeated prisoner’s dilemma). To circum-
vent these problems, researchers often explore the dynamics numerically (as in
[31, 8, 11, 39, 13, 37, 40, 24] and many others).

In this paper, we take a purely mathematical approach by studying the
game’s adaptive dynamics [26, 7]. This approach has been previously used to
analyse the repeated prisoner’s dilemma among players with restricted mem-
ory [30, 21, 1, 18, 10, 22]. A common assumption of these studies is that players
only react to the co-player’s very last move, or the last moves of both players.
Herein, we aim to derive results for players with more memory. Specifically, we
allow players to consider the last 2, 3, or more generally, N rounds.

We introduce our general framework in Section 2. In particular, we explain
how repeated games among memory-N players can be represented as a finite-
state Markov chain [16, 38, 23, 43, 28]. Using methods of linear algebra, in
Section 3 we investigate some properties of the correponding transition matrix.
In particular, we describe its general structure and the natural transformations
that this matrix lends itself to. We show that there exist only eight “alternative
perspectives” for a two-player memory-N game. These eight perspectives arise
by either changing the focal player, or by replacing cooperation with defection.
We describe exactly how each of these transformations can be achieved through
transforming the transition matrix.

In Section 4 we explore the adaptive dynamics of the repeated Prisoner’s
Dilemma, generalising some results from [17] and [22]. Additionally, we show
that the dynamics can be represented as the sum of two (not uncoupled) vector
fields, which we refer to as the symmetric and anti-symmetric parts. With the
appropriate choice of the payoff vector, the original dynamics can be viewed
as a perturbation of the anti-symmetric part; we describe this in detail in the
case of memory 1. Section 5 is dedicated to investigating some properties of the
anti-symmetric adaptive dynamics, such as their equilibria and invariants. We
demonstrate that a tit-for-tat strategy is always an equilibrium of the system.
Moreover, we generalise a result demonstrated in [22], by showing that the anti-
symmetric system always has 2N−1 conserved quantities.

Overall, our results highlight the rich structure inherent in the adaptive
dynamics of repeated games. Although the dimension of the strategy space
increases quickly in N , this structure can help us understand the evolution of
direct reciprocity in more detail.

2 Model

2.1 Adaptive dynamics

In the most classical setting, adaptive dynamics considers an asexually repro-
ducing resident population characterised by some trait x. This population is
regularly challenged by mutants with trait y. Whether or not the mutant can
invade (and take over the population) depends on its invasion fitness A(y, x).
This function describes the fitness advantage (or disadvantage) that the mutant
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faces in a homogeneous population of residents. Later, we will identify this in-
vasion fitness with the payoff of a player with strategy y against a resident with
strategy x. Mutants successfully invade and subsequently become the majority
if and only if (see [20])

A(y, x) > A(x, x).

This condition means: against residents, mutants need to receive a higher payoff
than the residents receive themselves.

The invasion fitness is a way to quantify the evolutionary advantage of mu-
tations. In many applications, this invasion function is well-behaved. Thus,
when considering an evolving population as a whole, it makes sense to adopt
the approach of meso-evolution [25]. At its core lie two main ideas: (i) evo-
lution should be perceived through the lens of changing uniform traits in the
population, and (ii) said changes in traits are presented as a continuous stream
of mutations.

Leveraging on these principles, one can formally write the equation for the
direction of the mutation that yields the largest invasion fitness. First proposed
by Hofbauer and Sigmund in 1990 [19], the resulting adaptive dynamics takes
the form

ẏ =
∂A(x, y)

∂y
|y=x. (2.1)

These dynamics can be motivated by assuming that the mutant trait y is in-
finitesimally close to the resident trait x. At every subsequent time step, the
mutant with the largest payoff advantage reaches fixation and forms the new
resident population. This new population is then again challenged by those
mutants that have the largest advantage in the new environment.

2.2 Prisoner’s dilemma

In the following, we assume that the population members derive their fitness
from interacting in a repeated prisoner’s dilemma. The repeated prisoner’s
dilemma is a two-player game where in each round, players can choose between
two actions. They can either cooperate (C) or defect (D) (see [32, 5]). Every
round, depending on the choices of both of the players, they reap an appropriate
payoff. Payoffs are often represented from the point of view of player 1 (who
chooses a row), when interacting against player 2 (who chooses a column),

C D
C
D

(
R S
T P

)
The standard assumptions are that the payoffs satisfy T > R > P > S and
2R > T +S. On the one hand, these conditions ensure that mutual cooperation
is preferred to mutual defection (because R > P ). On the other hand, each
individual is tempted to defect irrespective of the co-player’s choice (because
T > R and P > S). When specified, we will additionally assume that our game
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satisfies the condition of equal gains from switching [30]. That is, we assume

R+ P = T + S.

One commonly used instance of a prisoner’s dilemma with equal gains from
switching is the so-called donation game [36]. Here, cooperation means to pay
a cost c for the co-player to get a benefit b>c. Defection means to pay no cost
and to provide no benefit. Hence, R=b−c, S=−c, T =b, and P =0.

As is commonly assumed in the literature, we suppose the game is repeated
for infinitely many rounds, and that payoffs of future rounds are not discounted.

2.3 Reactive strategies

When interacting in a repeated prisoner’s dilemma, each player needs to have a
strategy. That is, each player needs a rule that determines how to play in each
round, given the previous history of interactions. Perhaps the simplest non-
trivial class of strategies is the set of reactive strategies [30]. Here, a player’s
action in any given round only depends on what the co-player did in the previous
round. We can represent reactive strategies as 2-tuples, p = (p1, p2) for the focal
player 1 and q = (q1, q2) for the opponent player 2. The entry p1 indicates the
focal player’s probability of cooperating given that in the previous round, their
opponent cooperated. The second entry p2 is the cooperation probability given
that in the previous round, their opponent defected. The quantities q1 and q2
are defined analogously. Although reactive strategies are comparably simple,
they exhibit a multitude of fascinating phenomena [27, 44, 4].

When both players use reactive strategies, there is an explicit formula for
their expected payoffs per round. To represent this formula, we use the notation
by Hofbauer & Sigmund [20]: let r = p1 − p2, r

′ = q1 − q2, m = p2+rq2
1−rr′ and

m′ = q2+rp2

1−rr′ .
Then player 1’s payoff function A is given by

A(p,q) = Rmm′ + Sm(1−m′) + T (1−m′)m+ P (1−m)(1−m′)

= (1− c)mm′ − cm(1−m′) + (1−m)m′

=
b ((q1 − q2) p2 + q2)− c (p2 + (p1 − p2) q2)

1− (p1 − p2) (q1 − q2)

(2.2)

The explicit form of the resulting adaptive dynamics, as well as their properties
can be found in [20].

2.4 Memory-N strategies

Instead of assuming that players only react to their co-player’s last action, in
the following we allow them to take into account both players’ actions in the
N previous rounds. Thus, their decision in the N + 1st round will be governed
by all the choices in the N previous turns. Again, we write the two players’
memory-N strategies as two vectors p and q, respectively. When both players
adopt memory-N strategies, we sometimes speak of a memory-N game.
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These vectors contain the players’ conditional probability to cooperate, de-

pending on the outcome of the last N rounds. As a result, they lie in R22N

and have entries of the form pi1i2...i2N where ij ∈ {C,D}. Each pair of indices
i2k−1 and i2k with k ∈{1, . . . , N} describes the two players’ choices in a given
round. We use the convention that within each pair, the focal player’s choice
comes first. Moreover, the oldest remembered round is given by the first pair
(i1, i2), whereas the outcome of the most recent round is given by the last pair
(i2N−1, i2N ).

As an example, consider a memory-3 strategy’s entry pCCCDDC . This entry
gives the probability that player 1 cooperates in the next round, given that
three rounds ago, both players cooperated, two rounds ago player 1 cooperated
and player 2 defected, and in the previous round, player 1 defected and player 2
cooperated.

Remark 2.1. For brevity, we will sometimes write pi for the element pi1...i2N
of the vector p. These two types of notation will be used interchangeably.

We assume the vectors p and q are written in lexicographic order with C coming
first,

p =



pCC...CC

pCC...CD

pCC...DC

pCC...DD

...
pDD...DD


, q =



qCC...CC

qCC...CD

qCC...DC

qCC...DD

...
qDD...DD


Once the players’ strategies p and q are given, we can describe the resulting
game dynamics as a Markov chain. The states of this chain are the possible
22N outcomes of the past N rounds. Let MN (p,q) denote the corresponding
transition matrix (we sometimes omit the variables and simply write MN ).

This matrix is stochastic. When all p, q ∈ (0, 1)2
2N

, it has a unique left unit
eigenvector ν corresponding to eigenvalue 1. That is, ν is the unique vector that
satisfies νTMN = νT and

∑
i νi = 1. Sometimes, this vector is referred to as

the Markov chain’s invariant distribution [29]. We describe the precise form of
MN further below.

The information about a player’s (one-round) payoff after a certain outcome
of N choices can be encoded in a 22N dimensional payoff vector fN . Then the
payoff function for the repeated game is defined as the first player’s weighted
average payoff across all rounds,

A(p,q) = ⟨ν(p,q), fN ⟩ . (2.3)

The corresponding adaptive dynamics are then given by

ṗ =
∂A(p,q)

∂p

∣∣∣
p=q

=
∂ ⟨ν(p,q), fN ⟩

∂p

∣∣∣
p=q

.
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Having an evolutionary advantage in this model corresponds to getting the
largest expected profit. For a homogeneous resident population with strat-
egy q, adaptive dynamics thus points towards the (infinitesimally close) mutant
strategy p that performs best against the resident.

The simplest example of the payoff function and corresponding adaptive
dynamics is in memory 1. In this case, by using the formalism of Press &
Dyson [34], one can write the payoff function as

A(p,q) :=

∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 f1
pCDqDC pCD − 1 qDC f2
pDCqCD pDC qCD − 1 f3
pDDqDD pDD qDD f4

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 1
pCDqDC pCD − 1 qDC 1
pDCqCD pDC qCD − 1 1
pDDqDD pDD qDD 1

∣∣∣∣∣∣∣∣
,

with (f1, f2, f3, f4)=(R,S, T, P ). In the special case of equal gains from switch-
ing, an explicit form of the adaptive dynamics can be found in [22]; we provide
the full general form in Appendix A, equation (A.1).

2.5 Counting strategy

In the general case, the adaptive dynamics of a game among players with
memory-1 strategies takes place on a four-dimensional space. However, there
exists an invariant three-dimensional subspace within R4:

Theorem 2.2 (LaPorte, Hilbe et al., [22]). The condition pCD = pDC is in-
variant on the trajectories of memory-1 adaptive dynamics.

Memory-1 strategies with pCD = pDC are referred to as counting strategies.
They only depend on how many of the two players cooperated in the previous
round, while being independent of who cooperated. Following the notation
in [22], we describe the adaptive dynamics for counting strategies in terms of
a 3-tuple (q2, q1, q0). The subscript here encodes the number of players who
cooperated in the previous round: pCC = q2, pCD = pDC = q1 and pDD =
q0. We provide an explicit form of the equations for counting strategies in
Appendix A, equation (A.3).

2.6 Recursive construction of MN and the payoff vector

In the following, we describe the general form of the transition matrix for games
among memory-N players. In general, each entry of this transition matrix can
be defined directly (see, for example, [16]). However, in this section we point
out that the transition matrix MN for a game among memory-N players can
be constructed recursively from the transition matrix MN−1; additionally, we
provide the algorithm for this construction. A similar recursive procedure exists
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for the payoff vector fN , which we will describe as well. These constructions
will later be useful to derive some of the symmetries inherent in these transition
matrices, see Section 3.

Recall that in the indices of elements of p and q, the choice of the focal
player comes first; we introduce some notation leveraging on this duality.

Definition 2.3. Consider pi1...i2N or pi, an element of the vector p. To each pi
we can associate one element of q that is telling the same ”story” of the players’
choices. We denote it by qī1...̄i2N or qī for short.

The connection between indices of pi1...i2N and qī1...̄i2N is as follows: within
these indices, consider pairs representing each game. Then any such pair of the
form CC or DD in i1 . . . i2N will remain unchanged. However, every CD will
become DC and vice versa. For example, in a memory 2 game, the element
pCDDD will correspond to qDCDD and pCDCD to qDCDC . Based on this nota-
tion, we can provide the following recursive construction to define the transition
matrix MN .

Lemma 2.4. For N ≥ 2, let the 22(N−1) × 22(N−1) transition matrix for the
memory-(N−1) game have the form

MN−1 :=


M1

M2

M3

M4

 (2.4)

where M1,M2,M3,M4 are 22(N−2) × 22(N−1) matrices that are obtained by cut-
ting the matrix MN−1 horizontally into four submatrices of equal dimensions.

Then the transition matrix for the memory N game has the following form:

MN =



M ′
1 0 0 0

0 M ′
2 0 0

0 0 M ′
3 0

0 0 0 M ′
4

M ′′
1 0 0 0
0 M ′′

2 0 0
0 0 M ′′

3 0
0 0 0 M ′′

4

M ′′′
1 0 0 0
0 M ′′′

2 0 0
0 0 M ′′′

3 0
0 0 0 M ′′′

4

M ′′′′
1 0 0 0
0 M ′′′′

2 0 0
0 0 M ′′′′

3 0
0 0 0 M ′′′′

4



. (2.5)

Here, ”0” denotes a 22(N−2) × 22(N−1) matrix consisting of zeros. The dashed
matrices are constructed in the following way: to the beginning of the list of
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indices of each pi1...i2(N−1)
from any of the matrices Mi we append CC, CD,

DC or DD, to make it respectively into M ′
i , M

′′
i , M

′′′
i or M ′′′

i .

Proof. The statement is correct for N = 2. Assume that it holds for some N−1.
This means that the overall structure of the matrix MN−1 will be as in (2.5),
with four ”diagonals” made up of the following quadruples (they occupy four
consecutive entries in each row of the transition matrix):

piqī pi(1− qī) (1− pi)qī (1− pi)(1− qī) (2.6)

Following all four diagonals down and to the right, one descends in lexico-
graphic order of pi1...i2N−2

(but not in the lexicographic order of qi1...i2N−2
!).

Let the probability distribution for the cooperation of player p at kth step be
denoted by ν(k) – we introduce the index to avoid confusion with the invariant
distribution. Then the following relation holds for ν(k + 1):

ν(k)TMN = νT (k + 1)

Since in ν(k + 1) the oldest games correspond to indices on the left and the
memory N is a fixed number, with each new step in the game, the two leftmost
indices must be discarded, and two new indices must be appended on the right.

These new entries, describing the choices made in the k + 1st step in the
game, are determined by the entries of ν(k) and the elements of the matrix MN .
For example,

νi1i2i3i4...i2N−2CC(k + 1) = νCCi1...i2N−2
(k)pCCi1...i2N−2

qCCī1...̄i2N−2
+

νCDi1...i2N−2
(k)pCDi1...i2N−2

qDCī1...̄i2N−2
+

νDCi1...i2N−2
(k)pDCi1...i2N−2

qCDī1...̄i2N−2
+

νDDi1...i2N−2
(k)pDDi1...i2N−2

qDDī1...̄i2N−2
.

(2.7)

Analogous equalities hold for νi1i2i3i4...i2N−2CD(k + 1), νi1i2i3i4...i2N−2DC(k + 1)
and νi1i2i3i4...i2N−2DD(k + 1): in those cases we multiply the antries of ν(k) by
(1− qī)pi, (1− pi)qī or (1− pi)(1− qī) respectively.

Therefore, the last two indices in any element of ν(k+1) are entirely deter-
mined by what functions of pi and qī we multiply by. Since ν(k+1) is arranged in
lexicographic order, the four elements νi1i2i3i4...i2N−2CC , νi1i2i3i4...i2N−2CD(k+1),
νi1i2i3i4...i2N−2DC(k + 1) and νi1i2i3i4...i2N−2DD(k + 1) must be together in this
exact order: since we are multiplying them by the same entries of ν(k) this
means that the rows of MN have quadruples of the form (2.6).

We go through the remaining indices i1, . . . i2N−2 in lexicographic order;
with each change we ”descend” four coordinates in ν(k + 1) (since the last two
indices are determined by the functions of pi and qī); therefore, the number
of the row on which each consecutive quadruple lies must also increase by 1.
Since the sum consists of four elements, we must have the same four-diagonal
structure as in (2.5) for MN , with quadruples (2.6) arranged in lexicographic
order in p. This is precisely the structure that we obtain by the construction
described in the statement of the Lemma.
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In addition to formalising the form of the transition matrix, we want to
describe a recursive way of constructing the payoff vector.

Lemma 2.5. Suppose the payoff matrix has the form(
R S
T P

)
.

Then the payoff vector fN for the memory-N game can be constructed recur-
sively. Let

f̃1 =


R
S
T
P

 , f̃N =


f̃N−1 +R1N−1

f̃N−1 + S1N−1

f̃N−1 + T1N−1

f̃N−1 + P1N−1

 , (2.8)

where 1N is a 22N dimensional vector whose entries are all equal to 1. Then

fN =
1

N
f̃N . (2.9)

Proof. The proof is purely computational: The payoff vector has to become
four times longer, and the additional term comes from adding one more C-D
pair to the memory. Since we arrange entries in lexicographic order, we assume
that this new pair is placed on the left - this is why we can add R1N−1,S1N−1,
T1N−1, P1N−1 in this order.

The last step is to ’normalise’ the payoff vector to make payoffs comparable
to the one-shot (non-repeated) game. This is accomplished by dividing the

recursively constructed vector f̃N by N .

Remark 2.6. In Lemma 2.5, instead of computing f̃N recursively, we could
also use the following recursive definition that applies to fN directly,

fN =


N−1
N fN−1 +

1
NR1N−1

N−1
N fN−1 +

1
N S1N−1

N−1
N fN−1 +

1
N T1N−1

N−1
N fN−1 +

1
N P1N−1

 . (2.10)

As a final preparation, we provide a more direct method to compute the
payoff function A(p,q). In our definition (2.3), we give a formula that depends
on the Markov chain’s invariant distribution ν(p,q). This invariant distribution
is itself the solution of an implicit equation. The following result provides a more
immediate payoff formula, based on Press & Dyson’s formalism [34].

Lemma 2.7 ([17]). Consider a transition matrix MN and subtract the identity
matrix I of the appropriate dimension from it, then replace the last column of the

obtained matrix by the vector fN . We denote such a matrix by
(
M̃N (p,q) fN

)
.
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If 1 ∈ R22N is a vector with all entries equal to 1, then the payoff function
A(p,q) is given by

A(p,q) =

∣∣∣M̃N (p,q) fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ , (2.11)

where |M | is the determinant of the matrix M .

3 Memory N repeated donation game

After these preparations, we start by discussing some general properties of the
transition matrix and the payoff vector. The respective results for the memory-
N donation game generalise statements from [22] and [17]. They lay the foun-
dation for Section 4, where we study the game’s adaptive dynamics.

3.1 Exchanging C and D

In the following, we are interested in exploring certain symmetries. These sym-
metries arise by interchanging the labels C andD (and later on, by interchanging
players 1 and 2). To this end, it will be useful to consider certain transformations
of the players’ memory-N strategies. To interchange C and D, we introduce a
transformation φ : [0, 1]2

2n → [0, 1]2
2n

, defined by

φ
(
p
)
= φ

(
(pC...C , . . . , pD...D)

)
= (1− pD...D, . . . , 1−pC...C).

The vector φ(p) has the inverse interpretation of p. For example, the first entry
of p is the player’s cooperation probability, given that both players cooperated
in all previous rounds. Instead, the first entry of φ(p) gives the player’s defec-
tion probability, given both players defected in all previous rounds. A similar
interpretation applies to all other entries. In each case, cooperation (C) needs
to be replaced by defection (D) and vice versa.

To derive a formal statement on the relationship between memory-N strate-
gies and their transformations, consider a skew diagonal 22N × 22N matrix with
all skew diagonal entries equal to 1. We denote it by J8

N or J8, when the
dimension is clear from the context. More specifically,

J8
N :=


0 . . . 0 1
0 . . . 1 0
...

...
1 . . . 0 0

 .

Let τ be an order 2 transformation of matrices that sends a matrix to its
’transpose’ with respect to its skew diagonal: instead of reflecting with respect
to the diagonal containing elements aii, we are reflecting with respect to the one
comprised out of ai n+1−i. Now we can show the main result of this subsection.

Theorem 3.1. MN

(
φ(p), φ(q)

)
=

(
MN (p,q)T

)τ
= J8

N ·MN (p,q) · J8
N
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Proof. We prove the statement by induction on the length N of the memory.
The statement holds when N = 1:

M1(p,q) =


pCCqCC pCC(1− qCC) (1− pCC)qCC (1− pCC)(1− qCC)
pCDqDC pCD(1− qDC) (1− pCD)qDC (1− pDC)(1− qCD)
pDCqCD pDC(1− qCD) (1− pDC)qCD (1− pDC)(1− qCD)
pDDqDD pDD(1− qDD) (1− pDD)qDD (1− pDD)(1− qDD)

 ,

M1

(
φ(p), φ(q)

)
=


(1− pDD)(1− qDD) (1− pDD)qDD pDD(1− qDD) pDDqDD

(1− pDC)(1− qCD) (1− pDC)qCD pDC(1− qCD) pDCqCD

(1− pDC)(1− qCD) (1− pCD)qDC pCD(1− qDC) pCDqDC

(1− pCC)(1− qCC) (1− pCC)qCC pCC(1− qCC) pCCqCC


=

(
(M1(pCC , . . . qDD))T

)τ

Suppose now the claim holds for N − 1; we set out to prove it for memory-
N . To this end, we will make extensive use of the way we have recursively
constructed transition matrices in Lemma 2.4. For brevity, let us denote the
respective matrices M ′

i ,M
′′
i ,M

′′′
i and M ′′′′

i by Mn
i , where n is the number of

dashes.
Consider pi1i2...i2N and its lexicographic reverse (we replace C by D and vice

versa) pj1j2...j2N . This operation can be split up into two parts:

pi1i2i3i4...i2N 7→ pj1j2i3i4...i2N 7→ 1− pj1j2...j2N . (3.1)

Consider the first mapping. It reverses the first two indices; therefore, it is the
pairwise exchange of the blocks of the matrix MN :

M ′
1 0 0 0

0 M ′
2 0 0

0 0 M ′
3 0

0 0 0 M ′
4

M ′′
1 0 0 0
0 M ′′

2 0 0
0 0 M ′′

3 0
0 0 0 M ′′

4

M ′′′
1 0 0 0
0 M ′′′

2 0 0
0 0 M ′′′

3 0
0 0 0 M ′′′

4

M ′′′′
1 0 0 0
0 M ′′′′

2 0 0
0 0 M ′′′′

3 0
0 0 0 M ′′′′

4



→



M ′′′′
1 0 0 0
0 M ′′′′

2 0 0
0 0 M ′′′′

3 0
0 0 0 M ′′′′

4

M ′′′
1 0 0 0
0 M ′′′

2 0 0
0 0 M ′′′

3 0
0 0 0 M ′′′

4

M ′′
1 0 0 0
0 M ′′

2 0 0
0 0 M ′′

3 0
0 0 0 M ′′

4

M ′
1 0 0 0

0 M ′
2 0 0

0 0 M ′
3 0

0 0 0 M ′
4



(3.2)

The matricesMn
i themselves do not change. Now, the second operation from

(3.1) is the lexicographic reverse for the memory N − 1 game. Let us examine
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how it acts on each of the blocks of the form
Mn

1 0 0 0
0 Mn

2 0 0
0 0 Mn

3 0
0 0 0 Mn

4

 . (3.3)

As per our assumption, the statement of the theorem holds for the matrix
MN−1. Therefore, the index exchange as in the second mapping of (3.1) acts
on the matrix MN−1 as the composition of two transpositions.

One can observe that for a square matrix M of even dimension (MT )τ =
(Mτ )T and the geometric interpretation of this double transposition is the com-
bination of a vertical and a horizontal reflections of the matrix with respect to
the two orthogonal axes drawn through its centre. We need the following key

Observation 3.2. The pairwise exchange of nonzero elements obtained from
the combination of the horizontal and vertical reflections through the centre are
the same for the matrix (2.4) and the matrix (3.3).

Geometrically, that means that for all matrices Mn
i all of their columns and

rows are rewritten in the opposite order, and additionally, Mn
1 is exchanged

with Mn
4 , and Mn

2 with Mn
3 . This happens for both (2.4) and (3.3), and the

pairwise exchange of the elements within the matrices is identical in the two
cases.

Therefore, by the induction assumption, after the change of variables, each of
the blocks of the form (3.3) in the matrix (2.5) undergoes two reflections: vertical
and horizontal, with respect to the axes drawn through its centre. Together
with the pairwise exchange of the blocks from the first mapping, this can be
seen to be two reflections of the entire matrix MN , again with respect to the two
orthogonal symmetry axes through the centre, which we know to be the same
as the combination of the two transpositions. This proves our initial claim.

Lastly, it can be easily checked that the conjugation by J8 is identical to the
two transpositions, since multiplication by J8 from the left reverses the order
of the rows, and from the right the columns.

The vector J8
N fN is connected to the vector fN in the following way:

Lemma 3.3. For games with equal gains from switching, payoff vectors as
constructed in Lemma 2.5 satisfy the following relationship,

−fN +KN1N = J8
N fN , (3.4)

where KN is a constant depending on N .

Proof. Again, we proceed by induction. As demonstrated in [22], the statement
is true for memory-1, since

−R
−S
−T
−P

+


R+ P
S + T
S + T
R+ P

 =


P
T
R
S

 .

12



Here we have used the fact that R+ P = S + T =: K1.
Assume that the statement is true for memory N−1. This implies existence

of a constant KN−1, such that

−fN−1 +KN−11 = JN−1fN−1

Lemma 3.3 and Remark 2.6 describe the payoff vector for memory N ; we are
going to use the recursive construction described in the latter. Setting KN =
N−1
N KN−1 +

R+P
N , we introduce the following series of transformations for fN :

fN =


N−1
N

fN−1 +
R
N
1N−1

N−1
N

fN−1 +
S
N
1N−1

N−1
N

fN−1 +
T
N
1N−1

N−1
N

fN−1 +
P
N
1N−1

 7→ −fN =


−N−1

N
fN−1 − R

N
1N−1

−N−1
N

fN−1 − S
N
1N−1

−N−1
N

fN−1 − T
N
1N−1

−N−1
N

fN−1 − P
N
1N−1

 7→ −fN +KN1N

=


−N−1

N
fN−1 − R

N
1N−1

−N−1
N

fN−1 − S
N
1N−1

−N−1
N

fN−1 − T
N
1N−1

−N−1
N

fN−1 − P
N
1N−1

+


N−1
N

KN−11N−1 +
R+P
N

1N−1
N−1
N

KN−11N−1 +
S+T
N

1N−1
N−1
N

KN−11N−1 +
S+T
N

1N−1
N−1
N

KN−11N−1 +
R+P
N

1N−1



=


N−1
N

J8
N−1fN−1 +

P
N
1N−1

N−1
N

J8
N−1fN−1 +

T
N
1N−1

N−1
N

J8
N−1fN−1 +

S
N
1N−1

N−1
N

J8
N−1fN−1 +

R
N
1N−1


(3.5)

The last expression in (3.5) is equal to J8
N fN , which completes our proof.

3.2 Exchanging p and q

In this section, we decompose the payoff functionA(p,q) into two parts, As(p,q)
and Aa(p,q). These two parts are respectively symmetric and anti-symmetric
with respect to exchanging p and q. Moreover, we demonstrate that the two
expressions only differ in the associated payoff vector. This construction will
become useful later in Section 4.
By Lemma 2.7, the payoff function has the explicit form

A(p,q) =

∣∣∣M̃N (p,q) fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ .
Also consider J2

N , a recursively constructed matrix:

J2
1 :=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
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Then for arbitrary N ≥ 2, let

J2
N :=


J2
N−1 0 0 0
0 0 J2

N−1 0
0 J2

N−1 0 0
0 0 0 J2

N−1

 . (3.6)

As with the matrix J8
N , we will omit N when the context permits and write J2

instead.

Theorem 3.4. For arbitrary memory N , the payoff function can be decomposed
into a symmetric and a skew-symmetric part. Specifically,

A(p,q) = As(p,q) +Aa(p,q).

Here,

As(p,q) =
1

2
(A(p,q) +A(q,p)) =

1

2

∣∣∣M̃N (p,q) J2
N fN + fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ , (3.7)

is a symmetric function in p and q, that is As(p,q) = As(q,p). Similarly,

Aa(p,q) =
1

2
(A(p,q)−A(q,p)) =

1

2

∣∣∣M̃N (p,q) fN − J2
N fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ , (3.8)

is an anti-symmetric function in p and q, such that Aa(p,q) = −Aa(q,q).

It immediately follows from the linearity of the determinant that we only
need to prove the statement for one of the parts. We choose As(p,q). In order
to proceed, we require two following lemmata.

Lemma 3.5. To prove Theorem 3.4, it suffices to show that J2
N ·MN (p,q)·J2

N =
MN (q,p).

Proof. Assuming the statement above holds, i.e.

MN (q,p) = J2
NMN (p,q)J2

N , (3.9)

enables us to deduce that

MN (q,p)− I = J2
NMN (p,q)J2

N − I = J2
N (MN (p,q)− I) J2

N ,

since (J2
N )2 = I.

If we exchange the last column of M(p,q) for fN , then after conjugating by
J2
N the last column will turn into J2

N fN (due to the form of J2
N ). Therefore,

to obtain the statement of the theorem from (3.9), we only need to append the
appropriately modified last column to our matrix.
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Lemma 3.6. J2
N ·MN (p,q) · J2

N = MN (q,p).

Proof. A direct computation shows that the statement is true for memory-1.
Assume that it holds for N − 1; as per rules of induction, we set off to demon-
strate it for memory N . By Lemma 2.4, we know how to obtain the memory-N
transition matrix from the case of N − 1. For convenience, we introduce some
further notation. Consider the four matrices of the form

M j
i

0
0
0

 ,


0

M j
i

0
0

 ,


0
0

M j
i

0

 ,


0
0
0

M j
i

 , (3.10)

that comprise the matrix MN . By construction, all matrices in (3.10) are square
and have the same dimension as MN−1(p,q).

We will hence denote matrices from (3.10) by M
j

i , irrespectively of their
dimension, since for our purposes it can be underestood to be 22(N−1)×22(N−1).
Then MN can be written as

MN =


M

′
1 M

′
2 M

′
3 M

′
4

M
′′
1 M

′′
2 M

′′
3 M

′′
4

M
′′′
1 M

′′′
2 M

′′′
3 M

′′′
4

M
′′′′
1 M

′′′′
2 M

′′′′
3 M

′′′′
4

 .

From the recursive construction of matrix J2
N , see Eq. (3.6), J2

NM(p,q)J2
N will

have the form
J2
N−1M

′
1J

2
N−1 J2

N−1M
′
3J

2
N−1 J2

N−1M
′
2J

2
N−1 J2

N−1M
′
4J

2
N−1

J2
N−1M

′′′
1 J2

N−1 J2
N−1M

′′′
3 J2

N−1 J2
N−1M

′′′
2 J2

N−1 J2
N−1M

′′′
4 J2

N−1

J2
N−1M

′′
1J

2
N−1 J2

N−1M
′′
3J

2
N−1 J2

N−1M
′′
2J

2
N−1 J2

N−1M
′′
4J

2
N−1

J2
N−1M

′′′′
1 J2

N−1 J2
N−1M

′′′′
3 J2

N−1 J2
N−1M

′′′′
2 J2

N−1 J2
N−1M

′′′′
4 J2

N−1

 (3.11)

Note how the two middle ’columns’ and ’rows’ in (3.11) exchanged places, as
compared to the original form of MN (p,q). From our induction assumption
and the recursive construction in Lemma 2.4, we conclude the following:

J2
N−1M

i

1(p,q)J
2
N−1 = J2

N−1


M i

1(p,q)
0
0
0

 J2
N−1 =


M i

1(q,p)
0
0
0

 ,

since J2
N−1 exchanges p and q for memory N − 1 games. Analogously,

J2
N−1M

i

4(p,q)J
2
N−1 = J2

N−1


0
0
0

M i
4(p,q)

 J2
N−1 =


0
0
0

M i
4(q,p)

 .
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Things are slightly more complicated for M
i

2 and M
i

3. But again, we observe
that

J2
N−1M

i

2(p,q)J
2
N−1 = J2

N−1


0

M i
2(p,q)
0
0

 J2
N−1 =


0
0

M i
3(q,p)
0


and vice versa, by the induction assumption (this follows from the two facts:
firstly, J2

N−1 only exchanges rows and columns; secondly, the indices of elements
in M3 in M(q,p) are qDC...pCD... which in matrix M(p,q) lie in M2).

This fully describes the action of J2
N−1 on each individual ’row’ in (3.11).

However, the first two entries in the indices of p and q are opposite in the second
and the third rows of MN . Therefore, in order to complete our exchange, we
need to exchange these two ’rows’. The matrix in (3.11) satisfies that condition,
which concludes our proof.

Armed with this result and taking into consideration that |J2
N | = ±1 and

J2
N1N = 1N , we can demonstrate that Theorem 3.4 holds.

Proof of Theorem 3.4.

1

2
(A(p,q) +A(q,p)) =

1

2


∣∣∣M̃N (p,q) fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ +
∣∣∣M̃N (q,p) fN

∣∣∣∣∣∣M̃N (q,p) 1N

∣∣∣


=
1

2


∣∣∣M̃N (p,q) fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ +
|J2

N |
∣∣∣M̃N (q,p) fN

∣∣∣ |J2
N |

|J2
N |

∣∣∣M̃N (q,p) 1N

∣∣∣ |J2
N |


=

1

2


∣∣∣M̃N (p,q) fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ +
∣∣∣J2

N .
(
M̃N (q,p) fN

)
.J2

N

∣∣∣∣∣∣J2
N .

(
M̃N (q,p) 1N

)
.J2

N

∣∣∣


=
1

2


∣∣∣M̃N (p,q) fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ +
∣∣∣M̃N (p,q) J2

N fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣


=
1

2

∣∣∣M̃N (p,q) fN + J2
N fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ .

(3.12)

The last two equalities stem from the linearity of the determinant. This com-
pletes the proof of Theorem 3.4.

By construction, both Aa(p,q) and As(p,q) are payoff functions of appro-
priately defined games. These games have the same transition matrix MN (p,q)
as our original game, but with payoff vectors fN − J2

N fN and fN + J2
N fN , re-

spectively. Aa(p,q) captures the difference in expected payoffs between the two
strategies, whereas As(p,q) returns the average payoff per player. Thus, adap-
tive dynamics for Aa(p,q) can be expected to maximise the profit gap, whereas
adaptive dynamics for As(p,q) maximises the players’ average payoffs.
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3.3 General symmetries

Interestingly, both transformations described in Sections 3.1 and 3.2 lead to
multiplications of the type MN 7→ OMNOT for some orthogonal matrix O.
This approach can be generalised to multiplying all the attributes of the game
by an orthogonal matrix:

ν 7→ Oν, MN 7→ OMNOT , fN 7→ OfN .

Lemma 3.7. The transformation

ν 7→ Oν, MN 7→ OMNOT , f 7→ Of ,

with an orthogonal matrix O leaves the payoff function invariant.

Proof. The proof is pure computation. Since ν 7→ Oν, νT 7→ νTOT and

νTOTOMNOT = νTOT = νOT .

Since we multiply f by the same matrix, the payoff function stays invariant.

The above lemma naturally raises the question: which orthogonal matrices O
make the matrix OMNOT a memory-N game transition matrix? To this end,
we look for an orthogonal matrix O that satisfies the two following conditions:

1. The matrix OMNOT has the same four-diagonal structure as in Theorem
2.4.

2. There must exist a change of variables that brings quadruples in every
row of OMNOT to the form

yz y(1− z) (1− y)z (1− y)(1− z) (3.13)

for some y and z.

These conditions might seem lax at first glance, but in fact they dramatically de-
crease the number of matrices O that satisfy them. We call orthogonal matrices
that satisfy (1) and (2) admissible.

We can immediately narrow down the class of admissible matrices.

Lemma 3.8. Any admissible orthogonal matrix O is a permutation matrix.

Proof. Suppose O is admissible. Therefore,

OMNOT = M′
N (3.14)

for a matrix M′ that is also a transition matrix of some memory-N game. Both
M and M′ are right stochastic and

1 = M′1 = OMOT1.
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Then
MOT1 = OT1.

When all entries of p and q lie strictly within the (0, 1)2
2N

cube, the vector 1
is the only right eigenvector corresponding to the eigenvalue 1 [29]. Therefore,
OT1 = 1 and O is a left stochastic matrix.

On the other hand, everything that we have just concluded about O, holds
for OT , since we can rewrite the relation OMOT = M′ as OTM′O = M.
Therefore, O has to be a right stochastic matrix; all entries of O are non-
negative numbers. But orthogonal matrices that have only non-negative entries
are permutations.

Lemma 3.9. For memory-1 games, the only admissible matrices are

J1 :=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , J2 :=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , J3 :=


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 ,

J4 :=


0 1 0 0
0 0 0 1
1 0 0 0
0 0 1 0

 , J5 :=


0 0 1 0
1 0 0 0
0 0 0 1
0 1 0 0

 , J6 :=


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ,

J7 :=


0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0

 , J8 :=


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 .

(3.15)

Proof. The proof is a matter of computation and a coordinate change.

Remark 3.10. It can be easily checked that the matrices J1 . . . J8 form a sub-
group of the group of permutation matrices. Moreover, the following relations
can be checked:

1. J5 = J4 · J8,

2. J6 = J3 · J8,

3. J7 = J2 · J8.

Transformations through conjugation by the above matrices can be interpreted
as ‘admissible’ alternative points of view on the game. Clearly, J1 is the identity
transformation. Moreover, we have already seen that the matrices J8 and J2

interchange the two actions (C and D) and the two players (players 1 and 2),
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respectively. Conjugation by the matrix J3 is equivalent to the following coor-
dinate change::

p′CC = pCD

p′CD = pCC

p′DC = pDD

p′DD = pDC

q′CC = 1− qDC

q′CD = 1− qCC

q′DC = 1− qDD

q′DD = 1− qCD.

Here, we exchange C abd D for the second player. The matrix J4 induces

p′CC = 1− qDC

p′CD = 1− qDD

p′DC = 1− qCC

p′DD = 1− qCD

q′CC = pCD

q′CD = pDD

q′DC = pCC

q′DD = pDC .

That is, both the player labels and the action labels are interchanged.
Naturally, we aim to generalise Lemma 3.9 to arbitrary values of N . To

do, so we need to introduce new objects. Consider now the set of recursively
constructed matrices J1

N . . . , J8
N . The procedure is akin to that in Eq. (3.6): at

the Nth step, replace zero entries of J i
N−1 with 22(N−1)×22(N−1) zero matrices

and nonzero entries with copies of J i
N−1. For example, the matrix J3

2 has the
following form:

J3
2 =



0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0


For the set {J1

N , . . . , J8
N}, the following holds:

Theorem 3.11. The matrices J i
N are the only admissible permutation matrices.

Remark 3.12. These eight “alternative points of view” represent the exchange
of C and D for one of the players, the change of the focal player, and combina-
tions thereof. We prove this theorem as a more general statement to avoid a case-
by-case analysis that these exchanges are exactly what the matrices J1

N . . . J8
N

do.
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J i1
N−1 0 0 0

0

0

0

0

0

0

0 0

0

J i2
N−1

J i3
N−1

J i4
N−1

Figure 3.1: A possible form of an admissible matrix O. The
grid denotes 22(N−1) × 22(N−1) submatrices that are either zero

matrices or permutation matrices.

Proof. We split the proof of this statement into seven steps.

1. We start by proving the following statement:

Lemma 3.13. Any admissible matrix O is ‘built’ out of the 4×4 matrices
from Lemma 3.9, meaning that O entirely consists out of 4 × 4 blocks of
the given form.

Proof. Suppose that the permutation matrix in question is denoted by O.
Then the matrix MN transforms into OMNOT . In this setup, the left
copy of O is ’responsible’ for some permutation σ of the rows of MN ; the
same permutation is induced on the columns by right multiplication by
OT .

Above we stated the two conditions that we require of OMNOT ; the
second one – (3.13) – is the exact type of the quadruples that have to be
the only nonzero elements in every row. Observe that by our definition,
these quadruples cannot be broken up by σ: if the four elements of (3.13)
are in columns i, i+1, i+2, i+3, then σ(i), σ(i+1), σ(i+2), σ(i+3) put
in some order become four consecutive numbers.

Moreover, not every permutation of (3.13) is allowed: in fact, all the
admissible permutations are given by the matrices in Lemma 3.9.

Since we cannot separate the four entries in (3.13), σ acts as a permutation
on the set of quadruples. This concludes the proof of the lemma.

2. The result is true for memory-2 strategies:

Lemma 3.14. Theorem 3.11 holds for N = 2.

We start with an example that provides the intuition for how the general
proof works.
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Example 3.15. We already know from Lemma 3.13 that the matrix O is
built of 4× 4 blocks that are matrices J i

1. Therefore, for memory-2 it has
to have a form similar to Figure 3.1, consisting of sixteen 4× 4 matrices,
four of which are nonzero, with only one nonzero matrix in every ’row’
and ’column’.
Assume that a nonzero matrix occupies the upper left quadrant in Fig-
ure 3.1. For the purposes of this example, assume this matrix is J2

1 . Con-
sider the expression OMOT , in particular, the left multiplication by O.
For concreteness, we again write the matrix O in a certain way.


J2
1 0 0 0

0 0 0 J
i2
1

0 J
i3
1 0 0

0 0 J
i4
1 0




M′
1 M′

2 M′
3 M′

4
M′′

1 M′′
2 M′′

3 M′′
4

M′′′
1 M′′′

2 M′′′
3 M′′′

4
M′′′′

1 M′′′′
2 M′′′′

3 M′′′′
4




(J2
1 )T 0 0 0

0 0 (J
i3
1 )T 0

0 0 0 (J
i4
1 )T

0 (J
i2
1 )T 0 0



=


J2
1M′

1 J2
1M′

2 J2
1M′

3 J2
1M′

4

J
i2
1 M′′′′

1 J
i2
1 M′′′′

2 J
i2
1 M′′′′

3 J
i2
1 M′′′′

4

J
i3
1 M′′

1 J
i3
1 M′′

2 J
i3
1 M′′

3 J
i3
1 M′′

4

J
i4
1 M′′′

1 J
i4
1 M′′′

2 J
i4
1 M′′′

3 J
i4
1 M′′′

4




(J2

1 )T 0 0 0

0 0 (J
i3
1 )T 0

0 0 0 (J
i4
1 )T

0 (J
i2
1 )T 0 0


(3.16)

We are only interested in the first row of the penultimate matrix in (3.16),

namely,
(
J2
1M

′
1 J2

1M
′
2 J2

1M
′
3 J2

1M
′
4

)
.

Remark 3.16. This form of (3.16) also shows that we were free to assume
that J2

1 was located in the upper left corner of O: otherwise, instead of

M
′
i we would have M

′′
i , M

′′′
i or M

′′′′
i - this does not affect our reasoning

As noted above, left multiplication by O induces a permutation σ on the
rows, and right multiplication by OT a permutation σ on the columns. In
this case, to use the standerd permutation notation, σ = (1)(23)(4).

We examine how it acts on the matrices M
′
i. Let

M
′
1 =


a1 a2 a3 a4
0 0 0 0
0 0 0 0
0 0 0 0

 , M
′
2 =


0 0 0 0
b1 b2 b3 b4
0 0 0 0
0 0 0 0



M
′
3 =


0 0 0 0
0 0 0 0
c1 c2 c3 c4
0 0 0 0

 , M
′
4 =


0 0 0 0
0 0 0 0
0 0 0 0
d1 d2 d3 d4

 .

(3.17)

Then

J2
1M

′
1 =


a1 a2 a3 a4
0 0 0 0
0 0 0 0
0 0 0 0

 , J2
1M

′
2 =


0 0 0 0
0 0 0 0
b1 b2 b3 b4
0 0 0 0



J2
1M

′
3 =


0 0 0 0
c1 c2 c3 c4
0 0 0 0
0 0 0 0

 , J2
1M

′
4 =


0 0 0 0
0 0 0 0
0 0 0 0
d1 d2 d3 d4


(3.18)
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So J2
1M

′
1 = M1, J

2
1M

′
4 = M

′
4 and J2

1M
′
2 becomes the new M

′
3 as well as

J2
1M

′
3 the new M

′
2. Therefore, the first four rows of OM have the form

a1 a2 a3 a4 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 c1 c2 c3 c4 0 0 0 0
0 0 0 0 b1 b2 b3 b4 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 d1 d2 d3 d4

 (3.19)

Observe that the placement of the nonzero blocks in OT determines how
the quadruples of columns are permuted; therefore, in order to force
the submatrix in (3.19) to the required structure, the quadruples of the
columns must be permuted with the same permutation σ as J2

1 defines.

Therefore, the location of the nonzero blocks in the matrix O must be the
same as the location of the nonzero elements in J2

1 , namely,

O =


J2
1 0 0 0

0 0 J i2
1 0

0 J i3
1 0 0

0 0 0 J i4
1

 .

As for the matrices J
ij
1 , they must induce the same permutation on the

rows that they are multiplied by, as J2
1 , in order for the four-diagonal

structure to persist. Hence, J i2
1 = J i3

1 = J i4
1 = J2

1 and O = J2
2 .

Armed with the intuition provided by the example above, we can move
on to the general case.

Proof of Lemma 3.14. In Figure 3.1, let the only nonzero matrix of the
first row be J i. Consider multiplication by O from the left only; the

matrix J i is going to permute the submatrices M
j

i – the multiplication
changes which row of each matrix is nonzero, as in the example above.

Therefore, the permutation of quadruples of columns that is done by the

matrix OT on the left must exchange the matrices M
j

i in such a way that
they reassemble into the four-diagonal structure; hence, the permutation
of columns must coincide with the permutation of rows, and the nonzero
block structure of O must be identical to that of J i.

Now, since we have permuted columns in the certain way, the submatrices
in subsequent rows must be permuted in the same way as they were in
row 1. Hence, all 4× 4 matrices are identical to J i.

3. We proved that for memory-2 strategies, admissible matrices must have a
very specific structure. Next, we demonstrate this structure persists with
increasing memory.

22



Lemma 3.17. The matrix O has the same principal block structure as the
matrix in Figure 3.1, or the admissible matrices for N = 2: if we divide
O into sixteen equal-sized parts, then only one of the blocks per each row
and column will contain nonzero elements.

Proof. This proof is based on the fact that the permutation σ must act
in a way that preserves the four-diagonal structure. To demonstrate that
the statement of the lemma is true, we need to show that the matrix O
does not mix the elements from two different diagonals (however, it can
permute the quadruples inside the diagonal and the elements within the
quadruples – as long as the overall structure of the diagonal is preserved).
We use the first diagonal as an example; the proof can be easily adapted
to the remaining three.

Again, denote the permutation of the numbers 1, . . . , 22N by σ. Observe
that the element in the upper left corner of M(p,q) (call it m11) will
become mσ(1)σ(1) after the conjugation and therefore must belong to the
main diagonal of the matrix.

As demonstrated in Lemma 3.13, the elements from the first quadruple
must lie next to mσ(1),σ(1) - hence, put in some order, σ(1), σ(2), σ(3), σ(4)
must be four consecutive numbers.

Now, σ(2) is the row index of the image of the elements of the second
quadruple, σ(3) of the third and so on. Therefore, the images of the first
four rows are consecutive rows. Since the column indices of the elements
of the first four quadruples must form a single block as well, the numbers
σ(1), . . . , σ(16) in some order are 16 consecutive numbers. therefore, the
images of the first 16 rows form one block and the numbers σ(1), . . . , σ(64)
in some order are consecutive numbers, and so on.

Hence, the image of one diagonal is the entirety of some other diagonal,
and the matrix O has to have a form similar to the one in Figure 3.1.

4. Observe that the matrices Jj
N−1 permute the matrices M

j

i the same way
that their predecessors do at the N − 1st step - this is clear from writing
the transition matrix as in (2.4) and multiplying it by J i

N−1.

5. From the previous point we conclude that the matrix O just permutes

elements M
j

i . Therefore, if the matrix Jj
i turns M

j

i into M
q

p, it must
’put’ it in its ’appropriate’ place in order to form a diagonal - completely
analogously to point 2.

6. From the last point, we can conclude the proof by applying exactly the
same reasoning as in the last step of the proof of Lemma 3.14; therefore,
any matrix O must be a recursively constructed one.

7. Having demonstrated that the only matrices that can conserve that transi-
tion matrix structure are J i

N , we demonstrate that the matrices in question
do indeed possess the required property.
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Lemma 3.18. The matrices J i
N , i = 1, . . . , 8, are admissible for memory-

N games.

Proof. We demonstrate this by induction. It was already demonstrated
that the statement holds for N = 1 (Lemma 3.9). Assume that it holds
for N − 1 and, as per usual, we proceed to show it for N .

Consider a matrix J i
N ; it is built of 16 22(N−1) × 22(N−1) blocks, the

nonzero ones identical to J i
N−1; the latter, by assumption, preserves the

transition matrix structure of MN−1.

We employ the representation of MN−1 as in (2.4). By Lemma 3.17,
J i
N−1 permute the matrices Mi; denote this permutation by σ. Therefore,

the matrices M
j

i in MN undergo the same permutation from the left
multiplication by J i

N . The four columns of blocks must be permuted
accordingly, which is achieved by the recursive structure of J i

N .

These considerations complete our proof of Theorem 3.11.

4 Adaptive dynamics for memory N repeated
donation game

After having described some of the structure of transition matrices of memory-N
games, this section is dedicated to investigating the properties of the resulting
adaptive dynamics. That is, we explore what happens when populations of
memory-N players are continually moving into the direction of the payoff gra-
dient.

4.1 Z2-symmetry

In general, it is hard to determine whether adaptive dynamics have continuous
symmetries. However, for memory-1 strategies, it has been shown there is a Z2-
symmetry (that is to say, the dynamics are invariant under some transformation
of order 2):

Theorem 4.1 ([22]). If (pCC(t), pCD(t), pDC(t), pDD(t)) is a trajectory of adap-
tive dynamics for a given repeated donation game, then so is
(1− pDD(−t), 1− pDC(−t), 1− pCD(−t), 1− pDD(−t)).

The following theorem generalises the above theorem to memory-N games.

Theorem 4.2. If (pCC...C(t), . . . , pDD...D(t)) is a trajectory of the adaptive dy-
namics for a given donation game, then so is (1−pDD...D(−t), . . . , 1−pCC...C(t)).

The key observation required to prove Theorem 4.2 is that when the vectors
p and q undergo certain transformations, the game can stay the same through
changing the payoff vector and reversing the time. We summarise these state-
ments in the following lemma:
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Lemma 4.3. 1. Time reversibility in a memory-N game can be obtained
through reversing the time t and the sign of the payoff vector – simultane-
ously done, these two transformations preserve the original game.

2. Exchanging indices C and D is equivalent to reversing the order in which
we write the entries of the payoff vector. Namely, fN 7→ J8

N fN .

Proof. 1. Reversing time leads to the transformation ṗ 7→ −ṗ. This trans-
formation can be reversed by multiplying the payoff vector by −1.

2. The second statement is a corollary of Theorem 3.1 and Lemma 3.7. Ex-
changing the notions of cooperating and defecting throughout the game
means swapping p for 1N − J8

Np and q for 1N − J8
Nq, which is the same

as conjugating the matrix MN by J8
N . To preserve the payoff function,

one needs to multiply fN by the same matrix.

We introduce another transformation of the payoff vector that does not affect
the adaptive dynamics:

Lemma 4.4. Adding a vector of the form C1N to the payoff vector (i.e., adding
a constant C to all payoffs) does not change the adaptive dynamics.

Remark 4.5. To stress the dependence of the payoff function A(p,q) on the
payoff vector f , in this section we will write A(p,q, f).

Proof of Lemma 4.4. We use the form of the payoff function in (2.11); suppose
we tweak it by taking the payoff vector to be fN + C1N . From the linearity of
the determinant,

A(p,q, fN + C1N ) =

∣∣∣M̃N (p,q) fN + C1N

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ =

∣∣∣M̃N (p,q) fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣+∣∣∣M̃N (p,q) C1N

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ = A(p,q, fN ) + C.

Therefore,

∂A(p,q, fN + C1N )

∂p

∣∣∣
p=q

=
∂A(p,q, fN ) + C

∂p

∣∣∣
p=q

=
∂A(p,q, fN )

∂p

∣∣∣
p=q

,

and the adaptive dynamics are unchanged.

Based on the three statements above, we are now equipped to prove Theo-
rem 4.2.
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Proof of Theorem 4.2. We introduce the following transformations:

(pC...C , . . . pD...D) → (1− pD...D, . . . , 1− pC...C) := y

(qC...C , . . . qD...D) → (1− qD...D, . . . , 1− qC...C) := z

G(f) : (f1, . . . , f22N ) 7→ (−f22N , . . . ,−f1).

t → −t =: κ

(4.1)

Lemma 4.3 tells us that this game is in fact identical to our original game.
Additionally,

G(f) = −J8
N fN = fN +KN1,

as per Lemma 3.3.
Lemma 4.4 entails that the vector KN1 can be disregarded. That is, we can

assume that the payoff vector in the amended game (4.1) is fN .
After these preparations, let us write the adaptive dynamics for (4.1). We

denote the derivative with respect to κ by a dash. The new payoff function is

Ay := A(y, z, fN ) = ⟨νy, fN ⟩ ,

where νy is the left unit eigenvector of the transition matrix of (4.1). Theo-
rem 4.2 states that the transition matrix for the augmented game is M(y, z) =
J8M(p,q)J8; hence, the eigenvector νy = J8νp. Bearing this in mind, we write
for the adaptive dynamics:

y′ =
∂A(y, z, fN )

∂y

∣∣∣
y=z

=
∂ ⟨νy, fN ⟩

∂y

∣∣∣
y=z

=
∂
〈
J8νp, fN

〉
∂p

∂p

∂y

∣∣∣
p=q

= −(J8)
∂
〈
νp, J

8fN
〉

∂p

∣∣∣
p=q

= −(J8)
∂ ⟨νp,−fN ⟩

∂p

∣∣∣
p=q

= J8ṗ.

(4.2)

For brevity, we denote the right-hand side of the adaptive dynamics equation
by F (p), so that ṗ = F (p). We have demonstrated that

F (y) = F (1− J8p) = J8F (p) = −D(1− J8p)F (p), (4.3)

where D(f) is the differential of a mapping f . Therefore, adaptive dynamics are
equivariant with respect to the change p 7→ 1 − J8p coupled with the reversal
of time.

4.2 Symmetric-anytisymmetric decomposition

Even for low-dimensional systems, adaptive dynamics can be very hard to tackle.
To makes some progress, in the following we represent the vector field as the
sum of two parts, which we call symmetric and anti-symmetric. While generally,
the two parts affect each other, it is possible to choose the parameters in fN to
view the former as a perturbation of the latter.
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Figure 4.1: Symmetric and anti-symmetric parts of a reactive
strategy. Symmetric part is coloured blue, the anti-symmetric

red.

4.2.1 Reactive strategy

We start with a motivating example, considering the dynamics of reactive strate-
gies described in Section 2.3. Using the explicit formula (2.2) for the payoff
function A(p1, p2, q1, q2), we can write the symmetric and anti-symmetric parts
as

Aa(p1, p2, q1, q2) =
1

2
(A(p1, p2, q1, q2)−A(q1, q2, p1, p2))

and

As(p1, p2, q1, q2) =
1

2
(A(p1, p2, q1, q2) +A(q1, q2, p1, p2)) ,

respectively. Through these, we obtain:

Aa =
(b+ c) (p2 (q1 − q2 − 1)− (p1 − p2) q2 + q2)

2− 2 (p1 − p2) (q1 − q2)
,

As =
(b− c) (p2 (q1 − q2) + (p1 − p2) q2 + p2 + q2)

2− 2 (p1 − p2) (q1 − q2)

(4.4)

Writing adaptive dynamics for As and Aa, we get
ṗs1 =

(b− c)p2
2(1− p1 + p2)2

,

ṗs2 =
(b− c)(1− p1)

2(1− p1 + p2)2
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and 
ṗa1 =

(b+ c)p2
2 ((p1 − p2)2 − 1)

,

ṗa2 =
(b+ c)(1− p1)

2 ((p1 − p2)2 − 1)

It can be readily checked that both of these vector fields conserve the quantity
(1−p1)

2+p22 = C; however, the flows on the circles go in the opposite direction.
We will later observe that this phenomenon persists for memory-2 strategies.

The adaptive dynamics are plotted in Figure 4.1, with symmetric part coloured
blue and the anti-symmetric red. When c is close to 1, the symmetric part may
be viewed as a perturbation to the anti-symmetric one. This observation does
not yield much information in this case, but a similar one for memory-1 games
will be more insightful.

4.2.2 Memory 1

The adaptive dynamics even in the case of memory-1 appear to have a com-
plex structure. However, the dynamics are much easier to study when b −
c = ϵ ≪ 1, i.e. when mutual cooperation yields a comparably small profit.
Again, the dynamics can be ’decomposed’ into a symmetric and anti-symmetric
parts (they are, however, not uncoupled). Then, when the payoff vector fT =(
b− c −c b 0

)
, the symmetric and anti-symmetric parts are proportional

respectively to (b− c) and −(b+ c).
We know from Theorem 3.4 that the function A(p,q) decomposes as the

sum of a symmetric and anti-symmteric function, with each differing from the
original only in the last column of the determinant in the numerator. Thus, we
have

As(p,q) :=

∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 f1
pCDqDC pCD − 1 qDC

f2+f3
2

pDCqCD pDC qCD − 1 f2+f3
2

pDDqDD pDD qDD f4

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 1
pCDqDC pCD − 1 qDC 1
pDCqCD pDC qCD − 1 1
pDDqDD pDD qDD 1

∣∣∣∣∣∣∣∣
,

Aa(p,q) :=

∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 0

pCDqDC pCD − 1 qDC
f2−f3

2

pDCqCD pDC qCD − 1 f3−f2
2

pDDqDD pDD qDD 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 1
pCDqDC pCD − 1 qDC 1
pDCqCD pDC qCD − 1 1
pDDqDD pDD qDD 1

∣∣∣∣∣∣∣∣

(4.5)
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Lemma 4.6. The representation A(p,q) = Aa(p,q) + As(p,q) allows us to
separate the adaptive dynamics flow into symmetric and anti-symmetric parts.
If we define the two parts as

ṗs :=
∂As(p,q)

∂p
|p=q, ṗa :=

∂Aa(p,q)

∂p
|p=q,

then ṗ = ṗs(pa,ps) + ṗa(pa,ps). Additionally, the flow ṗs is a gradient one.

Proof. In the light of Theorem 4.2, we only need to prove the last statement;
one can easily ascertain that

∂As(p,p)

∂p
= lim

ϵ→0

As(p+ ϵ,p+ ϵ)−As(p,p)

ϵ

= lim
ϵ→0

As(p+ ϵ,p+ ϵ)−As(p,p+ ϵ) +As(p,p+ ϵ)−As(p,p)

ϵ

= lim
ϵ→0

As(p+ ϵ,p+ ϵ)−As(p,p+ ϵ) +As(p+ ϵ,p)−As(p,p)

ϵ

= lim
ϵ→0

(
As(p+ ϵ,p+ ϵ)−As(p,p+ ϵ)

ϵ

)
+

∂As(p,q)

∂p
|p=q

= lim
ϵ→0

∂As(p,q)

∂p
|q=p+ϵ +

∂As(p,q)

∂p
|p=q = 2

∂As(p,q)

∂p
|p=q,

(4.6)

making the flow ṗs the flow is the gradient of the function 1
2As(p,p).

Remark 4.7. 1. It is important to remember that the flows ṗa and ṗs are
not uncoupled. Therefore, in the decomposition, they affect each other.

2. Observe that the first three columns of the matrices in the denominators of
Aa(p,q) and As(p,q) are identical to each other and to those of A(p,q);
the differences lie in the last column, which is 1

2 (f + J1f) for As and
1
2 (f − J1f) for Aa.

The anti-symmetric part of the flow ṗa has some interesting properties. On its
own, it has the explicit form

ṗCC = 1
A
pDD(f2 − f3)(−pDD(pCD + pDC) + 2pCDpDC + pDD)

ṗCD = − 1
A
(pCC − 1)pDD(f2 − f3)(pCC − pDD + 1)

ṗDC = − 1
A
(pCC − 1)pDD(f2 − f3)(pCC − pDD + 1)

ṗDD = 1
A
(pCC − 1)(f2 − f3)(pCC(pCD + pDC − 1)− 2pCDpDC + pCD + pDC − 1)

(4.7)
where

A = 2(pCD − pDC − 1)
(
2pDD

(
p2CC − pCDpDC − 1

)
+ p2DD(−2pCC + pCD + pDC + 1)

− (pCC − 1)(pCC(pCD + pDC − 1)− 2pCDpDC + pCD + pDC − 1)
)

(4.8)

Lemma 4.8. The flow (4.7) has the following properties:

1. It has three conserved quantities:
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(a) G1 = pCD − pDC ,

(b) G2 = 1
3

(
−p3CC + 3pCC − 3pCDp2DC + p3DC − p3DD

)
,

(c) G3 = (1− pCC)
2 + p2CD + (1− pDC)

2 + p2DD;

2. it is bounded;

3. its trajectories leave the (0, 1)4 cube.

Proof. The statement (1) is proved by explicit computation. One can check
that for all i the expression ⟨∇Gi, ṗa⟩ = 0.

Next, (2) follows from (1), since the trajectories necessarily lie on the surface
of a four-dimensional sphere. Statement (3) is supported by the fact that ṗCC <
0 for all values of pCC , pCD, pDC , pDD in the interior of the cube.

Out of the three conserved quantities, the first and the third are of most interest.
The vector field trajectories lie within (but do not coincide, due to singularities!)
the intersections of the common level sets of G1, G2 and G3. The function
G1 describes the difference between pCD and pDC ; the fact that any level set
pCD − pDC = C is conserved (as opposed to pCD = pDC only) is due to the
simplified version of the payoff vector. Conservation of G3 means that the
trajectories lie at a constant distance to the TFT (tit-for-tat) strategy: its
description in terms of the probability vector p is (1, 0, 1, 0).

4.2.3 Perturbation dynamics

Consider the special case of a donation game (with equal gains from switching),
such that f1 = b− c, f2 = −c, f3 = b, f4 = 0. This entails

As(p,q) =

∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 b− c
pCDqDC pCD − 1 qDC

b−c
2

pDCqCD pDC qCD − 1 b−c
2

pDDqDD pDD qDD 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 1
pCDqDC pCD − 1 qDC 1
pDCqCD pDC qCD − 1 1
pDDqDD pDD qDD 1

∣∣∣∣∣∣∣∣
,

Aa(p,q) =

∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 0
pCDqDC pCD − 1 qDC − c+b

2

pDCqCD pDC qCD − 1 c+b
2

pDDqDD pDD qDD 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pCCqCC − 1 pCC − 1 qCC − 1 1
pCDqDC pCD − 1 qDC 1
pDCqCD pDC qCD − 1 1
pDDqDD pDD qDD 1

∣∣∣∣∣∣∣∣

(4.9)

As noted above, As(p,q) is directly proportional to b − c. Therefore, we may
consider the case where b−c = ϵ, a very small quantity. This assumption allows
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us to interpret the symmetric part of the dynamics as a perturbation to the
anti-symmetric one. We will leverage the following fact:

Lemma 4.9 ([6]). Consider a vector field ẋ = f + ϵg for small ϵ in some open
subset U ⊂ RN . Assume that f admits a uniform Lipschitz constant K in
U and that ||g|| is bounded by some constant M in the same subset. Then if
xϵ(0) = x0(0), where x0(t) is the trajectory of the system ẋ = f , then

||xϵ(t)− x0(t)|| ≤
ϵM

K

(
eKt − 1

)
(4.10)

Our findings will be described for the three-dimensional case of counting strate-
gies (see Section 2.5). The general four-dimensional case can be treated analo-
gously; we provide the corresponding theorem at the end of the section. In the
following, we adhere to the notation used in Section 2.5 and in [22] and denote
the symmetric and anti-symmetric components of the counting dynamics as q̇s

and q̇a respectively.
Under our assumptions, the vector field q̇a will take the role of f and q̇s will

take the role of ϵg in the above lemma. However, we encounter the following
problem: the denominators of both functions can be zero on the boundary.
Hence, we need to multiply everything by the common denominator.

Firstly, it is obvious that the symmetric part of the dynamics, q̇s, multiplied
by the denominator, will be a bounded function, since all its modified elements
are polynomials. The explicit form of the equations is in the Appendix A, (A.4).
The only information valuable to us is that all of these equations are polynomials
in q0, q1, q2. This immediately entails that q̇a is Lipschitz. This claim follows
from the two statements:

Lemma 4.10 (Mean value theorem for multivariable functions, [2]). For an
open subset U ⊂ RN , a differentiable function f : U → R and two points
x, y ∈ U the following holds: there exists a c between 0 and 1, such that

|f(y)− f(x)| ≤ |∇f((1− c)x+ cy)|||y − x||.

Remark 4.11. When all the components of a vecor field are Lipschitz, the
vector field is Lipschitz.

Therefore, both conditions of Lemma 4.9 are satisfied. However, we are pre-
sented with a problem: the skewsymmetric part has zeros on the boundary of
the cube. Specifically, the vector field is 0 when q0 = 1, q2 = 0 – this is one of
the edges of the cube. These equilibria are sinks, with two negative and one
zero eigenvalues.

The vector field is smooth everywhere, and therefore it would take an infinite
time to reach those equilibria - this follows from the existence and uniqueness
theorem (see, for example, [3]). We overcome this obstacle by narrowing our
open set, considering not the entire cube C, but the domain Cϵ1 , where we
surround the edge q1 = 1, q2 = 0 by a tube that is ϵ-wide. It can be checked
computationally that q̇0 < 0 when 0 ≤ q0 < 1, 0 ≤ q1 ≤ 1 and 0 < q2 ≤ 1. The
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(a) Trajectories of the vector field q̇a

in (0, 1)3
(b) Trajectories of the vector field q̇s

in (0, 1)3

Figure 4.2: Symmetric and anti-symmetric parts of the
adaptive dynamics flow of counting strategy

same could be said about q̇2. Therefore, the vector field of the anti-symmetric
part does not have periodic trajectories and it inevitably escapes the cube C.

The time T that it takes to do so is a smooth function of the starting
point. For the cube C, this escaping time could be infinite due to the equilibria,
but it will always be finite for Cϵ1 . Moreover, if we take the closure Cϵ1 (by
compactifying Cϵ1 , one can determine (and regulate) the maximum escape time
Tmax. With these considerations in mind, we can state:

Theorem 4.12. For any ϵ1 and for b − c < ϵ(ϵ1) the trajectories of q(t) will
stay infenitesimally close to those of qa(t).

In particular, the following holds:

Corollary 4.13. 1. q(t) will leave Cϵ1,ϵ in finite time.

2. As a consequence of the previous statement, the vector field q̇ will not have
periodic or quasiperiodic trajectories in Cϵ1 ;

The dynamics of the anti-symmetric part are depicted in Figure 4.2(a).

4.2.4 Memory N

We can generalize the previous results as follows.

Theorem 4.14. For arbitrary memory N , the system admits the decomposition
into ’symmetric’ and ’skew-symmetric’ dynamics. Namely,

ṗ = ṗa + ṗs,

where

ṗa =
∂Aa(p,q)

∂p
|p=q, ṗs =

∂As(p,q)

∂p
|p=q

32



with Aa(p,q) and As(p,q) defined in Theorem 3.4. Additionally, the flow ṗs is
a gradient flow of the function 1

2As(p,p).

Remark 4.15. As in the case for memory 1, this decomposition is not un-
coupled. That is, ṗa = ṗa(pa,ps) and ṗs = ṗs(pa,ps) and the two respective
flows influence each other.

These findings may be interesting for the following reason:

Lemma 4.16. In the donation game, the vector fN + J2
N fN is proportional to

b− c and fN − J2
N fN is proportional to −(b+ c).

Proof. The statement follows by induction from the form of J2
N and the recursive

construction of the vector fN as in Lemma 2.5.

5 Anti-symmetric dynamics

The adaptive dynamics for Aa(p,q) look very promising, and we believe it war-
rants a future in-depth investigation, In the scope of this work we demonstrate
a few basic properties.

Adaptive dynamics for ant–symmetric games are different from those for
games with arbitrary payoff vectors. When improving their strategy in accor-
dance with the adaptive dynamics in the anti-symmetric game, the focal player
is not trying to maximise their gains: the strategy is honed towards maximising
A(p,q) − A(q,p), i.e. increasing the gap between payoffs. It seems natural
that the strategy tit-for-tat (TFT) will play a special role in the anti-symmetric
dynamics, since it equalises the expected payoffs of the two players [33]. Indeed,

Lemma 5.1. For infinitely repeated games without discounting, TFT has the
following property:

Aa(p, TFT ) = 0

for any strategy p of the co-player. As a consequence, TFT is always a station-
ary point of the anti-symmetric dynamics.

Proof. By definition of Aa, we have

Aa(p, TFT ) =
A(p, TFT )−A(TFT,p)

2
= 0,

since A(p, TFT ) = A(TFT,p). As a consequence,

∂

∂p
Aa(p, TFT )|p=TFT = 0,

which implies TFT is a stationary point of the anti-symmetric dynamics.

Remark 5.2. The trajectories of a memory-N anti-symmetric games are not
equidistant from TFT: it can be numerically checked that this property fails at
N = 2.
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The work [22] points out that the general adaptive dynamics within (0, 1)4

cube can be simplified through re-parameterising the time via multiplication
by the determinant. We generalise this statement and demonstrate that the
anti-symmetric dynamics have an even simpler form.

Lemma 5.3. The denominator∣∣∣M̃N (p,q) 1N

∣∣∣
is a strictly positive function inside CN := (0, 1)2

2N

for any N .

Proof. This is a direct corollary of the Markov theorem [15]: the determinant∣∣∣M̃N (p,q) 1N

∣∣∣ is the scalar product of the eigenvector ν of MN (p,q) and

the vector 1N ; Markov theorem stipulates that all the entries of the stationary
distribution ν are positive.

Lemma 5.4. The vector field ṗa has the following form:

ṗa =
1

2
∣∣∣M̃N (p,p) 1N

∣∣∣
∂
∣∣∣M̃N (p,q) fN − J2

N fN

∣∣∣
∂pa

∣∣∣∣∣∣
p=q

(5.1)

Proof. This immediately follows from the anti-symmetric properties of the nu-
merator and the rules of differentiation: recall that

Aa =
1

2

∣∣∣M̃N (p,q) fN − J2
N fN

∣∣∣∣∣∣M̃N (p,q) 1N

∣∣∣ .

One can easily check that D1(p,q) :=
∣∣∣M̃N (p,q) fN − J2

N fN

∣∣∣ is an anti-

symmetric function of p and q, while D2(p,q) :=
∣∣∣M̃N (p,q) 1N

∣∣∣ is a sym-

metric one. It immediately follows that

ṗa =
∂
(

D1(p,q)
D2(p,q)

)
∂p

|p=q =

∂D1(p,q)
∂p |p=qD2(p,p)− ∂D2(p,q)

∂p |p=qD1(p,p)

D2
2(p,p)

=

∂D1(p,q)
∂p |p=q

D2(p,p)
.

(5.2)

Therefore, unless the denominator turns 0 (the dynamics are not defined at these
points in any case) all the conserved quantities and zeros of the anti-symmetric
dynamics coincide with those of the system

ṗ =

∣∣∣M̃N (p,q) fN − J2
N fN

∣∣∣
∂p

|p=q. (5.3)
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Henceforth we will be concerned only with the zeros and concerned quantities
of (5.3).

Another fascinating feature of anti-symmetric dynamics that sets them apart
from the general case is that they possess a big number of invariants – at least
2N−1 in fact. Adaptive dynamics with an arbitrary payoff vector preserve 2N−1

fixed hyperplanes (see the last theorem in [22]); anti-symmetric dynamics gen-
eralise this property to fully invariant quantities.

Proposition 5.5. Consider elements pi1...i2N that encode games in which the
players have been making the same decisions in all rounds except for the first.
We denote these 2(N − 1) indices i3 . . . i2N by I. Then for the anti-symmetric
adaptive dynamics the quantities pCD I −pDC I are conserved. In particular, the
following functions are invariant:

1. pCDCC...CC − pDCCC...CC ;

2. pCDDD...DD − pDCDD...DD.

A particular case of this statement was formulated in Lemma 5.5 for memory-
1 strategies; it can also be numerically checked for memory-2. We provide
an analytic proof of the general property, while using the case N = 2 as an
illustration; the statements proved for N = 2 can be generalised easily.

Recall that conjugation by the matrix J2
N exchanges p and q. We examine

the properties of this conjugation for the anti-symmetric dynamics in detail,
starting with

Lemma 5.6. The matrix J2
N has 22N−1 − 2N−1 eigenvectors corresponding to

the eigenvalue −1 and 22N − 22N−1 + 2N−1 eigenvectors with eigenvalue 1.

Proof. Firstly, the matrix J2
1 has eigenvalue −1 with eigenvector

(
0 1 −1 0

)
and eigenvalue 1 with eigenvectors

(
1 0 0 0

)
,
(
0 0 0 1

)
,
(
0 1 1 0

)
.

This is the base of our induction.
Consider the matrix J2

N−1 and let it have k eigenvectors u1, . . . ,uk corre-

sponding to eigenvalue −1 and 22(N−1) − k eigenvectors corresponding to the
eigenvalue 1. Note that we are making two assumptions here: on the total num-
ber of eigenvectors and on their parity. Suppose that a vector v is such that
J2
N−1v = v and a vector w is such that J2

N−1w = −w. Then the following
vectors are eigenvectors of J2

N with eigenvalue 1:
v
0
0
0

 ,


0
v
v
0

 ,


0
w
−w
0

 ,


0
0
0
v

 ,

and the following vectors correspond to eigenvalue −1:
w
0
0
0

 ,


0
w
w
0

 ,


0
v
−v
0

 ,


0
0
0
w
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-1 + pcccc
2

-1 + pcccc -1 + pcccc 0 0 0 0 0 0 0 0 0 0 0 0 0

0 -1 0 -1 pcccd pccdc pcccd pccdc 1 0 0 0 0 0 0 0 1

0 0 -1 -1 0 0 0 0 pcccd pccdc pccdc pcccd 1 0 0 0 -1

0 0 0 -1 0 0 0 0 0 0 0 0 pccdd
2 pccdd pccdd 0

pcdcc pdccc pcdcc pdccc 1 -1 -1 -1 -1 0 0 0 0 0 0 0 -1

0 0 0 0 pcdcd pdcdc -1 + pcdcd pdcdc 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 -1 -1 pcddc pdccd pcddc pdccd 1 0 0 0 2

0 0 0 0 0 0 0 -1 0 0 0 0 pcddd pdcdd pcddd pdcdd -1

pcdcc pdccc pdccc pcdcc 1 0 0 0 0 -1 -1 -1 -1 0 0 0 1

0 0 0 0 pcddc pdccd pdccd pcddc 1 0 -1 0 -1 0 0 0 2

0 0 0 0 0 0 0 0 pcdcd pdcdc pdcdc -1 + pcdcd 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 -1 pcddd pdcdd pdcdd pcddd 1

pddcc
2 pddcc pddcc 1 0 0 0 0 0 0 0 0 -1 -1 -1 0

0 0 0 0 pddcd pdddc pddcd pdddc 1 0 0 0 0 0 -1 0 1

0 0 0 0 0 0 0 0 pddcd pdddc pdddc pddcd 1 0 0 -1 -1

0 0 0 0 0 0 0 0 0 0 0 0 pdddd
2 pdddd pdddd 0

Figure 5.1: The matrix
(
M̃(p,p) f − J2

N f
)

Adopting our induction assumption, we can conclude that the set of newly
constructed vectors contains 22N vectors, of which 2k+22(N−1) have eigenvalue
−1 and 3 ∗ 22(N−1) − 2k eigenvalue 1.

The last step is the computation of the sum

22(N−1) + 2
(
22(N−2) + 2

(
22(N−3) + 2

(
2N−4 + 2(. . .+ 2(20))

)))
(5.4)

for the total number of −1 eigenvectors. One can see that

(5.4) = 22N−2 + 22N−4 + . . .+ 2N−1 = 2N−1(2N − 1) = 22N−1 − 2N−1,

which concludes our proof.

By construction, Aa(p,q) is an anti-symmetric function of p and q.

Lemma 5.7. If a vector ϕN ∈ R22N is such that J2
Nϕ = −ϕ, then for the matrix(

M̃N (p,p) ϕN

)
the following hold:

1. The matrix
(
M̃(p,p) ϕN

)
has linearly dependent columns.

2. J2
(
M̃N (p,p) ϕN

)
J2 =

(
M̃N (p,p) −ϕN

)
.

Proof. Figure 5.1 shows the matrix
(
M̃N (p,p), ϕN

)
for N = 2 and ϕ for the

game with equal gains from switching - a computation yields that the rank of
this 16× 16 matrix is 15.

For the general case, the function
∣∣∣M̃N (p,q), ϕN

∣∣∣ is an anti-symmetric func-

tion of p and q due to our choice of ϕ. Therefore setting q = p turns it 0, which
entails that its columns form a linearly dependent set. Note that this prop-
erty holds for any ϕN , as long as J2ϕN = −ϕN . The second statement follows
from the fact that conjugation by J2

N exchanges p and q; therefore, the matrix(
M̃N (p,p), ϕN

)
has to be invariant under it, barring the last column.

36



Lemma 5.8. Left multiplication by the matrix J2
N permutes the columns of(

M̃N (p,p), ϕN

)
(and multiplies the last one by −1). If we number the columns

from left to right and denote this permutation by µ, then this permutation leaves
2N numbers intact. In particular,

µ(1) = 1,

µ(2) = 3,

µ(3) = 2,

µ(4) = 4,

µ(22N − 4) = 22N − 4,

µ(22N − 3) = µ(22N − 2),

µ(22N − 2) = µ(22N − 3),

µ(22N ) = µ(22N ).

(5.5)

Proof. Consider the expression J2
(
M̃N (p,p) ϕ

)
J2. As stated in Lemma 5.8,

this matrix is equal to
(
M̃N (p,p) −ϕ

)
Multiplication by J2

N from the left permutes the rows of
(
M̃(p,p) ϕ

)
while

multiplication from the right permutes its columns. The last column is turned

into minus itself, but barring it the set of columns of
(
M̃(p,p) ϕ

)
must be

invariant under left multiplication by J2
N ; hence it is a permutation of this set.

The relations (5.5) are clear for N = 2; for larger N , we proceed by induc-
tion. Suppose the statement is true for some N , i.e. 22N columns remain in
their original places after multiplication from the left by J2

N . Then for N + 1,
the number of stationary vectors will be twice as large – this follows from the
construction of the matrix J2

N+1, namely, from the top right and bottom left
copies of J2

N−1. Therefore, the total number of stationary vectors is 2N+1.
In particular, equations (5.5) follow directly from the form of J2

N .

Once again, one can easily check these lemmata on the toy example from

Figure 5.1. If we denote the columns of
(
M̃2(p,p), f2 − J2

2 f2

)
by v1, . . .v16,

the explicit form of µ is

J2v1 = v1

J2v2 = v3

J2v3 = v2

J2v4 = v4

J2v5 = v9

J2v6 = v11

J2v7 = v10

J2v8 = v12

J2v9 = v5

J2v10 = v7

J2v11 = v6

J2v12 = v8

J2v13 = v13

J2v14 = v15

J2v15 = v14

J2v16 = −v16

(5.6)

In general, we denote this permutation by σ and write that Jvi = vσ(i)

k1v1 + k2v2 + . . .+ k22Nv22N = 0. (5.7)

Multiplying (5.7) by J2
N gives

k1vσ(1) + k2vσ(2) + . . .− k22Nvσ(22N ) = 0. (5.8)
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0 pcccc - 1 pcccc - 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 -1 0 -1 pcccd pccdc pcccd pccdc 1 0 0 0 0 0 0 0 -1

0 0 -1 -1 0 0 0 0 pccdc pcccd pccdc pcccd 1 0 0 0 1

0 0 0 -1 0 0 0 0 0 0 0 0 pccdd pccdd pccdd pccdd 0

pdccc pcdcc pdccc 1 -1 -1 -1 -1 0 0 0 0 0 0 0 -1

0 0 0 0 pcdcd pdcdc -1 + pcdcd pdcdc 0 0 0 0 0 0 0 0 -2

0 0 0 0 0 0 -1 -1 pcddc pdccd pcddc pdccd 1 0 0 0 0

0 0 0 0 0 0 0 -1 0 0 0 0 pcddd pdcdd pcddd pdcdd -1

-pcdcc pdccc pcdcc 1 0 0 0 0 -1 -1 -1 -1 0 0 0 1

0 0 0 0 pdccd pcddc pdccd pcddc 1 0 -1 0 -1 0 0 0 0

0 0 0 0 0 0 0 0 pdcdc pcdcd pdcdc -1 + pcdcd 0 0 0 0 2

0 0 0 0 0 0 0 0 0 0 0 -1 pdcdd pcddd pdcdd pcddd 1

0 pddcc pddcc 1 0 0 0 0 0 0 0 0 -1 -1 -1 0

0 0 0 0 pddcd pdddc pddcd pdddc 1 0 0 0 0 0 -1 0 -1

0 0 0 0 0 0 0 0 pdddc pddcd pdddc pddcd 1 0 0 -1 1

0 0 0 0 0 0 0 0 0 0 0 0 pdddd pdddd pdddd pdddd 0

Figure 5.2: The first part of the directional derivative of p

Subtracting (5.8) from (5.7), we get

22N−1∑
i=1

vi

(
ki − kσ(i)

)
+ 2k22Nv22N = 0. (5.9)

As per Lemma 5.8, 2N vectors, including v1,v4,v22N−4 are included in this sum
with zero coefficients. There are two possibilities:

1. the vectors in (5.9) are linearly independent, and all the coefficients are
equal to 0, including k22N ;

2. (5.9) has at least one nonzero coefficient.

Option 1 being true entails that the matrix
(
M̃(p,p) f

)
is degenerate for

every choice of the vector f (since k22N = 0, (5.7) holds for all the columns of
MN (p,p) for any payoff vector), which is not true (consider, e.g. the symmetric
dynamics). Hence, there are nonzero coefficients in (5.9).

Observation 5.9. The following hold true:

1. The vectors vi and vσ(i) do pair up nicely as in 5.9 (i.e. there are no
cycles of length 3 or more) owing to the fact that J2

N has order 2.

2. As per Lemma 5.8, there are 22N−1 − 2N−1 of these pairs of vectors.

3. All the vectors vi−vσ(i) are eigenvectors of the matrix J2
N corresponding

to eigenvalue −1.

Armed with these preliminary results, we can move on to proving Proposition
5.5.

Proof of Proposition 5.5. We use memory-2 matrices and taking derivatives with
respect to pCDCC and pDCCC as an example, but this proof can be repeated

38



pcccc pcccc - 1 0 pcccc - 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 -1 pcccd pccdc pcccd pccdc 1 0 0 0 0 0 0 0 -1

0 0 -1 -1 0 0 0 0 pccdc pcccd pccdc pcccd 1 0 0 0 1

0 0 0 -1 0 0 0 0 0 0 0 0 pccdd pccdd pccdd pccdd 0

pcdcc pdccc 1 pdccc 1 -1 -1 -1 -1 0 0 0 0 0 0 0 -1

0 0 0 0 pcdcd pdcdc -1 + pcdcd pdcdc 0 0 0 0 0 0 0 0 -2

0 0 0 0 0 0 -1 -1 pcddc pdccd pcddc pdccd 1 0 0 0 0

0 0 0 0 0 0 0 -1 0 0 0 0 pcddd pdcdd pcddd pdcdd -1

pdccc pcdcc -1 pcdcc 1 0 0 0 0 -1 -1 -1 -1 0 0 0 1

0 0 0 0 pdccd pcddc pdccd pcddc 1 0 -1 0 -1 0 0 0 0

0 0 0 0 0 0 0 0 pdcdc pcdcd pdcdc -1 + pcdcd 0 0 0 0 2

0 0 0 0 0 0 0 0 0 0 0 -1 pdcdd pcddd pdcdd pcddd 1

pddcc pddcc 0 pddcc 1 0 0 0 0 0 0 0 0 -1 -1 -1 0

0 0 0 0 pddcd pdddc pddcd pdddc 1 0 0 0 0 0 -1 0 -1

0 0 0 0 0 0 0 0 pdddc pddcd pdddc pddcd 1 0 0 -1 1

0 0 0 0 0 0 0 0 0 0 0 0 pdddd pdddd pdddd pdddd 0

Figure 5.3: The second part of the directional derivative of p

verbatim for the second invariant and for any N – it will be pointed out how
crucial steps of the proof can be generalised. Lastly, we will demonstrate how
the proposition can be generalised to any arbitrary index I.

Consider the directional derivative of the function pCDCC − pDCCC along
the flow of the vector field ṗa. Using the rules for differentiation of determinants
and setting p = q, we write

∂ṗa (pCDCC − pDCCC) = ⟨∇ (pCDCC − pDCCC) , ṗa⟩

=
1∣∣∣M̃N (p,q) 1N

∣∣∣ (det(M1) + det(M2))
(5.10)

where the matrices M1 amd M2 are respectively shown in Figures 5.2 and 5.3.
Now we need to demonstrate that the determinants of both matrices are equal
to zero. We start with the first.

det(M1) = 0. This is the more easily proved statement of the two: all the
columns of M1 except for the first are identical to those of MN (p,p), and the
columns of M(p,p) form a linearly dependent set even without the first one, so
it does not matter which form the first column has.

det(M2) = 0. Here, we leverage on Lemma 5.6 and Observation 5.9. As
stated there, the vectors vi − vσ(i) and v22N are eigenvectors of J2

N with eigen-
value −1; moreover, there are 22N−1 − 2N−1 + 1 such vectors, whereas the −1
eigenspace of J2

N has dimension 22N−1 − 2N−1; therefore, this system has to be
linearly dependent.

Consider the following set of vectors: v16, vi − vσ(i) for i = 3, . . . , 15 and
the second column of M2, i.e. the vector(

0 0 0 0 1 0 0 0 −1 0 0 0 0 0 0 0
)

(for arbitrary N , take the vector with 1 in the same row as pCDCC...CC and −1
in the same row as pDCCC...CC ; and for the second function from Lemma 5.5,
take a vector with 1 in the same row as pCDDD...DD and −1 in the same row
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as pDCDD...DD). The span of this set is included in the span of the columns of
M2.

This set contains 7 vectors (22N−1−2N−1+1 for generic values ofN), whereas
there can be at most 6 (or 22N−1 − 2N−1) linearly independent eigenvectors of
J2
N with eigenvalue −1. Hence, our constructed set is linearly dependent, and

so are the columns of M2, making its determinant 0.
General case. Generalising the proof above from pCDCC...CC−pDCCC...CC

to pCDDD...DD − pDCDD...DD is straightforward, but it is less obvious why the
conservation property holds for an arbitrary set of indices I.

For any I as in Proposition 5.5, consider the 4 columns of the matrix(
M̃N (p,q) f

)
where the elements pCD I and pDC I appear - observe that

due to the choice of I, these elements do indeed belong to four neighbouring
columns. The matrix has the following form:

(
M̃N (p,q) f

)
=



...
...

...
...

...
... pCD IqDC I pCD I qDC I

...
...

...
...

...
...

... pDC IqCD I pDC I qCD I

...
...

...
...

...
...


(5.11)

After differentiating and setting p = q, we get

〈
∂
(
M̃N (p,q) f

)
∂p

|p=q,∇ (pCD I − pDC I)

〉
=



...
...

...
...

...
... pDC I pCD I pDC I

...
...

...
...

...
...

... −pCD I pDC I pCD I

...
...

...
...

...
...


︸ ︷︷ ︸

M1

+



...
...

...
...

...
... pCD IpDC I 1 pDC I

...
...

...
...

...
...

... pDC IpCD I −1 pCD I

...
...

...
...

...
...


︸ ︷︷ ︸

M2

(5.12)

Remark 5.10. Bear in mind that there are ”−1”s ”concealed” in the dots - we
are omitting them for the sake of brevity.
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The matricesM1 andM2 are different from
(
M̃N (p,p) f

)
in one column each.

Observe that for M1 the different column is
(
. . . pDC I . . . −pCD I . . .

)
replacing

(
. . . pDC I pDC I . . . pCD I pDC I . . .

)
. The latter is an eigen-

vector of J2
N with eigenvalue 1; therefore, the column system of the matrix M1

still contains all 22N−1 − 2N−1 pairs of vectors vi − vσ(i) plus plus the vector
f -i.e. again, one more vector than the dimension of the −1 eigenspace of J2

N ,
and hence a linearly dependent subsystem. This entails that detM1 = 0.

To show that detM2 = 0, note that the
(
. . . 1 . . . −1 . . .

)
is an eigen-

vector of J2
N with −1 eigenvalue; thus, the number of −1 eigenvectors of J2

N

within the column system of M2 is still 22N−1 − 2N−1 + 1, once again making
it a linearly dependent system.

6 Conclusion

In the scope of this paper, we examined some of the properties of the repeated
donation game from the point of view of linear algebra and dynamical systems.
In particular, we demonstrated that a classification of transition matrices can
be achieved, with equality classes consisting of matrices conjugated by eight
permutation matrices. We described what changes in the ”point of view” within
the game these matrices describe and examined the more interesting ones in
detail: those that exchange the notions of cooperation and defection and change
the focal player.

Both of these transformations offer insights into the properties of the memory-
N game: the former gives rise to a Z2-symmetry and the latter allows to de-
compose the dynamics into symmetric and anti-symmetric parts and treat the
first as a perturbation to the second.

The adaptive dynamics of the anti-symmetric part, when considered on their
own, look extremely promising: they generalise the invariant properties of the
setup with the arbitrary payoff vector and have a fascinating interpretation as
strategies that aim not to increase the absolute profit, but to widen the ”wealth
gap” between the two players.

We believe that the approaches used in this paper shed some light on the
properties of memory-N donation games, as well as their adaptive dynamics
and provide a pure mathematics perspective on the problem. Additionally, the
authors believe that the games with an anti-symmetric payoff vector show a lot
of promise and are worth investigating in more detail.
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A Explicit formulae

Explicit equations for memory 1 adaptive dynamocs for an arbitrary payoff
vector (f1 f2 f3 f4):

ṗCC = 1
A

(
pDD(2pCDpDC − (pCD + pDC)pDD + pDD)

(
−f3p2CC + f3pCDp2CC

−f1p2CDpCC + f1p2DCpCC − f1pCC + f3pCC + 2f1pCDpCC − f3pCDpCC

+f3pDCpCC − f3pCDpDCpCC − f1pCDp2DC + (f3(pCC − pDC − 1)

+f1(−pCD + pDC + 1))p2DD + f1p2CDpDC − f3pDC − f1pCDpDC + f3pCDpDC

−f4(pCD − pDC − 1)
(
p2CC − (pCD + pDC + 1)pCC + pCDpDC + 1

)
−
(
f3(pCC(pCC + pCD − 1)− (pCC + pCD)pDC − 1)

−2f1pCC(pCD − pDC − 1)
)
pDD + f2

(
(pCD − pCC)p2DD

+
(
p2CC + (−pCD + pDC + 1)pCC − pCDpDC − 1

)
pDD

−(pCC − 1)(−pDCpCD + pCD + pCCpDC − 1)
)))

ṗCD = − 1
A
(pCC − 1)(pCC − pDD + 1)pDD

(
(f3(pCC − pDC − 1)

+f1(−pCD + pDC + 1))p2DD +
(
2f1(pCD − pDC − 1)pDC

+f3
(
−p2CC + p2DC + pDC + 1

))
pDD

+f4(pCD − pDC − 1)
(
(pCC − pDC)2 + pDC − 1

)
+pDC

(
f3(pCC − 1)(pCC − pDC) + f1

(
p2DC − pCDpDC + pCD − 1

))
+f2

(
(pCD − pCC)p2DD +

(
p2CC + p2DC − 2pCDpDC + pDC − 1

)
pDD

−(pCC − 1)
(
p2DC − 2pCDpDC + pDC + pCC(pCD − 1) + pCD − 1

)))

ṗDC = 1
A
(pCC − 1)(pCC − pDD + 1)pDD

(
f1p3CD − 2f1p2CD + f3p2CD

−f3pCCp2CD − f1pDCp2CD + f1pCD − f3pCD + f3pCCpCD + f1pDCpCD

−2f3pDCpCD + 2f3pCCpDCpCD + (f1(pCD − pDC − 1)

+f3(−pCC + pDC + 1))p2DD − f4
(
(pCC − pCD)2 + pCD − 1

)
(pCD − pDC − 1)

−f3p2CCpDC + f3pDC +
(
2f1pCD(−pCD + pDC + 1)

+f3
(
p2CC + pCD(pCD − 2pDC − 1)− 1

))
pDD + f2

(
(pCD − pDD − 1)p2CC

+
(
−p2CD + pCD + p2DD

)
pCC − 2pCD + pDD + pCD(pCD − pDD)(pDD + 1) + 1

))
ṗDD = − 1

A
(pCC − 1)(−2pDCpCD + pCD + pDC + pCC(pCD + pDC − 1)− 1)

∗
(
(f3(pCD − pCC) + f1(−pCD + pDC + 1))p2DD +

(
f3(pCC − 1)(pCC − pCD + 2)

+f3(pCC − pCD − 1)pDC + f1
(
(pCD − 1)2 − p2DC

))
pDD

+pDC(f1pCD(−pCD + pDC + 1)− f3(pCC − 1)(pCC − pCD + 1))

−f4(pCD − pDC − 1)
(
p2CC − 2pDDpCC − pCDpDC + (pCD + pDC + 1)pDD − 1

)
+f2

(
(pCD − pDD − 1)p2CC − pCD(pDC + pDD)pCC + pDD(pDC + pDD + 1)pCC

−pCD + (pCD − pDD)(pDDpDC + pDC + pDD) + 1
))

(A.1)
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where

A :=(pCD − pDC − 1)
(
(−2pCC + pCD + pDC + 1)p2DD + 2

(
p2CC − pCDpDC − 1

)
pDD−

(pCC − 1)(−2pDCpCD + pCD + pDC + pCC(pCD + pDC − 1)− 1)
)2

(A.2)

dfk (A.3)

Explicit equations for the anti-symmetric part of counting strategy dynamics

q̇a2 = − 1
2
q0(2q1(q1 − q0) + q0)

(
−2q0

(
−q22 + q21 + 1

)
+ q20(−2q2 + 2q1 + 1)+

(q2 − 1)(2q1(−q2 + q1 − 1) + q2 + 1)
)
,

q̇a1 = 1
2
(q2 − 1)q0(q2 − q0 + 1)

(
−2q0

(
−q22 + q21 + 1

)
+ q20(−2q2 + 2q1 + 1)+

(q2 − 1)(2q1(−q2 + q1 − 1) + q2 + 1)
)
,

q̇a0 = 1
2
(q2 − 1)(2q1(−q2 + q1 − 1) + q2 + 1)

(
−2q0

(
−q22 + q21 + 1

)
+

q20(−2q2 + 2q1 + 1) + (q2 − 1)(2q1(−q2 + q1 − 1) + q2 + 1)
)

(A.4)
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