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Abstract: We consider the generalization of the Araki–Uhlmann formula for relative
entropy to Petz–Rényi relative entropy. We compute this entropy for a free scalar field in
the Minkowski wedge between the vacuum and a coherent state, as well as for a thermal
state. In contrast to the relative entropy which in these cases only depends on the sympletic
form and thus reduces to the classical entropy of a wave packet, the Petz–Rényi relative
entropy also depends on the symmetric part of the two-point function and is thus genuinely
quantum.
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1 Introduction

Using Tomita–Takesaki modular theory [1, 2], Araki and Uhlmann [3–5] have shown that
the relative entropy between two cyclic and separating states Ψ and Φ can be computed
as the expectation value of the relative modular Hamiltonian ln ∆Ψ|Φ according to

S(Ψ∥Φ) = −⟨Ψ| ln ∆Ψ|Φ|Ψ⟩ . (1.1)

The relative modular Hamiltonian depends on the two states as well as the von Neumann
algebra A describing the part of the system that one is interested in. In applications, A
is usually the algebra of fields restricted to a certain spacetime region, in which case the
above formula computes the relative entanglement entropy between this region and its
complement. Using (1.1), relative entropy has been computed in a number of examples [6–
9]. Relative entropy and more generally the modular Hamiltonian have also been useful in
deriving various constraints on quantum field theory in diverse settings. The literature on
this topic is vast, and we refer the reader to the recent works [10–18] for various aspects
and references to earlier work.

Formula (1.1) is a direct generalization of the quantum-mechanical one, where the
relative entropy between two density matrices ρ and σ is given by

S(ρ∥σ) = tr(ρ ln ρ− ρ ln σ) . (1.2)

Namely, on the tensor product Hilbert space that describes the bipartite quantum system
(of the part of interest and its complement) the relative modular Hamiltonian has the very
simple form [19]

ln ∆Ψ|Φ = ln
(
ρΦ ⊗ ρ−1

Ψ

)
, (1.3)

where ρΦ and ρΨ are the reduced density matrices obtained from the pure states Φ and
Ψ defined on the tensor product space by tracing over either the part of interest or its
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complement. It is then easy to see that expression (1.1) reduces to (1.2), and in fact this
was the original motivation for (1.1).

Operationally, relative entropy measures the difference between the two states in the
sense that the probability to wrongly ascribe the state Φ to the system in the state Ψ
after N measurements decays asymptotically for large N like e−NS(Ψ∥Φ) [20]. However,
there are other measures of the difference between states, such as the Petz–Rényi relative
entropy [21–23]

Sα(ρ∥σ) = 1
α− 1 ln tr

(
ρασ1−α

)
, (1.4)

defined for α ∈ (0, 1).1 In the limit α → 1, one recovers the relative entropy (1.2). Since ρ
and σ do not commute, other generalizations are possible which in a limit reduce to the
relative entropy, such as sandwiched Rényi relative entropy [24, 25]

S̃α(ρ∥σ) = 1
α− 1 ln tr

(
σ

1−α
2α ρσ

1−α
2α

)α
(1.5)

defined for α ∈ (0, 1)∪(1,∞). Using the formula (1.3), it is easy to see that the Petz–Rényi
relative entropy (1.4) can be written as [22, 23]

Sα(Ψ∥Φ) = 1
α− 1 ln⟨Ψ|∆1−α

Ψ|Φ |Ψ⟩ , (1.6)

while for the sandwiched Rényi relative entropy (1.5) such a generalization is much harder [26–
29]. Let us note that this equation is to be understood from spectral calculus, which means
that we actually define

Sα(Ψ∥Φ) = 1
α− 1 ln

∫ ∞

0
λ1−α d⟨Ψ|Eλ|Ψ⟩ , (1.7)

where Eλ is the spectral resolution of the (positive) operator ∆Ψ|Φ. In the remainder of this
work, we thus concentrate on the Petz–Rényi relative entropy in the form (1.7). We show
that it is well-defined in general for α ∈ [0, 1) and that the limit α → 1 exists, that it can be
computed using analytic continuation of the modular flow, and that it can be obtained for
free fields using the standard subspace approach. Lastly, we consider the concrete example
of a free scalar field in the Minkowski wedge.

2 Petz–Rényi relative entropy

2.1 General results

We recall that the relative Tomita operator SΨ|Φ is defined as the closure of the map

SΨ|Φa|Ψ⟩ = a†|Φ⟩ for all a ∈ A (2.1)

for a von Neumann algebra A acting on a Hilbert space H and two states |Ψ⟩, |Φ⟩ ∈ H,
which we both assume for simplicity to be cyclic and separating for A as well as normalized.

1If ρ ≤ Cσ for some constant C > 0, the definition can be further extended to α ∈ (1, ∞).
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The polar decomposition SΨ|Φ = JΨ|Φ∆
1
2
Ψ|Φ then defines the relative modular conjugation

JΨ|Φ and the relative modular operator ∆Ψ|Φ. It also follows that |Ψ⟩ ∈ D
(

∆
1
2
Ψ|Φ

)
, which

we will use in the following without explicitly mentioning it.
Since ∆Ψ|Φ is positive and λr < 1 + λ for r ∈ [0, 1] and λ ≥ 0, we obtain

0 ≤
∫ ∞

0
λr d⟨Ψ|Eλ|Ψ⟩ <

∫ ∞

0
(1 + λ) d⟨Ψ|Eλ|Ψ⟩

= ∥|Ψ⟩∥2 +
∥∥∥∥∆

1
2
Ψ|Φ|Ψ⟩

∥∥∥∥2
= 1 +

∥∥∥J−1
Ψ|Φ|Φ⟩

∥∥∥2
= 1 + ∥|Φ⟩∥2 = 2 .

(2.2)

We see that the spectral integral is uniformly bounded (independently of r), and it follows
that it is continuous as a function of r ∈ [0, 1], keeping in mind that the states |Ψ⟩ and
|Φ⟩ are fixed. We would also like to take derivatives with respect to r, which we may
exchange with the integration by dominated convergence provided we can find a dominating
integrable function. For this, we note that for k ∈ N we have∣∣∣λr lnk λ

∣∣∣ ≤ Θ(1 − λ)λr lnk λ−1 + Θ(λ− 1)λr lnk λ

≤ Θ(1 − λ) lnk λ−1 + Θ(λ− 1)λ
r+kϵ

ϵk ek

(2.3)

for all ϵ > 0. This is an integrable function for all r ∈ [0, r1] with 0 < r1 < 1, where we
may take ϵ = (1 − r1)/k. Since r1 is arbitrary, this shows that arbitrary derivatives with
respect to r can be taken inside the integration in the range r ∈ [0, 1):

∂k
r

∫ ∞

0
λr d⟨Ψ|Eλ|Ψ⟩ =

∫ ∞

0
λr lnk λ d⟨Ψ|Eλ|Ψ⟩ . (2.4)

However, continuity of the derivatives as r → 1, which corresponds to α → 0, is not
guaranteed.

It follows that the Petz–Rényi relative entropy Sα(Ψ∥Φ) (1.7) is well-defined for α ∈
[0, 1). In the limit α → 1−, l’Hôpital’s rule shows that

lim
α→1−

Sα(Ψ∥Φ) = lim
α→1−

∂α ln
∫ ∞

0
λ1−α d⟨Ψ|Eλ|Ψ⟩

= − lim
α→1−

[(∫ ∞

0
λ1−α d⟨Ψ|Eλ|Ψ⟩

)−1 ∫ ∞

0
λ1−α lnλ d⟨Ψ|Eλ|Ψ⟩

]

= −
∫ ∞

0
lnλ d⟨Ψ|Eλ|Ψ⟩ = −⟨Ψ| ln ∆Ψ|Φ|Ψ⟩ = S(Ψ∥Φ) ,

(2.5)

where we also used that
∫ ∞

0 d⟨Ψ|Eλ|Ψ⟩ = ∥|Ψ⟩∥2 = 1. That is, in the limit α → 1 the
Petz–Rényi relative entropy reduces to the Araki–Uhlmann relative entropy (1.1), which is
known to be positive. Note that for α = 0 we have

S0(Ψ∥Φ) = − ln
∫ ∞

0
λ d⟨Ψ|Eλ|Ψ⟩ = − ln ∥|Φ⟩∥2 = 0 . (2.6)

To show that Petz–Rényi relative entropy Sα(Ψ∥Φ) is non-negative for α ∈ [0, 1], we can
use that it is monotonously increasing with α [27, App. B]. This follows because F (r)

r is
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monotonically decreasing for r ∈ (0, 1) if F (0) ≥ 0 and F is a concave function, since then

F (a) = F

(
a

b
b+

(
1 − a

b

)
0
)

≥ a

b
F (b) +

(
1 − a

b

)
F (0) ≥ a

b
F (b) for 0 ≤ a ≤ b . (2.7)

So it remains to show that (1 −α)Sα(Ψ∥Φ) is concave as a function of r = 1 −α, i.e., that

F (r) = − ln
∫ ∞

0
λr d⟨Ψ|Eλ|Ψ⟩ (2.8)

is convex, and that F (0) ≥ 0. The second property follows easily from

F (0) = − ln
∫ ∞

0
d⟨Ψ|Eλ|Ψ⟩ = − ln ∥|Ψ⟩∥2 = 0 . (2.9)

For convexity, we use that F (r) is a differentiable function for r ∈ (0, 1) by the above
results, we can compute its second derivative which reads[∫ ∞

0
λr d⟨Ψ|Eλ|Ψ⟩

]2
F ′′(r)

=
[(∫ ∞

0
λr lnλ d⟨Ψ|Eλ|Ψ⟩

)2
−

∫ ∞

0
λr d⟨Ψ|Eλ|Ψ⟩

∫ ∞

0
λr ln2 λd⟨Ψ|Eλ|Ψ⟩

]

= −1
2

∫ ∞

0

∫ ∞

0
λrµr(lnλ− lnµ)2 d⟨Ψ|Eλ|Ψ⟩ d⟨Ψ|Eµ|Ψ⟩ ≤ 0 ,

(2.10)

and it follows that F (r) is concave as required.
Lastly, we would like to show that one can compute the Petz–Rényi entropy using an

analytic continuation of the modular flow. Consider thus the function

f(t) = ⟨Ψ|∆it
Ψ|Φ|Ψ⟩ =

∫ ∞

0
λit d⟨Ψ|Eλ|Ψ⟩ , (2.11)

defined initially for t ∈ R. We want to prove that it admits an analytic extension into the
complex strip I = {z = t − ir ∈ C : t ∈ R, r ∈ (0, 1)} with a continuous extension to the
boundaries r = 0 and r = 1. The proof of the existence of such an extension substantially
relies on the the analyticity of the exponential function, and we follow [30, Lemma 9.2.12].
First of all, we notice that the function f(t) can be extended to a bounded function of z
on the strip I, thanks to the bound

∣∣λiz∣∣ = λr and the estimates (2.2) for r ∈ [0, 1]. To
show that this extension is also analytic, we define a family of complex-valued functions
{fn} for n ∈ N by

fn(z) =
∫

[n−1,n]
λiz d⟨Ψ|Eλ|Ψ⟩ . (2.12)

For every n ∈ N it is easy to see that the functions fn(z) are analytic on C thanks to the
uniform bound

∣∣∣∂k
z fn(z)

∣∣∣ ≤ n|ℑm z| lnk n. In addition, for z ∈ I it holds that

|f(z) − fn(z)| ≤
∫

[0,n−1)∪(n,∞)
(1 + λ) d⟨Ψ|Eλ|Ψ⟩ ≤

∫ ∞

0
(1 + λ) d⟨Ψ|Eλ|Ψ⟩ = 2 , (2.13)

using that
∣∣λiz∣∣ ≤ λr < 1 + λ. The difference between f(z) and fn(z) is thus uniformly

bounded, and we can apply the dominated convergence theorem to conclude that the
sequence {fn} converges uniformly to f(z) for z ∈ I. It then follows that the extension
f(z) is analytic in the strip I and continuous on the boundaries.

Summarizing the above results, we obtain
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Proposition 1. The Petz–Rényi relative entropy Sα(Ψ∥Φ) defined by (1.7) is well-defined
for α ∈ [0, 1], and a differentiable function of α for all α ∈ [0, 1). It vanishes for α = 0 and
increases monotously with α, and is thus non-negative for all α ∈ [0, 1] (but may become
infinite). In the limit α → 1−, it reduces to the Araki–Uhlmann relative entropy (1.1),
which is thus an upper bound for the Petz–Rényi relative entropy. It can be computed by
analytically continuing the modular flow (2.11).

In general, relative modular operators and Hamiltonians are difficult to compute ex-
plicitly. One exception is if both |Ψ⟩ and |Φ⟩ are excitations of a common state |Ω⟩, which
is also cyclic and separating for A. That is, assuming that |Ψ⟩ = UU ′|Ω⟩ and |Φ⟩ = V V ′|Ω⟩
with invertible U, V ∈ A and invertible U ′, V ′ ∈ A′, equation (2.1) for the relative Tomita
operator can be written as

U †(V ′)−1SΨ|ΦU
′(V −1)†V †aU |Ω⟩ = (V †aU)†|Ω⟩ = SΩV

†aU |Ω⟩ , (2.14)

where we used that U ′ and V ′ are in the commutant A′ and thus commute with a, U, V and
their adjoints which are in the algebra A. Since U and V are invertible, this is equivalent
to (

U †(V ′)−1SΨ|ΦU
′(V −1)† − SΩ

)
b|Ω⟩ = 0 for all b ∈ A , (2.15)

and since |Ω⟩ is separating, we obtain

SΨ|Φ = (U−1)†V ′SΩ(U ′)−1V † . (2.16)

The relative modular Hamiltonian and relative modular conjugation can then be obtained
from the polar decomposition of SΨ|Φ. In particular if U and V ′ are unitary, it follows that

∆Ψ|Φ = S†
Ψ|ΦSΨ|Φ = [(U ′)−1V †]†∆Ω(U ′)−1V † , (2.17)

and if also U ′ and V are unitary, spectral calculus shows that

∆r
Ψ|Φ = V U ′∆r

Ω(U ′)†V † . (2.18)

For unitary excitations of a common state |Ω⟩, the Petz–Rényi relative entropy (1.7) there-
fore reduces to

Sα(UU ′Ω∥V V ′Ω) = 1
α− 1 ln

∫ ∞

0
λ1−α d

〈
V †UΩ

∣∣∣Eλ

∣∣∣V †UΩ
〉
, (2.19)

where now Eλ is the spectral resolution of the (positive) operator ∆Ω. In particular, it does
not depend on U ′ and V ′, the excitations in the commutant. This shows that the Petz–
Rényi relative entropy, similarly to the Araki–Uhlmann relative entropy, only depends on
the states defined on the algebra A and not on their specific vector representatives in the
Hilbert space H. Indeed, the two vectors |Ω⟩ and U ′|Ω⟩ define the same state ω on A via
ω(a) = ⟨Ω|a|Ω⟩ = ⟨Ω|(U ′)†aU ′|Ω⟩ for all a ∈ A.
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2.2 Free bosonic QFTs

Let us now specialize to a free bosonic quantum field theory, and the corresponding second-
quantized symmetric Fock space F constructed over the one-particle Hilbert space H. On
F there exists a representation of the abstract Weyl algebra, which is the completion of
the free algebra generated by the identity 1 and the Weyl operators W (f), quotiened by
the relations

[W (f)]∗ = W (−f) , W (f)W (g) = e− i
2 σ(f,g)W (f + g) . (2.20)

Here, f are elements of a symplectic space (S, σ) and σ is the corresponding symplectic
form; in the case that we are interested in, f are vectors in some real-linear subspace L of
the one-particle Hilbert space H and σ is twice the imaginary part of the scalar product
(·, ·)H on H and non-degenerate. If the Hilbert space is not given, it is possible to construct
it (and the symmetric Fock space) starting from the symplectic space together with a
quasi-free state ω on the Weyl algebra A [31, App. A]. This state is defined by the action

ω(W (f)) = e− 1
2 µ(f,f) , (2.21)

where µ is a real symmetric bilinear form on S×S that satisfies µ(f, f)µ(h, h) ≥ 1
4σ(f, h)2

for all f, h ∈ S to ensure positivity. From µ and σ, one defines the bilinear form ω2 = µ+ i
2σ,

which becomes the scalar product on the one-particle Hilbert space H. Furthermore, the
representation π is regular such that π(W (f)) = eiϕ(f) with a self-adjoint operator ϕ(f)
defined on a dense subset of F [32, Sec. 5.2.3], the state is represented by the cyclic vector
|Ω⟩ through the relation

ω(W (f)) = ⟨Ω|π(W (f))|Ω⟩ = ⟨Ω|eiϕ(f)|Ω⟩ , (2.22)

and the von Neumann algebra A is obtained as the weak closure A = π(A)′′. If in addition
the state ω is faithful for A, the vector |Ω⟩ is also separating for A, and we will assume
this in the following. Therefore, the modular objects can be constructed as before. Since
in the following we will only work with this representation, for ease of notation we do not
write π explicitly.

At this point, we can derive a more explicit expression for the Petz–Rényi relative
entropy between the state ω and a state ψ obtained as a coherent excitation of ω. Indeed,
the state ψ is implemented by a vector |Ψ⟩ = W (f)|Ω⟩, and since W (f) is unitary we can
employ equation (2.19) with U ′ = V ′ = V = 1 and U = W (f). Therefore we have

Sα(W (f)Ω∥Ω) = 1
α− 1 ln

∫ ∞

0
λ1−α d⟨Ω|W (−f)EλW (f)|Ω⟩ , (2.23)

and as explained before we will compute this by analytically continuing the result for the
modular flow. For free theories, it has been shown [33, 34] that the modular objects are
second-quantized operators on Fock space, which in particular means that the modular
group acts on the Weyl generators according to

∆it
ΩW (f)∆−it

Ω = W (ft) with ft ∈ L ∀t ∈ R . (2.24)
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This action holds even more generally, namely when the modular group acts in a local
geometric way [35, 36] (for example, in the cases covered by the Bisognano–Wichmann
theorem). We then obtain

⟨Ω|W (−f)∆it
ΩW (f)|Ω⟩ = ⟨Ω|∆

−it
2

Ω W (−f)∆
it
2
Ω ∆

it
2
ΩW (f)∆

−it
2

Ω |Ω⟩

= ⟨Ω|W
(
−f− t

2

)
W

(
f t

2

)
|Ω⟩ = ⟨Ω|e

i
2 σ

(
f− t

2
,f t

2

)
W

(
−f− t

2
+ f t

2

)
|Ω⟩

= e
− 1

2 ω2

(
−f− t

2
+f t

2
,−f− t

2
+f t

2

)
e

i
2 σ

(
f− t

2
,f t

2

)
,

(2.25)

where we used that the action of ∆Ω leaves the state |Ω⟩ invariant. Performing the analytic
continuation and taking the logarithm, we obtain that the Petz–Rényi relative entropy is
given by

Sα(W (f)Ω∥Ω) = 1
α− 1 lnM(i(α− 1)) , (2.26)

where M is the function defined for real t by

M(t) = exp
[
−1

2ω2
(
f t

2
− f− t

2
, f t

2
− f− t

2

)
+ i

2σ
(
f− t

2
, f t

2

)]
, (2.27)

and the analytic continuation is well-defined by our previous arguments. Using the relation
iσ(f, g) = ω2(f, g) − ω2(g, f) between the antisymmetric part of the two-point function ω2
and the symplectic form as well as ω2(ft, ft) = ω2(f, f), we can also express M(t) as

M(t) = exp
[
ω2

(
f− t

2
, f t

2

)
− ω2(f, f)

]
. (2.28)

Since we have shown that Sα(W (f)Ω∥Ω) ≥ 0, it follows that the analytic continuation of
M(t) to M(i(α − 1)) is a real function satisfying 0 ≤ M(i(α − 1)) ≤ 1. Performing the
analytic continuation through ℜe z = ℜe (t−ir) = t ≥ 0 and employing the principal branch
of the logarithm, we can interchange the analytic continuation with taking the logarithm,
and obtain

Proposition 2. Under the assumption (2.24) of geometric modular action, the Petz–Rényi
relative entropy between the vacuum |Ω⟩ and the unitary excitation W (f)|Ω⟩ is given by

Sα(W (f)Ω∥Ω) = 1
α− 1F (i(α− 1)) , (2.29)

where F is the function defined for real t by

F (t) = −1
2ω2

(
f t

2
− f− t

2
, f t

2
− f− t

2

)
+ i

2σ
(
f− t

2
, f t

2

)
= ω2

(
f− t

2
, f t

2

)
− ω2(f, f) ,

(2.30)

and the analytic continuation is well-defined.
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We see that in the limit α → 1, where the Petz–Rényi relative entropy reduces to
the Araki–Uhlmann relative entropy, only the linear expansion of F (t) around t = 0 is
relevant since ω2

(
f t

2
− f− t

2
, f t

2
− f− t

2

)
vanishes to first order in t. From (2.30), we see that

in this limit only the sympletic form σ makes a contribution. Because the symplectic form
already enters the classical analysis, while the symmetric part of the two-point function ω2
only becomes important in the quantum theory, in contrast to the Araki–Uhlmann relative
entropy which can be reduced to the classical entropy of a wave packet [37], the Petz–Rényi
relative entropy is a genuinely quantum measure of entropy.

2.3 Relation to standard subspaces

For free theories, both the modular data and relative entropy can be nicely determined
using standard subspaces [7, 37, 38]. A standard subspace L of a complex Hilbert space
H is a closed real-linear subspace such that L ∩ iL = {0} and L + iL = H. For such
subspaces, one can define the modular objects, starting from the Tomita operator which is
obtained as the closure of the map s acting as s(h + ik) = h − ik for h, k ∈ L. The polar
decomposition s = jδ

1
2 of the (completion of) s then defined the modular conjugation j

and the modular operator δ. For simplicity we only treat the bosonic case and further
assume that L is factorial, that is L ∩ L′ = 0 where L′ = (iL)⊥R , with ⊥R denoting the
orthogonal complement with respect to the real part of the scalar product on H. It has
been shown [33, 34] that this condition is equivalent to the fact that 1 is not in the point
spectrum of the modular operator ∆, and it will be fulfilled in our examples. Moreover, the
Fock space modular operators JΩ and ∆Ω for the Fock vacuum state |Ω⟩ are obtained as
the second-quantized versions of j and δ on the single-particle Hilbert space [33, 34]. This
means in particular that the modular group action on the Weyl generators (2.24) on Fock
space has an analogue in H, namely for f ∈ L it holds that

δitf = ft with ft ∈ L ∀t ∈ R , (2.31)

and with the same ft that appears in equation (2.24).
With f ∈ L, the Petz–Rényi relative entropy between the vacuum |Ω⟩ and the unitary

excitation W (f)|Ω⟩ is given by Prop. 2. Using that the two-point function ω2, evaluated
on functions f ∈ H, is equal to the scalar product on the one-particle Hilbert space H, we
can rewrite the result (2.30) as

F (t) =
(
f− t

2
, f t

2

)
H

− (f, f)H =
(
δ− it

2 f, δ
it
2 f

)
H

− (f, f)H , (2.32)

where we used the action (2.31) of the single-particle modular operator. The analytic
continuation t → i(α− 1) leads to

Sα(W (f)Ω∥Ω) = 1
α− 1

[(
δ− 1−α

2 f, δ
1−α

2 f
)

H
− (f, f)H

]
. (2.33)

Employing the spectral resolution eλ of δ, we thus arrive at

Definition 1. The Rényi entropy of a vector f ∈ L with respect to the standard subspace
L ⊂ H is defined as

Sα(f) =
∫ ∞

0

λ1−α − 1
α− 1 d(f, eλf)H . (2.34)
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Completely analogous to Prop. 1, one shows that Sα(f) is continuous in α, and in the
limit α → 1 it follows that

Sα(f) = −
∫ ∞

0
lnλ d(f, eλf)H , (2.35)

which is nothing else but the entropy of the vector f ∈ L as defined in [7]. In analogy to
Prop. 1, one further shows that

Proposition 3. The Rényi entropy of a vector f ∈ L is well-defined for α ∈ [0, 1], and a
differentiable function of α for all α ∈ [0, 1). It vanishes for α = 0 and increases monotously
with α, and is thus non-negative for all α ∈ [0, 1] (but may become infinite). In the limit
α → 1−, it reduces to the entropy of the vector f ∈ L, which is thus an upper bound for
the Rényi entropy of this vector.

3 Free scalar fields in a wedge

We can now compute Petz–Rényi relative entropy for a free scalar massive real field in the
Bisognano–Wichmann situation. More specifically, we consider the abstract Weyl algebra
Ar generated by the Weyl operators localized in the right wedge Wr = {x ∈ Md+1 : x1 >∣∣x0∣∣}. On this algebra we define the state ωr as the restriction to Ar of the vacuum state
ω defined on the Weyl algebra A generated by Weyl operators localized in Md+1. Thanks
to the Bisognano–Wichmann theorem, we know that in the GNS representation π(Ar)
induced by ωr the state ωr is implemented by a cyclic and separating vector |Ω⟩ and the
modular operator for the couple (π(Ar)′′, |Ω⟩) coincides with the boost operator in the
positive x1 direction. In particular, we have the geometric modular action (2.24) with

ft(x) = f(Λ−tx) , (3.1)

where we denoted with Λ−t the boosted coordinates in the x1 direction:

(Λtx)0 = cosh(2πt)x0 + sinh(2πt)x1 , (3.2a)
(Λtx)1 = sinh(2πt)x0 + cosh(2πt)x1 , (3.2b)
(Λtx)i = xi for i = 2, . . . , d+ 1 . (3.2c)

The integral kernel of the two point function of the state ω (and, therefore, of the state
ωr) is given by

ω2(x, y) =
∫ ddp

2ωp
eiωp(x0−y0)−ip1(x1−y1)−ipj(xj−yj) , (3.3)

where ωp =
√

p2 +m2 and j = 2, . . . , d + 1. We also used the mostly plus signature for
the metric and the convention

f(x) =
∫
f̂(p)e−ipx dd+1p (3.4)

for the inverse Fourier transform. To obtain an explicit expression for the Petz–Rényi
relative entropy, we need to find the analytic extension of the function of real variable

t ∈ R → ω2
(
f− t

2
, f t

2

)
(3.5)
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in the complex strip I. The existence of such an analytic extension has been proven on
a general ground in section 2. We start noticing that, since any orthochronous Lorentz
transformation has determinant one, it holds that

ω2(fs, gs′) =
∫∫

ω2(x, y)f(Λ−sx)g(Λ−s′y) dx dy

=
∫∫

ω2(Λsx,Λs′y)f(x)g(y) dx dy .
(3.6)

In particular, we have

ω2
(
f− t

2
, f t

2

)
=

∫∫
ω2

(
Λ− t

2
x,Λ t

2
y

)
f(x)g(y) dx dy . (3.7)

We can now extend the distributional kernel ω2(x, y) to a bounded function of complex
variables in the following way. Let z = a+ ib with a, b ∈ R and w = c+ id with c, d ∈ R be
two complex numbers. By direct computation, we obtain

ω2(Λzx,Λwy) =
∫ ddp

2ωp
exp(iωp(cosh(2πz)x0 + sinh(2πz)x1 − cosh(2πw)y0 − sinh(2πw)y1)

− ip1(sinh(2πz)x0 + cosh(2πz)x1 − sinh(2πw)y0 − cosh(2πw)y1))e−ipj(xj−yj)

=
∫ ddp

2ωp
exp(i cosh(2πz)(ωpx0 − p1x1)) exp(i sinh(2πz)(ωpx1 − p1x0))

exp(−i cosh(2πw)(ωpy0 − p1y1)) exp(−i sinh(2πw)(ωpy1 − p1y0))e−ipj(xj−yj) .

(3.8)

Using well-known hyperbolic function identities, we obtain the following formula for the
real part of the exponents

− sin(2πb)(ωp(sinh(2πa)x0 + cosh(2πa)x1) − p1(sinh(2πa)x1 + cosh(2πa)x0))
+ sin(2πd)(ωp(sinh(2πc)y0 + cosh(2πc)y1) − p1(sinh(2πc)y1 + cosh(2πc)y0))
= sin(2πb)(ωp, p1) · (v1, v2) − sin(2πd)(ωp, p1) · (w1, w2) ,

(3.9)

where we defined the bidimensional vectors v, w with components

v1 = sinh(2πa)x0 + cosh(2πa)x1 v2 = sinh(2πa)x1 + cosh(2πa)x0

w1 = sinh(2πc)y0 + cosh(2πc)y1 w2 = sinh(2πc)y1 + cosh(2πc)y0
(3.10)

We now notice that, for x, y ∈ Wr, the vectors v, w are both future pointing and time-like.
Indeed, since cosh(l) > 0 ∀l ∈ R, x1, y1 > 0 and x1 ≥ |x0|, y1 ≥ |y0| we have

sinh(2πm)z0 + cosh(2πm)z1 > cosh(2πm)z1 − |z0|| sinh(2πm)| > cosh(2πm)z1 − z1 cosh(2πm) = 0 ,
− (sinh(2πm)z0 + cosh(2πm)z1)2 + (sinh(2πm)z1 + cosh(2πm)z0)2 = −z2

1 + z2
0 < 0 ,

(3.11)

where the vector (z0, z1) denotes either the vector (x0, x1) or the vector (y0, y1) and m ∈ R.
Since the vector (ωp, p1) is future pointing and time-like, we see that the real part of the
exponents has a negative sign if sin(2πb) > 0 and sin(2πd) < 0. In particular, the presence

– 10 –



of fast decaying factors implies that the function of real variable ω2(f− t
2 ,f t

2
) can be extended

to a well defined bounded function of complex variable ω2(f− z
2 ,f z

2
) for ℑm (z) ∈ I. It is

actually possible to prove that this extension is analytic in the interior of the strip and
continuous on the boundaries. In conclusion, using equation (2.30) we obtain

Sα(W (f)Ω|Ω)

= 1
α− 1

(
−

∫∫
ω2(x, y)f(x)f(x) dd+1x dd+1y +

∫∫
ω2(Λ− i(α−1)

2
x,Λ i(α−1)

2
)f(x)f(y) dd+1x dd+1y

)
.

(3.12)

In the limit α → 1, this expression reproduces the known result for the relative entropy [6].

4 Outlook

We have studied the Petz–Rényi relative entropy Sα(Ψ|Φ) between two states |Ψ⟩ and
|Φ⟩ of a von Neumann algebra A using modular theory. We have shown that it is positive,
monotonous, and bounded from above by the Araki–Uhlmann relative entropy S(Ψ|Φ). We
have further shown that for unitary excitations of a common state |Ω⟩, it can be computed
using only the modular Hamiltonian of |Ω⟩, and that the computation can be done by
analytically continuing the modular flow generated by this Hamiltonian. For free bosonic
QFTs and under the assumption of geometric modular action, we have then shown that
the Sα(Ψ|Φ) can be obtained using only the two-point function ω2 of |Ω⟩. In contrast to
the Araki–Uhlmann relative entropy, apart from the antisymmetric part of the two-point
function (the sympletic form), here also the symmetric part contributes. In particular, this
entails that the Petz–Rényi relative entropy can not be expressed using just the classical
entropy of a wave packet, such that it contains genuine quantum effects.

As an example, we have computed Sα(Ψ|Φ) for a free massive scalar field in the Min-
kowski vacuum state, with A being the algebra of Weyl operators in the right wedge. We
have shown explicitly how the Petz–Rényi entropy is computed by the analytic continuation
of the modular flow, and we have verified that in the limit α → 1 it reduces to the known
results for the relative entropy [6]. In the future, it would be very interesting to extend our
work also to fermions, where results for the relative entropy are also available [39].
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