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INTRODUCTION TO SHTUKAS AND THEIR MODULI

ZHIWEI YUN

Abstract. These are lectures notes of my talks at the IHES summer school on the Langlands
program in 2022. We give an introduction to the notion of Shtukas, their relation with more
familiar geometric objects, their moduli spaces and applications to automorphic forms.
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1. Introduction

The notion of a Shtuka was introduced by Drinfeld [6] under the name “F -bundles”. Here
F stands for Frobenius. Indeed a Shtuka is a bundle with a kind of Frobenius structure. The
word Shtuka has its origin in Russian, which means “gadget” or “thing”. Shtukas generalize
the earlier notion of “elliptic modules” introduced by Drinfeld, which are analogs of elliptic
curves. General Shtukas can be thought of as a version of motives not defined in characteristic
p but whose coefficient field is of characteristic p.

Moduli spaces or stacks of Shtukas are function field analogs of Shimura varieties. As such,
they have been playing a key role in establishing cases of the Langlands correspondence over
function fields.

Drinfeld [7, 8] used the moduli space of rank 2 Shtukas to prove the Ramanujan-Petersson
conjecture and the Langlands conjecture for GL2 over a global function field.

Laumon, Rapoport and Shtuhler [24] used Shtukas for division algebras to prove part of the
global Langlands conjecture for division algebras over a function field, and to prove the local
Langlands conjecture for GLn (any n) over local function fields.

L. Lafforgue [21] used the moduli stack of rank n Shtukas and their compactifications to
prove the Ramanujan-Petersson conjecture and the Langlands conjecture for GLn over a global
function field for any n ∈ N.

Varshavsky [36] generalized the notion of Shtukas from the context of vector bundles to the
context of principal G-bundles, for any split reductive group G over the base field Fq. We shall
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2 ZHIWEI YUN

call them G-Shtukas. He proved fundamental results about the geometry of the moduli stack
of G-Shtukas.

More recently, V. Lafforgue [22] used Varshavsky’s moduli of G-Shtukas, combined with
several ingenious ideas (most importantly the Excursion Operators) to prove the “automorphic
to Galois” direction of the global Langlands conjecture for an arbitrary connected reductive
group G over a function field.

Although not within the scope of this article, there are local versions of Shtukas which play an
important role in proving the local Langlands conjectures. In [13], Genestier and V. Lafforgue
used local Shtukas to prove the “representations to Galois” direction of the local Langlands
conjecture for an arbitrary connected reductive group G over a local function field. Another
exciting development is Scholze’s theory of local Shtukas for mixed characteristic local fields,
whose moduli spaces generalize Rapoport-Zink spaces, see [34].

In this survey article, we will introduce from the scratch the notion of Shtukas for a split
reductive group over Fq in §2. We will then describe its relationship with Drinfeld modules, and
its analogy with Deligne-Lusztig varieties and motives over finite fields in §3. Then in §4 and
§5 we will study important geometric constructions on the moduli stack of Shtukas such as the
Hecke correspondence and the partial Frobenius, and their implication on the cohomology of
the moduli stacks. These serve as background for the lectures of C.Xue [38]. In the last section
§6, we mention several interesting topics that deserve further study, such as compactifications
of the moduli stacks, and recent works relating special cycles on the moduli stacks of Shtukas
to higher derivatives of L-functions and Eisenstein series.

There are excellent expository articles on Shtukas, for example [25] and [31], from which
the author learned the theory. The research articles [36] and [1] can serve as comprehensive
references for details of proofs. Finally, large part of this article follows the treatment in the
breakthrough paper [22], from which the readers can find more details and applications to the
Langlands program.

Acknowledgement. I thank the organizers of the 2022 IHES Summer School on the Lang-
lands Program for inviting me to speak on this topic. I thank Jianqiao Xia and the referee for
carefully reading the draft and useful suggestions.

2. Basic definitions

2.1. G-torsors on curves. Let k be the finite field Fq. For two k-stacks X and Y, we use
X × Y to denote their fiber product over Spec k.

Let X be a geometrically connected smooth projective curve over k. Let F = k(X) be the
function field of X. Let |X| be the set of closed points of X. For x ∈ |X|, let Ox,mx, Fx and
kx denote the completed local ring of X at x, its maximal ideal, fraction field and residue field
respectively.

2.1.1. G-torsors. Let G be a split connected reductive group over k. A G-torsor over a k-
scheme Y is a scheme E with a right action of G and a G-invariant map π : E → Y such that
étale locally over Y , E is G-equivariantly isomorphic to G×Y with the right translation action
of G.

Let BunG : Schk → Gpd (where Schk is the category of k-schemes, and Gpd the category
of groupoids) be the functor that assigns a k-scheme S the groupoid of G-torsors over X×S :=
X ×k S, where morphisms are isomorphisms of G-torsors. Then BunG is representable by a
smooth Artin stack locally of finite type over k.
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2.1.2. Example. Let G = GLn. There is an equivalence of categories between the groupoid of
GLn-torsors over a scheme Y and the groupoid of vector bundles of rank n over Y . Therefore,
BunG is isomorphic to the moduli stack Bunn of rank n vector bundles over X.

If G = SLn, then BunG(S) parametrizes pairs (V, λ) where V is a vector bundle of rank n

over X × S, and λ is an isomorphism λ : OX×S
∼
→ det(V) := ∧n(V).

2.1.3. Example. Let G = Sp2n. There is an equivalence of categories between Sp2n-torsors
over a scheme Y and the groupoid of symplectic vector bundles (V, ω) over Y . Here V is a vector
bundle of rank 2n over Y , and ω : V ⊗ V → OY is a perfect alternating pairing. Therefore,
BunG is isomorphic to the moduli stack of rank 2n symplectic vector bundles over X.

2.1.4. Level structure. Let D ⊂ X be a finite subscheme, and let S be a k-scheme. A D-level
structure of a G-torsor E over X×S is a trivialization of the G-torsor E|D×S over D×S obtained
by restriction. Let BunG,D : Schk → Gpd be the functor whose value at S is the groupoid
of pairs (E , ιD), where E is a G-torsor over X × S and ιD is a D-level structure of E . Then
BunG,D is representable by an Artin stack, and the forgetful map ForgD : BunG,D → BunG is
a GD := ResD/k(G×D)-torsor.

2.1.5. Example. Let G = Sp2n, and let D = x for some x ∈ |X|. For any k-scheme S,
BunG,x(S) is the groupoid of tuples (V, ω, {e1, · · · , en, f1, · · · , fn}), where (V, ω) is a symplectic
vector bundle of rank 2n over X × S, ei and fi are sections of V|D×S , such that ω(ei, ej) = 0,
ω(fi, fj) = 0 and ω(ei, fj) = δij for all 1 ≤ i, j ≤ n (all these are equalities of sections of OD×S).

It is also useful to consider other level structures. Let x ∈ |X|. Let L+
xG be the formal arc

group of G at x. This is the group scheme over kx whose R-points (R is a kx-algebra) are
G(R⊗̂kxOx). Let LxG be the formal loop group of G at x. This is the group ind-scheme over
kx whose R-points are G(R⊗̂kxFx). See [32, §1.a].

For n ∈ N, let Dnx = Spec Ox/m
n
x. We have the truncated version Gnx := ResDnx/kx(G ×

Dnx) of L
+
xG. Let rnx : L+

xG→ Gnx be the reduction map. Let

L(n)
x G = ker(rnx)

be the nth principal congruence subgroup of L+
xG.

Let Kx ⊂ L+
xG be a subgroup scheme over kx of the form r−1nx (Kx,n) for some n ∈ N and

kx-subgroup Kx,n ⊂ Gnx. Then we define BunG,Kx to be the quotient stack

BunG,Kx := BunG,nx/(Reskx/kKx,n).

Note that Reskx/kGnx = ResDnx/k(G × Dnx) acts on BunG,nx, hence so does its subgroup

Reskx/kKx,n. It is easy to see that BunG,Kx is independent of the choice of n up to canonical
isomorphisms.

2.1.6. Example. Let Ix be an Iwahori subgroup of L+
xG, i.e., it is the preimage of a Borel

subgroup Bx ⊂ G ⊗ kx under rx : L+
xG → G ⊗ kx. Then an S-point of BunG,Ix is the same

datum as a pair (E ,Fx) where E is a G-torsor over X × S and Fx is a Borel reduction of the
restriction E|{x}×S , i.e., a section of the bundle E|{x}×S ×

G fℓG → {x} × S (fℓG is the flag
variety of G). From the latter description we see that BunG,Ix is canonically independent of
the choice the Borel subgroup Bx.

More generally, one can define the moduli stack BunG,Kx when Kx ⊂ LxG is not neces-
sarily contained in L+

xG, but contains a congruence subgroup of L+
xG as a normal subgroup

with finite codimension. We call such Kx a level group at x. To construct BunG,Kx, we let
BunG,∞x be the inverse limit of the tower (BunG,nx)n∈N. It can be shown that the L+

xG-action
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on BunG,∞x extends canonically to an action of LxG. We then define BunG,Kx to be the quo-
tient BunG,∞x/(Reskx/kKx). To see this is an Artin stack, we choose a principal congruence

subgroup L
(n)
x G normal in Kx, and let Kx,n = Kx/L

(n)
x G, and set BunG,∞x/(Reskx/kKx) to

be BunG,nx/(Reskx/kKx,n). In particular, we can apply the above construction to parahoric
subgroups Px ⊂ LxG.

2.1.7. Remark. For a general level structure Kx, it is customary to call an S-point of BunG,Kx

a G-torsor over X × S with a Kx-level structure at x. However, this terminology can be
misleading: when Kx is not necessarily contained in L+

xG, an S-point of BunG,Kx does not
induce a G-torsor on the whole of X × S, only on (X − {x}) × S. The following Example
illustrates this point.

2.1.8. Example. Let G = SLn and fix x ∈ |X|. Then up to conjugacy LxG has n maximal

parahoric subgroups P
(i)
x , parametrized by i ∈ Z/nZ. If we let G̃ = GLn, then we can take

P
(i)
x = gi(L

+
x G̃)g−1i ∩ LxG, where gi is any element in G̃(Fx) satisfying valFx(det(gi)) ≡ i mod

n.
We have the following interpretation of Bun

G,P
(i)
x
. Consider the map det : BunG̃ → PicX

sending V to ∧n(V). Then there is a canonical isomorphism of stacks

Bun
G,P

(i)
x

∼= det−1(O(−ix)), i ∈ Z.

Of course tensoring with O(x) identifies det−1(O(−ix)) and det−1(O(−(i − n)x)), so the iso-
morphism class of the right side above depends only on the image of i in Z/nZ.

In other words, for i ∈ Z, the S-points of Bun
G,P

(i)
x

classify pairs (V, λ) where V is a rank n

vector bundle over X × S, and λ is an isomorphism O(−ix)
∼
→ ∧n(V).

The above definitions clearly extend to the case of level structures at not just one but finitely
many points. If Σ ⊂ |X| is a finite subset, and K := (Kx)x∈Σ is a collection of level groups at
each x ∈ Σ, we denote the resulting moduli stack by BunG,K.

2.2. Hecke stack for G-torsors. In the following we fix a finite set of places Σ ⊂ |X| and a
level group Kx for each x ∈ Σ. Let U = X −Σ. We denote by K the collection of level groups
(Kx)x∈Σ. The moduli stack BunG,K is defined.

2.2.1. Hecke stack. Let I be a finite set. Let HkIG,K : Schk → Gpd be the functor whose value
at a k-scheme S is the groupoid of tuples ξ = ((xi)i∈I , E0, E1, α) where

(1) For each i ∈ I, xi : S → U is a morphism with graph Γ(xi) ⊂ X × S. The xi’s are
called the legs of ξ.

(2) E0, E1 ∈ BunG,K(S), i.e., E0 and E1 are G-torsors over X × S with Kx-level structures
along {x} × S.

(3) α is an isomorphism ofG-torsors withK-level structures E0|X×S−∪i∈IΓ(xi)
∼
→ E1|X×S−∪i∈IΓ(xi).

By definition, HkIG,K is equipped with a map

HkIG,K → U I .

When I = ∅, HkIG,K = BunG,K. When Σ = ∅ (so K is no data), we simply write HkIG,K as

HkIG.
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2.2.2. Iterated version of Hecke stacks. Let I = I1
∐
· · ·

∐
Ir be a decomposition of a finite set

I. We have a variant Hk
(I1,··· ,Ir)
G,K of the Hecke stack HkIG,K by refining the isomorphism α into

r steps. An S-point of Hk
(I1,··· ,Ir)
G,K consists of tuples ((xi)i∈I , (Ej)0≤j≤r, (αj)1≤j≤r) where

(1) For each i ∈ I, xi : S → U is a morphism with graph Γ(xi) ⊂ X × S.
(2) E0, · · · , Er ∈ BunG,K(S).
(3) For 1 ≤ j ≤ r, αj is an isomorphism of G-torsors with K-level structures

αj : Ej−1|X×S−∪i∈Ij
Γ(xi)

∼
→ Ej |X×S−∪i∈Ij

Γ(xi).

Recording the bundle Ej gives a morphism

pj : Hk
(I1,··· ,Ir)
G,K → BunG,K, j = 0, 1, · · · , r.

Forgetting the intermediate bundles E1, · · · , Er−1 and taking the composition α = αr◦· · ·◦α1,
we get a map

π
(I1,··· ,Ir)
I : Hk

(I1,··· ,Ir)
G,K → HkIG,K.

This map is an isomorphism over the open subscheme U
(I1,··· ,Ir)
disj ⊂ U I consisting of (xi)i∈I such

that for i and i′ belonging to different parts Ij and Ij′, the graphs of xi and xi′ are disjoint.
More generally, if each Ij has a decomposition Ij = Ij,1

∐
· · ·

∐
Ij,sj , then I has a finer

decomposition I = I1,1
∐
· · ·

∐
I1,s1

∐
I2,1

∐
· · ·

∐
I2,s2

∐
· · ·

∐
Ir,sr . We denote this refinement

by I = I ′1
∐
· · ·

∐
I ′s (so s = s1 + · · · + sr), where the parts are listed in the same order as

above. We have a map

π
(I′1,··· ,I

′
s)

(I1,··· ,Ir)
: Hk

(I′1,··· ,I
′
s)

G,K → Hk
(I1,··· ,Ir)
G,K

by recording only the bundles E0, Es1 , Es1+s2 , · · · , Es and the compositions αj := αj,sj ◦· · ·◦αj,1 :

Ej−1 99K Ej, for 1 ≤ j ≤ r. This map is an isomorphism over
∏r

j=1U
(Ij,1,··· ,Ij,sj )

disj ⊂
∏r

j=1 U
Ij =

U I .

2.2.3. Affine Grassmannian. We refer the readers to X. Zhu’s expository article [43] for more
details on this topic. The affine Grassmannian GrG of G is by definition the ind-scheme
over k that represents the fpqc sheafification of the functor R 7→ (LG)(R)/(L+G)(R) =
G(R((t)))/G(R[[t]]) on k-algebras. Alternatively, if we let DR = SpecR[[t]] andD×R = SpecR((t)),
then GrG(R) classifies pairs (E , ι) where E is a G-torsor over DR and ι is a trivialization of

E|D×
R
, i.e., an isomorphism ι : E|D×

R

∼
→ Etriv|D×

R
, where Etriv is the trivial G-torsor over DR.

Let T ⊂ G be a split maximal torus with Weyl group W . We recall that the L+G-orbits
on the affine Grassmannian GrG are indexed by Weyl group orbits of coweights X∗(T )/W : for
λ ∈ X∗(T ) we assign the L+G-orbit containing tλ ∈ LT , which depends only on the W -orbit
of λ.

We choose a Borel subgroup containing T which defines dominant coweights X∗(T )
+. Then

we have a canonical bijection X∗(T )
+ ∼
→ X∗(T )/W , which allows us to index any L+G-orbits

on GrG uniquely by an element in X∗(T )
+. For λ ∈ X∗(T )

+, let GrG,λ be the L+G-orbit of tλ,
as a locally closed reduced subscheme. We have dimGrG,λ = 〈2ρ, λ〉, where 2ρ is the sum of
positive roots.

Let ≤ be the partial order on X∗(T )
+ defined as follows: λ′ ≤ λ if and only if λ − λ′

is a sum of positive coroots with respect to B. It is known that the closure of GrG,λ is
GrG,≤λ = ∪λ′∈X∗(T )+,λ′≤λGrG,λ′ .

For a closed point x ∈ |X|, we similarly define GrG,x to be the ind-scheme representing the
fpqc sheafification of R 7→ GrG,x(R) = (LxG)(R)/(L

+
xG)(R). After choosing a uniformizer ̟x
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at x, we get an isomorphism GrG,x
∼= GrG ⊗k kx. As x varies, GrG,x form a family over X,

which is a special case of the Beilinson-Drinfeld Grassmannian that we recall now.

2.2.4. Example. When G = GLn, GrG(k) is the set of free k[[t]]-submodules of rank n inside
k((t))⊕n. For λ = (d1, d2, · · · , dn) such that d1 ≥ d2 ≥ · · · ≥ dn are integers, viewed as a
dominant coweight of the diagonal torus T ⊂ G, the point tλ corresponds to the k[[t]]-submodule

td1k[[t]]⊕ td2k[[t]]⊕ · · · ⊕ tdnk[[t]] ⊂ k((t))⊕n.

When dn ≥ 0, GrG,λ(k) is the set of k[[t]]-submodules Λ ⊂ k[[t]]⊕n such that k[[t]]⊕n/Λ ∼=
⊕n

i=1k[[t]]/(t
di) as k[[t]]-modules.

When λ = (d, 0, · · · , 0) with d ≥ 0, GrG,≤λ(k) is the set of k[[t]]-submodules Λ ⊂ k[[t]]⊕n such
that dimk k[[t]]

⊕n/Λ = d (not ≤ d).

2.2.5. Beilinson-Drinfeld Grassmannian. Let Etriv ∈ BunG(k) be the trivial G-torsor on X.

Define the Beilinson-Drinfeld Grassmannian Gr
(I1,··· ,Ir)
G using the Cartesian diagram

Gr
(I1,··· ,Ir)
G

//

��

Hk
(I1,··· ,Ir)
G

pr

��
Spec k

Etriv // BunG

Then we have the leg map Gr
(I1,··· ,Ir)
G → XI . When I is the singleton set {1}, the fiber of

Gr
{1}
G → X at a closed point x ∈ |X| is canonically isomorphic to GrG,x.

2.2.6. The relative position map. We can form the quotient stack QGrG := L+G\GrG, which

is a local version of Hk
{1}
G : for a k-algebra R, an R-point of QGrG is a triple (E0, E1, α) where

Ei are G-torsors over DR = Spec R[[t]], and α : E0|D×
R

∼
→ E1|D×

R
. The points of QGrG are thus

in bijection with X∗(T )
+. For λ ∈ X∗(T )

+, let QGrG,≤λ be the image of GrG,≤λ, which is a
closed reduced substack of QGrG.

Let Aut(D) be the pro-algebraic group over k of automorphisms of k[[t]]. Then there is a
right action of Aut(D) on QGrG by change of coordinates: θ : D → D sends (E0, E1, α) to
(θ∗E0, θ

∗E1, θ
∗α). Clearly QGrG,≤λ is invariant under the action of Aut(D).

For the Hecke stack Hk
{1}
G,K, we define an evaluation map

ev
{1}
Hk : Hk

{1}
G,K → QGrG/Aut(D)

as follows. It suffices to construct an Aut(D)-torsor H̃k
{1}

G,K → Hk
{1}
G,K together with an Aut(D)-

equivariant map ẽv
{1}
Hk : H̃k

{1}

G,K → QGrG. We define H̃k
{1}

G,K to be the moduli stack whose

R-points are (x, tx, E0, E1, α) where (x, E0, E1, α) ∈ Hk
{1}
G,K(R), and tx is a regular function on

the formal completion of X⊗R along Γ(x) that is a uniformizer of ÔX×s,xs for every geometric

point of s ∈ Spec R. Then tx gives a continuous isomorphism ÔX⊗R,Γ(x)
∼= R[[t]], hence a map

t♯x : Spec R[[t]]→ X ⊗R. The map ẽv
{1}
Hk then sends (x, tx, E0, E1, α) to (t♯,∗x E0, t

♯,∗
x E1, t

♯,∗
x α).

2.2.7. Bounded Hecke stacks. For λ ∈ X∗(T )
+, we define a closed substack

Hk
{1},≤λ
G,K ⊂ Hk

{1}
G,K
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to be the preimage of QGrG,≤λ/Aut(D) ⊂ QGrG/Aut(D) under the map ev
{1}
Hk above. We

informally say that an S-point (x, E0, E1, α) of Hk
{1}
G,K lies in Hk

{1},≤λ
G,K if and only if the relative

position of α is ≤ λ.
Now let I be a finite set with a decomposition I = I1

∐
I2

∐
· · ·

∐
Ir. Let λ = (λi)i∈I ∈

(X∗(T )
+)I . We would like to define a closed substack Hk

(I1,··· ,Ir),≤λ
G,K of Hk

(I1,··· ,Ir)
G,K . The con-

struction is done in several steps:

(1) Let U
Ij
disj ⊂ U Ij be the open subset of (xi)i∈Ij such that Γ(xi) are disjoint. Then we

have a map

(2.1) ev
(I1,··· ,Ir)
Hk,disj : Hk

(I1,··· ,Ir)
G,K |

U
I1
disj×···×U

Ir
disj

→ (QGrG/Aut(D))I

whose ith factor records the relative position of αj (where i ∈ Ij) along Γ(xi). We
define

Hk
(I1,··· ,Ir),≤λ
G,K,disj ⊂ Hk

(I1,··· ,Ir)
G,K |

U
I1
disj×···×U

Ir
disj

to be the preimage of
∏

i∈I QGrG,≤λi
/Aut(D) under ev

(I1,··· ,Ir)
Hk,disj .

(2) We then define Hk
(I1,··· ,Ir),≤λ
G,K to be the closure of Hk

(I1,··· ,Ir),≤λ
G,K,disj in Hk

(I1,··· ,Ir)
G,K .

We define the bounded version of the Beilinson-Drinfeld Grassmannian Gr
(I1,··· ,Ir),≤λ
G to be

the preimage of Hk
(I1,··· ,Ir),≤λ
G under the canonical map Gr

(I1,··· ,Ir)
G → Hk

(I1,··· ,Ir)
G .

2.2.8. Example. Let G = GLn, and λi = (1, 0, · · · , 0) for all i ∈ I.

(1) Iterated version. Let I = {1, · · · , r} decomposed into singletons Ii = {i}. Then the

S-points of Hk
({1},··· ,{r}),≤λ
G are

((xi)1≤i≤r, (Vj)0≤j≤r, (αj)1≤j≤r),

where Vj are rank n vector bundles over X × S, and αj : Vj−1 →֒ Vj is an injection
of coherent sheaves whose cokernel is locally free of rank one on the graph Γ(xj), for
1 ≤ j ≤ r.

(2) Non-iterated version. The S-points of Hk
I,≤λ
G are ((xi)i∈I ,V0,V1, α) where V0 and V1

are rank n vector bundles over X × S, and α : V0 →֒ V1 is an injection of coherent
sheaves such that the divisor of det(α) : det(V0) → det(V1) is

∑
i∈I Γ(xi) as a divisor

of X × S.

2.2.9. Remark. Our notation differs from that of [22, §1]. The Hecke stack Hk
(I1,··· ,Ir)
G,K was

denoted Hecke
(I1,··· ,Ir)
K,I in loc.cit. In [22, Definition 1.2], two bounded versions of the iterated

Hecke stack were introduced, which were denoted Hecke
(I1,··· ,Ir)
K,I,λ and Hecke

(I1,··· ,Ir)
K,I,.λ . It can be

shown that our Hecke stack Hk
(I1,··· ,Ir),≤λ
G,K is the reduced structure of Hecke

(I1,··· ,Ir)
K,I,λ , which is

in turn contained in Hecke
(I1,··· ,Ir)
K,I,.λ .

2.3. G-Shtukas. For any scheme Y over k = Fq, denote by FrY or simply Fr : Y → Y the
Frobenius morphism that raises regular functions to its qth power.

Again we fix a finite set of places Σ ⊂ |X| and level groups K = (Kx)x∈Σ. Let U = X − Σ.
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2.3.1. Definition of ShtG. Let I be a finite set with a decomposition I = I1
∐
· · ·

∐
Ir. Define

an Artin stack Sht
(I1,··· ,Ir)
G,K by the Cartesian diagram

(2.2) Sht
(I1,··· ,Ir)
G,K

//

��

Hk
(I1,··· ,Ir)
G,K

(p0,pr)

��
BunG,K

(id,Fr)
// BunG,K × BunG,K

From the construction, we have the map recording the legs

π := π
(I1,··· ,Ir)
G,K : Sht

(I1,··· ,Ir)
G,K → U I .

2.3.2. Functor of points. By definition, for any test scheme S over k, the S-points of ShtIG,K is
the groupoid of tuples

ξ = ((xi)i∈I , E , α : E 99K τE)

where

• For i ∈ I, xi ∈ U(S) with graph Γ(xi) ⊂ U × S. The xi’s are called the legs of the
Shtuka ξ.
• E is a G-torsor over X × S with Kx-level structure along {x} × S.
• τE = (idX × FrS)

∗E .

• α is an isomorphism of G-torsors E|X×S−∪i∈IΓ(xi)
∼
→ (τE)|X×S−∪i∈IΓ(xi) respecting the

K-level structures.

More generally, for a decomposition I = I1
∐
· · ·

∐
Ir, the S-points of Sht

(I1,··· ,Ir)
G,K is the

groupoid of tuples

((xi)i∈I , (Ej)0≤j≤r, (αj : Ej−1 99K Ej)1≤j≤r, ι)

where

• For i ∈ I, xi ∈ U(S) with graph Γ(xi) ⊂ X × S.
• For 0 ≤ j ≤ r, Ej is a G-torsor over X × S with Kx-level structure along {x} × S.
• For 1 ≤ j ≤ r, αj is an isomorphism of G-torsors respecting the K-level structures

Ej−1|X×S−∪i∈Ij
Γ(xi)

∼
→ Ej |X×S−∪i∈Ij

Γ(xi).

• ι is an isomorphism of G-torsors respecting the K-level structures.

ι : Er
∼
→ τE0 = (idX × FrS)

∗E0.

2.3.3. Example. When I = ∅, by definition Sht∅G,K is the fiber product of the diagonal

∆ : BunG,K → Bun2G,K with the graph of Frobenius (id,Fr) : BunG,K → Bun2G,K. As a general

fact, for any Artin stack X over k, the fiber product of ∆ : X→ X2 with the graph of Frobenius
(id,Fr) : X→ X2 is isomorphic to the groupoid X(k), viewed as a discrete stack over k. In our
case we have

Sht∅G,K =
∐

E∈BunG,K(k)

[(Spec k)/Aut(E)(k)].
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2.3.4. Bounded version. Let λ = (λi)i∈I ∈ (X∗(T )
+)I . We define a bounded version Sht

(I1,··· ,Ir),≤λ
G,K

of Sht
(I1,··· ,Ir)
G,K using the Cartesian diagram

Sht
(I1,··· ,Ir),≤λ
G,K

//

��

Hk
(I1,··· ,Ir),≤λ
G,K

(p0,pr)

��
BunG,K

(id,Fr)
// BunG,K × BunG,K

Then Sht
(I1,··· ,Ir),≤λ
G,K is a closed substack of Sht

(I1,··· ,Ir)
G,K .

2.3.5. Remark. Our notation differs from that of [22, Definition 2.1]. The stack Sht
(I1,··· ,Ir)
G,K is

denoted Cht
(I1,··· ,Ir)
K,I in loc.cit. For the bounded version, the stack Cht

(I1,··· ,Ir)
K,I,λ was introduced

in loc. cit, and there is a closed embedding Sht
(I1,··· ,Ir),≤λ
G,K →֒ Cht

(I1,··· ,Ir)
K,I,λ that induces an

isomorphism after taking reduced structures.

2.3.6. Example. Let G = GL1 = Gm and I be a finite set . A bound in this case is given by
a sequence of integers λ := (λi)i∈I ∈ ZI . Note that the partial order on ZI is trivial: λ′ ≤ λ if

and only if λ′ = λ. The stack Sht
I,≤λ
Gm

admits an alternative description: it fits into a Cartesian
diagram

Sht
I,≤λ
Gm

��

// PicX

LPicX

��
XI

AJλ
// PicX

Here LPicX is the Lang isogeny for PicX sending a line bundle L to τL⊗L−1. The Abel-Jacobi
map AJλ sends (xi)i∈I to the line bundle OX(

∑
i∈I λixi).

Since LPicX has image in Pic0X while AJλ lands in Pic
|λ|
X where |λ| =

∑
i∈I λi, we see that

Sht
I,≤λ
G = ∅ if |λ| 6= 0.

2.3.7. Example. Let G = GLn, and let D =
∑

x∈Σmxx be an effective divisor on X. Let KD

be the collection of principal congruence subgroups Kx,mx for x ∈ Σ. Let I = {1, 2} with the
decomposition into I1 = {1} and I2 = {2}. Let λ1 = (0, · · · , 0,−1) and λ2 = (1, 0, · · · , 0) be

two minuscule coweights, and λ = (λ1, λ2). Then Sht
(I1,I2),≤λ
G,KD

(S) classifies the following data

V0 V1
α1oo α2 // V2

ι
∼

// τV0

where Vi are vector bundles of rank n over X × S with trivializations along D × S, α1 and α2

are injective maps of coherent sheaves compatible with the trivializations along D × S, whose
cokernels are locally free over graphs of maps x1 : S → U = X−Σ and x2 : S → U respectively.
This is the kind of moduli stack originally considered by Drinfeld in [6].

2.3.8. Admissibility. Let Ω = X∗(T )/ZΦ
∨ where ZΦ∨ is the coroot lattice. Then Ω is the group

of connected components of GrG (and of QGrG). The set of connected components π0(BunG)
can also be canonically identified with Ω, by [36, Lemma 2.2]. More generally, if each Kx is
contained in a parahoric subgroup of LxG, then π0(BunG,K) can again be canonically identified
with Ω, with the component of the trivial bundle corresponding to 0 ∈ Ω.

Let λ = (λi)i∈I ∈ (X∗(T )
+)I , and ω be the image of

∑
i∈I λi ∈ X∗(T ) in Ω. We call λ

G-admissible if ω = 0 ∈ Ω (see [36, Definition 2.14]).
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2.3.9. Lemma (Varshavsky [36, Proposition 2.16(d)]). Suppose Kx is contained in a parahoric
subgroup for each x ∈ Σ. Let I = I1

∐
· · ·

∐
Ir be a decomposition of a finite set I, and

λ = (λi)i∈I ∈ (X∗(T )
+)I .

Then Sht
(I1,··· ,Ir),≤λ
G,K is non-empty if and only if λ is G-admissible.

Sketch of proof. For γ ∈ Ω ∼= π0(BunG,K), let BunγG,K be the corresponding connected compo-

nent of BunG,K. Restricting the maps (p0, pr) : Hk
(I1,··· ,Ir)
G,K → BunG,K×BunG,K to Hk

(I1,··· ,Ir),≤λ
G,K ,

we have
(p
≤λ
0 , p≤λr ) : Hk

(I1,··· ,Ir),≤λ
G,K →

∐

γ∈Ω

BunγG,K × Bunγ+ω
G,K

where ω is the image of
∑
λi in Ω.

If ω 6= 0, the image of (p
≤λ
0 , p

≤λ
r ) does not intersect BunγG,K×Bun

γ
G,K for any γ ∈ Ω. However,

the graph of Frobenius on BunG,K lies over
∐

γ∈Ω BunγG,K×BunγG,K. By the Cartesian diagram

(2.2), we see Sht
(I1,··· ,Ir),≤λ
G,K = ∅.

Conversely, assume λ is G-admissible. Since Hk
(I1,··· ,Ir),≤λ
G,K → Hk

I,≤λ
G,K is surjective, so is the

map Sht
(I1,··· ,Ir),λ
G,K → Sht

I,≤λ
G,K . Therefore it suffices to show that Sht

I,≤λ
G,K 6= ∅.

Let λ =
∑

i λi. Since λ is admissible, the dominant coweight λ lies in the coroot lattice of G,

hence 0 ≤ λ. Restricting Sht
I,≤λ
G,K to the diagonal ∆(U) ⊂ U I , we have Sht

I,≤λ
G,K |∆(U)

∼= Sht
{1},≤λ
G,K .

This will be discussed in §4.3. Therefore we only need to show Sht
{1},≤λ
G,K 6= ∅. Since 0 ≤ λ, we

have Sht
{1},≤0
G,K ⊂ Sht

{1},≤λ
G,K . Clearly, Sht

{1},≤0
G,K = Sht∅G,K × U , which is non-empty by Example

2.3.3. �

2.4. Iso-Shtukas. Recall F is the function field of X.

2.4.1. The tensor category of iso-Shtukas. Let IsoSht(F ) be the category of pairs (V, φ) where

• V is a finite-dimensional F̆ := F ⊗k k-vector space.
• φ : V

∼
→ V is an F -linear and (k,Fr)-linear isomorphism. I.e., it is bijective and for

v ∈ V , c ∈ k and a ∈ F , we have φ(cv) = cqφ(v) and φ(av) = aφ(v).

We call objects in IsoSht(F ) iso-Shtukas for the function field F . The rank of (V, φ) ∈ IsoSht(F )
is defined to be dimF̆ V . Then IsoSht(F ) is a rigid F -linear tensor category under the operation

(V1, φ1)⊗ (V2, φ2) = (V1 ⊗F̆ V2, φ1 ⊗ φ2). The dual object of (V, φ) is (V ∨ = HomF̆ (V, F̆ ), φ∨)
where φ∨ is defined by 〈φ∨(ξ), φ(v)〉 = 〈ξ, v〉 for ξ ∈ V ∨, v ∈ V .

We should think of iso-Shtukas over F as Shtukas over the generic point of X. More precisely,
to any k-point ((xi)i∈I , E , α) ∈ ShtIGLn,K(k), there corresponds an iso-Shtuka defined as follows.

Let V be the fiber of E over the generic point η = Spec F̆ of Xk. Then α restricted to η gives

an F̆ -linear isomorphism α : V
∼
→ V ⊗k,Fr k. We define φ(v) = α−1(v ⊗ 1) for v ∈ V . Then

(V, φ) is an object in IsoSht(F ) of rank n.
For a reductive group G over F , we define a G-iso-Shtuka to be an F -linear tensor functor

(2.3) RepF (G)→ IsoSht(F ).

If G is split, a k-point ((xi)i∈I , E , α) ∈ ShtIG,K(k) gives rise to a G-iso-Shtuka as follows:
it sends a finite-dimensional F -representation W of G to the iso-Shtuka (WE,η, φW ) where

WE = (E|U
k
)×GW is the vector bundle over Uk associated to E and W , and WE,η is its generic

fiber; and φW is the inverse of the restriction of αW : WE 99K τ (WE) ∼= WτE at the generic
point η of Xk.
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2.4.2. Isocrystals. It is clear that iso-Shtukas are global analogs of isocrystals. Let x ∈ |X|. Let

F̆x := F̂ ur
x be the completion of the maximal unramified extension of Fx. Let Frx ∈ Aut(F̆x)

be the lifting of the automorphism a 7→ a#kx of kx. Recall that the category IsoCrys(Fx) of

isocrystals over F̆x with respect to Frx consists of pairs (V, φ) where

• V is a finite-dimensional F̆x-vector space.
• φ : V

∼
→ V is a (F̆x,Frx)-linear isomorphism. I.e., it is bijective, and for v ∈ V , a ∈ F̆x,

we have φ(av) = Frx(a)φ(v).

Then IsoCrys(Fx) is an Fx-linear rigid tensor category.

Given an iso-Shtuka (V, φ) and a place x ∈ |X|, we may form an isocrystal over F̆x by
extension of scalars

(V, φ) 7→ (V ⊗F̆ F̆x, φ
dx ⊗ Frx).

Here dx = [kx : k]. The above construction gives a F -linear tensor functor

(2.4) ωx : IsoSht(F )→ IsoCrys(Fx).

2.4.3. Classification of simple objects. Recall the Dieudonné-Manin classification for isocrys-
tals: IsoCrys(Fx) is a semisimple Fx-linear tensor category; the simple objects are classified by
slopes λ ∈ Q. The simple object M(λ) ∈ IsoCrys(Fx) of slope λ = m/n (n ≥ 1, m ∈ Z prime

to n) has dimension n over F̆x. For λ1, λ2 ∈ Q, M(λ1)⊗M(λ2) is isomorphic to a direct sum of
M(λ1 + λ2). The dual of M(λ) is isomorphic to M(−λ). The endomorphism algebra of M(λ)
is a central division algebra over Fx with invariant −λ mod Z ∈ Q/Z.

Drinfeld [7, §2] describes the structure of IsoSht(F ) as an abelian category. To state it, let
F sep be a separable closure of F , and consider the Q-vector space F sep,×⊗ZQ (usually simplified
as F sep,× ⊗ Q) with the action of ΓF := Gal(F sep/F ). To each element a ∈ F sep,× ⊗ Q,
there is a unique smallest finite extension La/F inside F sep such that a is in the image of
L×a ⊗Q→ F sep,× ⊗Q.

2.4.4. Theorem (Drinfeld [7]). (1) The category IsoSht(F ) is semisimple.
(2) Isomorphism classes of simple objects in IsoSht(F ) are in natural bijection with ΓF -

orbits on F sep,× ⊗Q.
(3) Let (V, φ) be a simple object in IsoSht(F ) with isomorphism class corresponds to the

ΓF -orbit of a ∈ F sep,× ⊗ Q. Define La as above. Write div(a) =
∑

y∈|La|
ordy(a) · y

(sum over places of La). Then
(a) End(V, φ) is a central division algebra over La with invariant −ordy(a)[ky : k]

mod Z ∈ Q/Z at y ∈ |La|.
(b) dimF̆ V = [La : F ]da, where da ∈ N is the least common denominator of the set of

rational numbers {ordy(a)[ky : k]}y∈|La|.
(c) Since La ⊂ End(V, φ), we may view (V, φ) as an object in IsoSht(La), and it makes

sense to localize (V, φ) at a place y ∈ |La| to obtain ωy(V, φ) ∈ IsoCrys(La,y). Then
ωy(V, φ) is a direct sum of simple isocrystals of slope ordy(a).

We give the construction in one direction of part (2) in the Theorem. From a simple object
(V, φ) ∈ IsoSht(F ), we obtain a ∈ (F sep,× ⊗ Q)/ΓF as follows. There exists a finite extension
kn/k and a descent Vn of V over F ⊗k kn such that φ restricts to a idF ⊗ Frkn/k-linear map

φn : Vn → Vn. We define a to be the Galois orbit of λ1/n, where λ ∈ F sep,× is any eigenvalue
of the F ⊗k kn-linear map (φn)

n. Changing the choices of n, the descent Vn and the eigenvalue

λ of (φn)
n, the element λ1/n ∈ F sep,× only gets multiplied by a root of unity acted by ΓF . We

thus get a well-defined ΓF -orbit in F
sep,× ⊗Q.
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2.4.5. The tensor structure. To describe the tensor structure on IsoSht(F ), we consider the
following function

χ : K0(IsoSht(F ))→ Z[F sep,× ⊗Q]ΓF

sending a simple object (V, φ) corresponding to the Galois orbit of a ∈ F sep,× ⊗ Q to the
function χ(V, φ) : F sep,× ⊗ Q→ Z that is supported on the ΓF -orbit of a, constant there, and
with total sum equal to dimF̆ V .

The following proposition describes how simple objects in IsoSht(F ) tensors with each other.

2.4.6. Proposition. The map χ is an injective ring homomorphism.

This can be shown by computing the local invariants of the semisimple F -algebra End(V1 ⊗
V2) ∼= End(V1)⊗F End(V2) for two simple objects V1, V2 ∈ IsoSht(F ).

The forgetful functor gives a fiber functor ω : IsoSht(F ) → Vect(F̆ ), hence IsoSht(F ) is a

Tannakian category. Its Tannakian group over F̆ is a diagonalizable group DF̆ with character

group X∗(DF̆ ) = F sep,× ⊗Q, equipped with the action of Gal(F sep/F̆ ).

3. Siblings and cousins

In this section, we mention several constructions that are closely related to Shtukas. We
can think of Drinfeld modules as an identical twin of Shtukas, the Deligne-Lusztig varieties as
a baby sibling, while motives over a finite field as a cousin. Due to limitation of the author’s
expertise, we have omitted an important mixed-characteristic cousin of Shtukas discovered in
the past decade by Scholze [34].

3.1. Drinfeld modules. We recall the notion of Drinfeld modules and the dictionary between
Drinfeld modules and Shtukas of a specific kind.

3.1.1. Drinfeld modules. Let ∞ ∈ |X|. Let A = Γ(X − {∞},OX ), a Dedekind domain over k.
We recall the notion of a Drinfeld A-module of rank n (or an elliptic module, according to

[5]) over a test k-scheme S. It is a pair (G, ι) where G is a one-dimensional additive group
scheme over S (Zariski locally over S isomorphic to Ga,S), and ι : A→ EndS(G) is a k-algebra
homomorphism such that for every geometric point s = Spec K → S, and any isomorphism of
K-group schemes Gs ∼= Ga,K , the restriction of ι to the s-fiber

ιs : A→ EndK(Gs) ∼= K〈τ〉

(where τ ∈ EndK(Gs) ∼= EndK(Ga,K) is the Frobenius morphism x 7→ xq) takes the form

ιs(a) =

−n[k∞:k]ord∞(a)∑

i=0

ci(a)τ
i, ∀a ∈ A− {0}

and c−n[k∞:k]ord∞(a)(a) 6= 0 for a 6= 0.
The action of A on the Lie algebra of G gives a ring homomorphism A → Γ(S,OS) =

EndS(Lie G), or equivalently a map ξ : S → Spec A = X−{∞}. This is called the characteristic
of the Drinfeld A-module (G, ι).

Let Drn(S) be the groupoid of Drinfeld A-module of rank n over S.
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3.1.2. Drinfeld modular variety. To relate Drinfeld modules to Shtukas, we consider a variant
of the moduli problem in Example 2.3.7.

For simplicity we assume the residue field of ∞ is k. Let ShtDr
n be the moduli stack whose

S points are (x, E , {E( i
n )}i∈Z, φ) where

(1) x : S → U := X − {∞}.
(2) E is a rank n vector bundle over X × S such that for any geometric point s ∈ S, the

coherent Euler characteristic χ(Xs, Es) = 0 (i.e., dimH0(Xs, Es) = dimH1(Xs, Es)).
(3) E(−1) = E ⊗OX(−∞) ⊂ E(−n−1

n ) ⊂ · · · ⊂ E(− 1
n) ⊂ E(0) = E is a full flag of E|{∞}×S ,

i.e., E(− i
n)/E(−

i+1
n ) is locally free of rank one over {∞} × S, for i = 0, 1, · · · , n − 1.

We extend the definition of E( i
n) to all i ∈ Z by requiring E(1 + i

n) = E(
i
n)⊗OX(∞).

(4) φ : τE → E( 1n) with cokernel locally free of rank one over Γ(x), and φ sends τ (E(− i
n))

to E(− i−1
n ) for all i = 1, · · · , n− 1.

Let I = {1, 2} with the decomposition into singletons I1 = {1} and I2 = {2}. Let λ1 =
(0, · · · , 0,−1) and λ2 = (1, 0, · · · , 0) be two minuscule coweights of GLn. In Example 2.3.7 we

defined the moduli stack π : Sht
(I1,I2),(λ1,λ2)
GLn

→ X2. Then there is a map

(3.1) ShtDr
n → Sht

(I1,I2),(λ1,λ2)
GLn

|U×{∞}

sending (x, E , {E( i
n )}i∈Z, φ) to the two legs (x,∞) and bundles

E0 = E E1 :=
τ (E(−1n ))? _

φ
oo � � // E2 :=

τE

It can be shown that (3.1) is a closed embedding; the k-points in its image consists of Shtukas
whose isocrystals at ∞ are supersingular with slope 1/n.

3.1.3. Dictionary. According to [29], there is a canonical equivalence of groupoids

Drn(S) ∼= ShtDr
n (S).

We describe the functors in both directions. More details can be found in [14, Chapter 6].
Below we assume S is locally noetherian.

Drinfeld modules to Shtukas. Let (G, ι) be a Drinfeld module of rank n over S. Then
M = HomS(G,Ga,S) is a quasi-coherent sheaf on S that is locally free of rank one over OS〈τ〉 =
EndS(Ga,S). Moreover, M has an action of A via ι commuting with the OS〈τ〉-action. We will
define a canonical increasing filtration Mi on M by OS-submodules as follows. Locally on S,
let m0 ∈ M be a basis of M as a free OS〈τ〉-module. Let M ′( i

n) be the OS-submodule of M

generated by m0, τm0, · · · , τ
i−1m0. We then renormalize the filtration {M ′( i

n)}: define M( i
n )

to be those m ∈M such that am ∈M ′( i
n +ord∞(a)) for ord∞(a) sufficiently large (depending

on m). Two local choices of m0 define the same M ′( i
n) for i≫ 0 (because any other basis m1

of M as an OS〈τ〉-module takes the form m1 = (c0 + c1τ + · · · + cNτ
N )m0 for c1 ∈ O

×
S and

ci nilpotent for i ≥ 1). This implies that the filtration {M( i
n )}i≥1 is independent of the choice

of the local basis m0, hence defining a canonical filtration of M by coherent OS-submodules.
From the construction we see that τM( i

n) ⊂ M( i+1
n ). Note A is filtered by the pole order

at ∞: A = ∪j≥0Aj . Let Rees(A) = ⊕j≥0Aj, then X = Proj(Rees(A)). By construction, Aj

sends M( i
n) to M( i

n + j). Let N( i
n) be the graded Rees(A)⊗OS-module whose degree j piece

is M( i
n + j). Let E( i

n) be the coherent sheaf on X × S = ProjS(Rees(A) ⊗ OS) associated

with N( i
n). One checks that E( i

n) are vector bundles of rank n over X × S, and the graded

embeddings N( i
n) →֒ N( i+1

n ) induce injective maps E( i
n) →֒ E(

i+1
n ) whose cokernel is rank
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one on {∞} × S. Finally, the map φ : τE = τE(0) → E( 1n ) comes from the FrS-linear map

φN : N(0)→ N( 1n), which in degree j is τ :M(j)→M( 1n + j).

Shtukas to Drinfeld modules. Let (x, E , {E( i
n )}i∈Z, φ) ∈ ShtDr(S). Let prS : X × S → S be

the projection. Let M be the quasi-coherent OS-moduleM = lim
−→i

prS∗E(
i
n ) with a commuting

action of A. The map φ gives a FrS-linear map φM : M →M . One shows that M is a locally
free of rank one over the skew-polynomial ring OS〈τ〉 over OS , where τ acts by φM . Since
EndS(Ga,S) = OS〈τ〉, a locally free rank one OS〈τ〉-module is the same as a Zariski locally
trivial torsor for Aut(Ga,S) ∼= OS〈τ〉

×, which in turn is the same as a Zariski locally trivial
form G of Ga over S. Since M has an A-action commuting with the OS〈τ〉-action, G also has
an A-action, which gives the data of a Drinfeld module.

3.1.4. t-motives. G.Anderson’s theory of t-motives [2] is a generalization of Drinfeld modules
for A = k[t]. On the one hand, if we think of Drinfeld modules as function field analogs of
elliptic curves, Anderson’s t-motives are analogs of more general motives including analogs
of higher dimensional abelian varieties. On the other hand, the dictionary in §3.1.3 can be
generalized to t-motives: t-motives can be turned into Shtukas on X = P1 with a fixed leg at
∞ and another moving leg. For details we refer to Anderson’s original paper [2] and the book
[14] by D. Goss.

3.2. (Affine) Deligne-Lusztig varieties. Let B be the flag variety of G: it is the moduli
space of Borel subgroups of G. The set of G-orbits on B×B (under the diagonal action) form a
Coxeter group (W,S) and is isomorphic to the Weyl group attached to a maximal split torus of
G. For (B,B′) ∈ B2, we write pos(B,B′) = w if (B,B′) lies in the G-orbit indexed by w ∈W ;
we write pos(B,B′) ≤ w if (B,B′) lies in the closure of the G-orbit indexed by w ∈W .

We may define an analogue of Hk
(I1,··· ,Ir)
G (at least for each Ij being a singleton set) by replac-

ing G-torsors with Borel subgroups. Let w = (wj)1≤j≤r ∈W
r. Define Y w to be the subscheme

of Br+1 consisting of Borel subgroups (B0, · · · , Br) of G such that pos(Bj−1, Bj) = wj for
1 ≤ j ≤ r. Similarly we define Y ≤w ⊂ Br+1 be the closed subscheme where pos(Bj−1, Bj) ≤ wj

for 1 ≤ j ≤ r.

We may then define an analogue of Sht
(I1,··· ,Ir)
G . Define Xw and X≤w by the Cartesian

diagrams

Xw //

��

Y w

(p0,pr)
��

X≤w //

��

Y ≤w

(p0,pr)
��

B
(id,Fr)

// B2 B
(id,Fr)

// B2

Here, pj is the j-th projection Br+1 → B. Note that when r = 1, Xw is the Deligne-Lusztig
variety [4, Definition 1.4] that classifies Borel subgroups B such that pos(B,Fr(B)) = w. The
Deligne-Lusztig varieties play a vital role in the construction and classification of irreducible
representations of finite groups of Lie type.

Similarly, if we replace G by the loop group LG, B by the Iwahori I ⊂ LG, B by the affine

flag variety FlG = LG/I, W by the extended affine Weyl group W̃ , we may similarly define

Yw ⊂ Y≤w ⊂ (FlG)
r+1 for w ∈ (W̃ )r. We can then intersect them with the graph of Frobenius

on FlG to obtain special cases of the affine Deligne-Lusztig varieties Xw and X≤w.
More general affine Deligne-Lusztig varieties are defined by Rapoport [33, §4]. To define

them, one fixes b ∈ LG and replaces the Frobenius map FlG → FlG by b ◦ Fr in the previous
paragraph, where b acts by left translation. The resulting sub-ind-schemes of FlG are denoted
Xw(b) and X≤w(b), whose isomorphism classes only depend on the Fr-conjugacy class of b.
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3.3. Motives over a finite field. Now we would like to point out the similarities between
Shtukas and motives over finite fields. The main references are Milne [27] and Langlands-
Rapoport [23].

Fix a prime p. For each finite extension Fq of Fp there is a Q-linear tensor category Mot(Fq)
of (pure) motives over Fq, whose hom spaces are defined using cycles on the product up to nu-

merical equivalence. Similarly we have the Q-linear tensor category Mot(Fp) of (pure) motives

over Fp. It is the colimit of Mot(Fq) as q runs over finite extensions of Fp. These categories are
known to be semisimple [15].

We have the following description of Mot(Fp) as an abelian category, generalizing the Honda-
Tate theory for abelian varieties over finite fields. Recall a Weil p-number of weight n ∈ Z is
an algebraic number π that is an ℓ-adic unit for all primes ℓ 6= p, and all archimedean norms of
π are equal to pn/2. Let Wp ⊂ Q be the set of Weil p-numbers of various integer weights. Let

µ∞ ⊂ Q
×

be the roots of unity. It is permuted by the Galois group ΓQ = Gal(Q/Q). Given
π ∈Wp/µ∞, define a number field Lπ = ∩n∈NQ[πn].

The following theorem should be compared with Theorem 2.4.4.

3.3.1. Theorem (See [27, Theorem 2.18, 2.19]). (1) The isomorphisms classes of simple ob-
jects in Mot(Fp) are in natural bijection with ΓQ-orbits on Wp/µ∞.

(2) If a simple motive X ∈ Mot(Fp) corresponds to the Galois orbit of π ∈ Wp/µ∞ of
weight w, then
(a) End(X) is a central division algebra over the number field Lπ whose invariant at

a place v ∈ |Lπ| is given by

invv(End(X)) =





−ordv(π)[kv : Fp], v | p
1
2 , v real, w is odd;

0, otherwise.

(b) The rank of X is [Lπ : Q]dπ, where dπ is the least common denominator of the
collection of rational numbers {ordv(π)[kv : Fp]}v|p.

To describe the tensor structure on Mot(Fp), we consider the following linear function

χ : K0(Mot(Fp))→ Z[Wp/µ∞]ΓQ

sending a simple motive X corresponding to the Galois orbit of π ∈ Wp/µ∞ to the function
χ(X) : Wp/µ∞ → Z that is supported on the ΓQ-orbit of π with constant value dπ. The
following is analogous to Prop. 2.4.6:

3.3.2. Proposition (See [27, Corollary 2.20]). The map χ is an injective ring homomorphism.

3.3.3. Fiber functors. For primes ℓ 6= p, taking ℓ-adic étale cohomology of a motive gives a
fiber functor

ωℓ : Mot(Fp)⊗Qℓ → Vect(Qℓ).

For ℓ = p, taking the crystalline cohomology of a motive over Fp gives a tensor functor

ωp : Mot(Fp)⊗Qp → IsoCrys(Qp).

Assuming the Tate conjecture, Mot(Fp) ⊗ R also admits a fiber functor into R-vector spaces.
These fiber functors are analogues of the functors ωx on IsoSht(F ) defined in (2.4).
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3.3.4. Iso-Shtukas for Q? Comparing Theorem 3.3.1 with Theorem 2.4.4, it suggests that mo-
tives over Fp should be thought of as iso-Shtukas for the number field Q with legs at p and

∞. This analogy works especially well between the motives of elliptic curves over Fp and the
Shtukas associated to Drinfeld modules of rank 2.

In [16], Kottwitz defines a semisimple Q-linear abelian category as representations of a gerbe
over Q band by a pro-torus. Conjecturally it includes Mot(Fp) as a full subcategory for all
primes p. In [35], Scholze suggests that Kottwitz’s category should be thought of as IsoSht(Q)
(with an arbitrary finite number of legs).

3.3.5. Question. If motives over Fp give iso-Shtukas for Q with legs at p and∞, what geometric
objects give iso-Shtukas for Q with legs at several primes?

4. Geometry of the moduli stack

In this section, we summarize basic geometric properties and structures on the moduli stack
of G-Shtukas. They are responsible for the symmetries on the cohomology of these moduli
stacks that will be studied in the next section.

4.1. Representability. The most basic result on the geometry of the moduli of Shtukas is
the following.

4.1.1. Theorem (Varshavsky [36, Proposition 2.16(a)]). Let I = I1
∐
· · ·

∐
Ir be a decompo-

sition of a finite set, and let λ = (λi)i∈I ∈ (X∗(T )
+)I . The stack Sht

(I1,··· ,Ir),≤λ
G,K is a Deligne-

Mumford stack locally of finite type over k.

It is well-known that BunG,K is a smooth Artin stack locally of finite type over k. Moreover

the maps pi : Hk
(I1,··· ,Ir),≤λ
G,K → BunG,K are of finite type. In view of the diagram (2.2) defining

Sht
(I1,··· ,Ir),≤λ
G,K , we see that it is an Artin stack locally of finite type over k.

4.1.2. Harder-Narasimhan truncation. One can cover Sht
(I1,··· ,Ir),≤λ
G,K by open substacks of finite

type over k as follows.
We first consider the case without level structure. Let X∗(T )

+
Q be the dominant cone in

X∗(T )Q. Let HN ⊂ X∗(T )
+
Q be the subset of µ ∈ X∗(T )

+
Q satisfying the following integrality

condition: if Lµ is the standard Levi subgroup with roots {α|〈α, µ〉 = 0}, then µ ∈ X∗(Lµ,ab)Q =
X∗(ZLµ)Q ⊂ X∗(T )Q (here Lµ,ab is the abelianization of Lµ). Each geometric point E ∈ BunG
has a canonical P -reduction EP for a standard parabolic P ⊂ G (generalizing the Harder-
Narasimhan filtration for vector bundles) such that: let L be the Levi quotient of P , then
the induced Lab-torsor ELab

= EP/(UP [L,L]) has degree deg(ELab
) ∈ X∗(Lab) that satisfy

〈α,deg(ELab
)〉 > 0 for all roots α in UP . Therefore to each geometric point E ∈ BunG we have

a well-defined Harder-Narasimhan point deg(ELab
) ∈ HN.

Consider the partial order on HN given by: µ ≤ µ′ if and only if µ′ − µ is a Q≥0-linear
combination of simple coroots. There is an open substack ≤µBunG ⊂ BunG whose geometric
points have HN point ≤ µ. It is known that ≤µBunG is of finite type over k.

It is easy to see that the forgetful map p0 : Sht
(I1,··· ,Ir),≤λ
G → BunG recording E0 is of finite

type. Now for µ ∈ HN, let ≤µSht
(I1,··· ,Ir),≤λ
G = p−10 (≤µBunG), then

≤µSht
(I1,··· ,Ir),≤λ
G is of finite

type over ≤µBunG, hence of finite type over k. As µ ∈ HN varies, {≤µSht
(I1,··· ,Ir),≤λ
G }µ∈HN cover

Sht
(I1,··· ,Ir),≤λ
G .
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For a general level structure K = (Kx)x∈Σ, we may choose nx ∈ N such that Kx contains

a principal congruent subgroup L
(nx)
x G. Let D =

∑
x∈Σ nxx and KD = (L

(nx)
x G)x∈Σ, then

Sht
(I1,··· ,Ir)
G,KD

→ Sht
(I1,··· ,Ir)
G,K is a finite étale map (see §4.4), therefore it suffices to cover Sht

(I1,··· ,Ir)
G,KD

by open substacks of finite type over k. We have the forgetful maps Sht
(I1,··· ,Ir),≤λ
G,KD

p0
−→

BunG,D → BunG. For µ ∈ HN, taking ≤µSht
(I1,··· ,Ir),≤λ
G,KD

to be the preimage of ≤µBunG,

then ≤µSht
(I1,··· ,Ir),≤λ
G,KD

is open in Sht
(I1,··· ,Ir),≤λ
G,KD

and is of finite type over k. As µ ∈ HN varies,

≤µSht
(I1,··· ,Ir),≤λ
G,KD

cover Sht
(I1,··· ,Ir),≤λ
G,KD

.

4.1.3. Varshavsky [36, Prop.2.16(1)] actually shows a more precise result: each finite type open

substack ≤µSht
(I1,··· ,Ir),≤λ
G,K is the quotient of a quasi-projective scheme by a finite (constant)

group. The idea of the argument is: by passing to deeper level structures K′x (still at points
x ∈ Σ), normal in Kx, one can arrange ≤µBunG,K′ to be a quasi-projective scheme. It is

then clear from the diagram (2.2) that ≤µSht
(I1,··· ,Ir),≤λ
G,K′ is a quasi-projective scheme. By the

discussion in §4.4, the map ≤µSht
(I1,··· ,Ir),≤λ
G,K′ → ≤µSht

(I1,··· ,Ir),≤λ
G,K is a torsor for the finite group∏

s∈ΣKx/K
′
x, where Kx = Kx(kx), and K

′
x = K′x(kx).

4.2. Local model. One would like to know finer geometric information about the moduli of
Shtukas such as its smoothness and its dimension. These can be understood using local models
given by affine Schubert varieties in the affine Grassmannian.

Let I = I1
∐
· · ·

∐
Ir be a decomposition into singletons. Recall we have the relative position

map (2.1):

(4.1) ev
(I1,··· ,Ir)
Hk : Hk

(I1,··· ,Ir)
G,K → (QGr/Aut(D))I .

Note this map is defined over the whole U I since each Ij is a singleton. Consider the composition

(4.2) ev
(I1,··· ,Ir)
Sht : Sht

(I1,··· ,Ir)
G,K −→ Hk

(I1,··· ,Ir)
G,K

ev
(I1,··· ,Ir)
Hk−−−−−−−→ (QGr/Aut(D))I .

4.2.1. Proposition. Let I = I1
∐
· · ·

∐
Ir be a decomposition into singletons. Then the maps

(4.1) and (4.2) are formally smooth.

Sketch of proof. We first show that (4.2) is formally smooth.

Recall D = Spec k[[t]]. Let Û → U be the canonical Aut(D)-torsor (x, t) where t is a local
parameter at x ∈ U . Then we have a map

êv : Ŝht
(I1,··· ,Ir)

G,K := Û I ×UI Sht
(I1,··· ,Ir)
G,K → Û I ×QGrI

such that ev(I1,··· ,Ir) is obtained by projecting to QGrI and quotienting by Aut(D)I on both
sides. Therefore it suffices to show êv is formally smooth.

For notational simplicity we only deal with the case without level structure, and the gen-
eral case is similar. We may identify I with {1, · · · , r} so that Ij = {j}. Let R′ be a
k-algebra, J ⊂ R′ a square-zero ideal and R = R′/J . Suppose we are given R′-points

(x′j , t
′
j) ∈ X̂(R′) for 1 ≤ j ≤ r, R′-points ζ ′j = (F ′j 99K G′j) ∈ QGr(R′) for 1 ≤ j ≤ r (where

(F ′j ,G
′
j) is a pair of G-torsors over DR′ with an isomorphism over D×R′), and an R-point ξ =

((xj , tj)1≤j≤r, (Ej)0≤j≤r, (αj)1≤j≤r, ι) of Ŝht
(I1,··· ,Ir)

G such that êv(ξ) = ((x′j , t
′
j , ζ
′
j)|Spec R)1≤j≤r.

In particular, (xj , tj) = (x′j , t
′
j)|Spec R. We want to lift ξ to an R′-point ξ′ of Ŝht

(I1,··· ,Ir)

G such



18 ZHIWEI YUN

that êv(ξ′) = (x′j , t
′
j , ζ
′
j)1≤j≤r. This means we need to lift Ej to a G-torsor E ′j over XR′ for

0 ≤ j ≤ r, lift the isomorphisms αj to α′j : E ′j−1|XR′−Γ(x′
j)
∼
→ E ′j|XR′−Γ(x′

j)
for 1 ≤ j ≤ r, and

lift the isomorphism ι : Er ∼= (idX × FrR)
∗E0 to an isomorphism ι′ : E ′r

∼= (idX × FrR′)∗E ′0.
First, E ′r is already determined by E0 as follows. Since J2 = 0 is a square-zero thickening,

FrR′ factors as R′ ։ R
FrR′
−−−→ R′. Let ϕ : Spec R′ → Spec R be the map given by FrR′ . If E ′0

is any extension of E0 to XR′ , we have (idX × FrR′)∗E ′0 = (idX × ϕ)
∗E0. Therefore, in order to

have the desired isomorphism ι′ : E ′r
∼= τE ′0, we must define E ′r to be (idX × ϕ)

∗E0.
Next we extend the modifications αj : Ej−1 99K Ej along Γ(xj) to a modification α′j : E

′
j−1 99K

E ′j along Γ(x′j). We do this inductively, starting from the case j = r. In each step we are given

E ′j over XR′ and try to construct E ′j−1 and α′j. Use t′j to identify Dx′
j
with DR′ , hence also

Dxj
with DR. The isomorphism êv(ξ) = (xj , tj , ζ

′
j |Spec R)1≤j≤r gives isomorphisms between

diagrams

Ej−1|Dxj

ǫj−1≀

��

αj
//❴❴❴ Ej|Dxj

ǫj≀

��

F ′j |DR

ζj
//❴❴❴❴ G′j |DR

We first lift the isomorphism ǫj to ǫ′j : E
′
j|Dx′

j

∼= G′j (which is possible because L+G is formally

smooth). Then we define E ′j−1 to be the gluing of E ′j|XR′−Γ(x′
j)

and F ′j along the isomorphism

E ′j |D×

x′
j

ǫ′j
−→ G′j|D×

R′

ζ−1
j
−−→ F ′j |D×

R′
. Then we have a canonical isomorphism E ′j−1|XR

∼= Ej−1 because

the latter is glued from Ej and F ′j |DR
along Ej |D×

xj

ǫj
−→ G′j |D×

R

ζ−1
j
−−→ F ′j |D×

R
. This completes the

inductive construction of E ′j . Therefore (4.2) is formally smooth.

To show that (4.1) is formally smooth, the argument is similar: simply start with any lifting
E ′r of Er to XR′ , which exists because BunG is smooth. �

Passing to bounded versions, the formal smoothness proved in Prop. 4.2.1 implies the
smoothness of the bounded version of the relative position map. More strongly, affine Grass-
mannian serve as étale local model for the moduli stack in the following sense.

4.2.2. Proposition ([36, Theorem 2.20],[22, Theorem 2.11]). Let I = I1
∐
· · ·

∐
Ir be a decom-

position of the finite set I, and λ ∈ (X∗(T )
+)I .

(1) The stack Sht
(I1,··· ,Ir),≤λ
G,K is étale locally isomorphic to Gr

(I1,··· ,Ir),≤λ
G over U I , which in

turn is étale locally isomorphic to the product
∏r

j=1Gr
Ij ,≤λj

G (where λj = {λi}i∈Ij).

(2) In particular, if λ is G-admissible, then

dimSht
(I1,··· ,Ir),≤λ
G,K =

∑

i∈I

(〈2ρ, λi〉+ 1).

(3) Let Ij = Ij,1
∐
· · ·

∐
Ij,sj be a decomposition for each j, and let I = I ′1

∐
· · · I ′r′ be

the resulting refinement of I = I1
∐
· · ·

∐
Ir. Then the morphism π

(I′1,··· ,I
′
r′
),≤λ

(I1,··· ,Ir)
:

Sht
(I′1,··· ,I

′
r′
),≤λ

G,K → Sht
(I1,··· ,Ir),≤λ
G,K is étale locally on the target isomorphic to the product

of the natural maps
∏r

j=1Gr
(Ij,1,··· ,Ij,sj ),≤λj

G →
∏r

j=1Gr
Ij ,≤λj

G .
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The proof eventually boils down to a tangential calculation, and uses that the differential of
the Frobenius map is zero.

If λi are minuscule, then Gr≤λi

G are smooth, and hence Gr
(I1,··· ,Ir),≤λ
G is smooth over U I . In

this case, Prop. 4.2.2 implies:

4.2.3. Corollary. Let I = I1
∐
· · ·

∐
Ir be a decomposition into singletons, and λi ∈ X∗(T )

+

be a minuscule dominant coweight for all i ∈ I. Then Sht
(I1,··· ,Ir),≤λ
G,K is smooth of pure relative

dimension
∑

i∈I〈2ρ, λi〉 over U
I .

4.3. Factorization structure. For a collection of geometric objects AI (stacks or sheaves)
over U I , one for each finite set I, a factorization structure on {AI} usually has two aspects:
the first is the behavior of AI when restricted to U I

disj (for example, if AI is a stack over

U I , we may require AI |UI
disj

to be equipped with an isomorphism with (
∏

i∈I A{i})|UI
disj

); the

second is the behavior of AI over the partial diagonals (for example, we may require AI |∆(U)
∼=

A{1}). A typical example of such a factorization structure is carried by the Beilinson-Drinfeld

Grassmannian GrI over XI .
In the case of Shtukas, the first aspect mentioned above holds only in a weak sense, which

is essentially the content of Proposition 4.2.1 and Proposition 4.2.2. We spell out the second
aspect.

For any stack X, and any map of finite sets θ : I → J , we have the induced map

∆θ,X : XJ → XI

sending (xj)j∈J to (xθ(i))i∈I . When θ is a surjection, ∆θ,X is a partial diagonal in XI .
The following property of the Hecke stack is clear from the definitions. If θ : I ։ J is a

surjection of finite sets, then there is a canonical isomorphism

(4.3) HkIG,K|∆θ,U (UJ )
∼= HkJG,K.

Moreover, this isomorphism is compatible with a composition of surjections I ։ J ։ K.
In particular, taking J to be a singleton, we conclude that

HkIG,K|∆(U)
∼= Hk

{1}
G,K.

Similar properties hold for ShtIG,K. If θ : I ։ J is a surjection of finite sets, then there is a
canonical isomorphism

ShtIG,K|∆θ,U (UJ )
∼= ShtJG,K.

Moreover, this isomorphism is compatible with a composition of surjections I ։ J ։ K.
In particular, taking J to be a singleton, we conclude that

ShtIG,K|∆(U)
∼= Sht

{1}
G,K.

4.4. Change of level structure.

4.4.1. Level raising. For each x ∈ Σ, let K#
x ⊳Kx be a normal subgroup with finite dimensional

quotient Lx = Kx/K
#
x . Let K# = (K#

x )x∈Σ. Then the natural map

Sht
(I1,··· ,Ir)

G,K# → Sht
(I1,··· ,Ir)
G,K

is a torsor for the finite group L :=
∏

x∈Σ Lx(kx). One can take the projective limit over such

normal subgroups K# to get a stack over U I

Sht
(I1,··· ,Ir)
G,∞Σ := lim

←−
K#

Sht
(I1,··· ,Ir)

G,K# .
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The projection

Sht
(I1,··· ,Ir)
G,∞Σ → Sht

(I1,··· ,Ir)
G,K

is a pro-étale map that is a torsor for K =
∏

x∈ΣKx where Kx = Kx(kx). In particular, we
have:

4.4.2. Lemma. Let K′x ⊂ Kx be level groups for each x ∈ Σ, and let K′ = (K′x)x∈Σ. Then the
natural map

Sht
(I1,··· ,Ir)
G,K′ → Sht

(I1,··· ,Ir)
G,K

is finite étale whose geometric fibers are in bijection with cosets
∏

x∈ΣKx/K
′
x (where K ′x =

K′x(kx)).

4.4.3. Full level at x. If x /∈ Σ, we can define a stack over (U − {x})I

Sht
(I1,··· ,Ir)
G,K,∞x = lim

←−
K

†
x

Sht
(I1,··· ,Ir)

G,K†

where K† denotes the level structure along {x} ∪ Σ, with K on Σ and K†x at x. This is a

G(Ox)-torsor over Sht
(I1,··· ,Ir)
G,K |(U−{x})I .

We claim that the G(Ox) action on Sht
(I1,··· ,Ir)
G,K,∞x extends canonically to an action of G(Fx).

Indeed, suppose ξ = ((xi)i∈I , (Ej)0≤j≤r, (αj)1≤j≤r, ι, (κj)0≤j≤r) is an R-point of Sht
(I1,··· ,Ir)
G,K,∞x ,

where κj : G×Dx,R
∼
→ Ej |Dx,R

is the trivialization corresponding to the full level structure at

x. Here Dx,R = Spec (Ox⊗̂R) and D×x,R = Spec (Fx⊗̂R). Let g ∈ G(Fx). We define ξ · g to

be the tuple ((xi)i∈I , (E
g
j )0≤j≤r, (α

′
j)1≤j≤r, ι

′, (κ′j)0≤j≤r). Here Egj is the G-torsor obtained by

gluing Ej|(X−{x})R with the trivial G-torsor over Dx,R using the isomorphism

G×D×x,R
g
−→ G×D×x,R

κj
−→ Ej |D×

x,R
.

The first map above is the left multiplication by g. The maps α′j and ι′ are induced by αj and

ι because Γ(xj) is disjoint from {x}R by definition. Finally, the trivialization κ′j of E ′j|Dx,R
is

the tautological one from the construction of E ′j by gluing.

4.5. Central action. Let Z be the center of G. For each x ∈ Σ let KZ,x = Kx ∩ L
+
xZ be a

level group for Z at x. Let KZ be the collection of KZ,x for x ∈ Σ. Since Z is abelian, the
stack BunZ,KZ

is a group stack. In particular, BunZ,KZ
(k) is a Picard groupoid.

There is a canonical action of BunZ,KZ
on BunG,K. To see this, we first consider the case

Kx is a principal congruence subgroup L
(nx)
x G for some nx ∈ N, for each x ∈ Σ. In this

case, BunG,K = BunG,D where D =
∑
nxx, and BunZ,KZ

= BunZ,D. Consider an S-point
E ∈ BunG,D(S), corresponding to a right G-torsor E on X × S with a trivialization ιD of
E|D×S , and an S-point Q ∈ BunZ,D(S), corresponding to a right Z-torsor Q on X × S with a
trivialization κD of Q|D×S . Since Z is central in G, its natural action on E commutes with the
action of G, hence Z acts on E by G-torsor automorphisms. We form the twisted fiber product

QE := Q×Z
X×S E , the quotient of Q×X×S E by the diagonal action of Z. The right action of

G on E equips QE with a G-torsor structure. Using the trivializations ιD and κD of E|D×S and
Q|D×S respectively, we get a trivialization ι′D of QE|D×S . We define the result of the action
(Q, κD) · (E , ιD) to be (QE , ι

′
D).

For more general level structures, we still get the desired action by choosing a sufficient small

principal congruence subgroup L
(nx)
x G contained inKx for each x, and identifying BunG,K (resp.
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BunZ,KZ
) as a quotient of BunG,D (resp. BunZ,D) by an algebraic subgroup of GD (resp. ZD),

as in §2.1.4. We omit details.
Now consider the Shtuka version of the above construction. We claim that there is a canonical

action of BunZ,KZ
(k) on Sht

(I1,··· ,Ir)
G,K . Indeed, for any S-point ξ = ((xi)i∈I , (Ej)0≤j≤r, (αj)1≤j≤r, ι)

of Sht
(I1,··· ,Ir)
G,K , and Q ∈ BunZ,KZ

(k), we apply the above construction to obtain QEj ∈

BunG,K(S). The original αj : Ej−1|X×S−∪i∈Ij
Γ(xi)

∼
→ Ej |X×S−∪i∈Ij

Γ(xi) induces an isomor-

phism α′j : QEj−1|X×S−∪i∈Ij
Γ(xi)

∼
→ QEj|X×S−∪i∈Ij

Γ(xi), and similarly ι : Er
∼
→ τE0 induces an

isomorphism ι′ : QEr ∼= τQ(
τE0) = τ (QE0), because

τQ = Q. The action of Q on Sht
(I1,··· ,Ir)
G,K

then takes ξ to ξ′ := ((xi)i∈I , (QEj)0≤j≤r, (α
′
j)1≤j≤r, ι

′).

It is easy to see that the BunZ,KZ
(k)-action on Sht

(I1,··· ,Ir)
G,K preserves the bounded versions

Sht
(I1,··· ,Ir),≤λ
G,K for any collection of dominant coweights λ ∈ (X∗(T )

+)I .

4.5.1. Example. Consider the case G = GLn without level structures. We have BunZ = PicX .

The action of a line bundle L ∈ PicX(k) on Sht
(I1,··· ,Ir)
GLn

is by tensoring each vector bundle Vj
with L.

On the other hand, consider the case G = SLn without level structures. Then BunZ ∼=
PicX [n] is the n-torsion substack of the Picard stack of X. For L ∈ BunZ(k) = PicX [n](k), i.e.,

a line bundle L equipped with an isomorphism ǫ : OX
∼= L⊗n, the action of L on Sht

(I1,··· ,Ir)
SLn

is
again given by tensoring each vector bundle Vj with L. Note that the original trivialization of
det(Vj) together with ǫ induces a trivialization of det(Vj ⊗ L) ∼= det(Vj)⊗ L

⊗n.

4.6. Hecke correspondence.

4.6.1. Spherical Hecke correspondence. For x /∈ Σ let Kx = G(Ox). Let [gx] ∈ Kx\G(Fx)/Kx.
We define

Sht
(I1,··· ,Ir)
G,K [gx] := Sht

(I1,··· ,Ir)
G,K,∞x /(Kx ∩ gxKxg

−1
x ).

We view Sht
(I1,··· ,Ir)
G,K [gx] as a correspondence

Sht
(I1,··· ,Ir)
G,K [gx]

←−c

vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠ −→c

((◗◗
◗◗

◗◗
◗◗

◗◗
◗◗

◗

Sht
(I1,··· ,Ir)
G,K |(U−{x})I Sht

(I1,··· ,Ir)
G,K |(U−{x})I

where ←−c is the natural projection corresponding to the inclusion Kx ∩ gxKxg
−1
x ; the map −→c

is the composition

Sht
(I1,··· ,Ir)
G,K,∞x /(Kx ∩ gxKxg

−1
x )

·gx
−−→ Sht

(I1,··· ,Ir)
G,K,∞x /(g

−1
x Kxgx ∩Kx)→ Sht

(I1,··· ,Ir)
G,K .

Here, for the first map, we are using the right G(Fx)-action on Sht
(I1,··· ,Ir)
G,K,∞x constructed in §4.4.3;

the second map corresponds to the inclusion g−1x Kxgx ∩Kx ⊂ Kx.
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4.6.2. Hecke correspondence at a ramified point. For x ∈ Σ and [gx] ∈ Kx\G(Fx)/Kx, we define
a correspondence

(4.4) Sht
(I1,··· ,Ir)
G,K [gx]

←−c

ww♣♣♣
♣♣
♣♣
♣♣
♣♣ −→c

''◆◆
◆◆

◆◆
◆◆

◆◆
◆

Sht
(I1,··· ,Ir)
G,K Sht

(I1,··· ,Ir)
G,K

by setting

Sht
(I1,··· ,Ir)
G,K [gx] := Sht

(I1,··· ,Ir)
G,Kx,∞x/(Kx ∩ gxKxg

−1
x ).

Here Kx is the collection of level groups (Kx)x∈Σ−{x}. The map ←−c is the natural projection,

and the map −→c is the right action of gx followed by the natural projection, as in the case of
the spherical Hecke modification.

For a k-scheme S, Sht
(I1,··· ,Ir)
G,K [gx](S) classifies (xi)i∈I (where xi ∈ U(S)) together with a

diagram

E0

f0
��
✤

✤

✤

α1 //❴❴❴ E1

f1
��
✤

✤

✤

α2 //❴❴❴ · · ·
αr //❴❴❴ Er

fr
��
✤

✤

✤

ι
∼

// τE0

τf0
��
✤

✤

✤

E ′0
α′
1 //❴❴❴ E ′1

α′
1 //❴❴❴ · · ·

α′
r //❴❴❴ E ′r

ι′

∼
// τE ′0

Here the top and bottom rows are both S-points of Sht
(I1,··· ,Ir)
G,K with legs (xi)i∈I , and the vertical

maps are isomorphisms of G-torsors on U × S

fi : Ei|U×S
∼
→ E ′i |U×S

which extends to an isomorphism of Kx′-level structures for x′ ∈ Σ − {x}, and has relative
position [gx] ∈ Kx\G(Fx)/Kx at x.

4.6.3. Bounded version. Given a bound λ ∈ (X∗(T )
+)I , we have a bounded version of the

Hecke correspondences with bound λ:

Sht
(I1,··· ,Ir),≤λ
G,K [gx]

as a self correspondence of Sht
(I1,··· ,Ir),≤λ
G,K |(U−{x})I (if x /∈ Σ) or Sht

(I1,··· ,Ir),≤λ
G,K (if x ∈ Σ).

4.7. Partial Frobenius. There is a canonical morphism

(4.5) Fr∂ : Sht
(I1,··· ,Ir)
G,K → Sht

(I2,··· ,Ir,I1)
G,K

defined on the level of S-points as follows: it sends an S-point

ξ = ((xi)i∈I , E0
α1 //❴❴❴ · · ·

αr−1
//❴❴❴ Er−1

αr //❴❴❴ Er
ι
∼

// τE0)

to

Fr∂(ξ) = ((x′i)i∈I , E1
α2 //❴❴❴ · · ·

αr //❴❴❴ Er
τα1◦ι //❴❴❴ τE1

ι′=id τE1) .

Here

x′i =

{
xi ◦ FrS , i ∈ I1

xi, i /∈ I1.
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It is clear that

Fr∂ ◦ Fr∂ ◦ · · · ◦ Fr∂︸ ︷︷ ︸
r times

= Fr ∈ End(Sht
(I1,··· ,Ir)
G,K )

We have a commutative diagram

(4.6) Sht
(I1,··· ,Ir)
G,K

Fr∂ //

π(I1,··· ,Ir)

��

Sht
(I2,··· ,I1)
G,K

π(I2,··· ,I1)

��

U I
FrI1 // U I

Here FrI1 : U I → U I is the Frobenius on the I1-factors and identity on the other factors. This

diagram is topologically Cartesian because both FrI1 on U I and Fr∂ are universal homeomor-
phisms.

5. Structures on cohomology

In this section, we summarize the basic symmetries on the cohomology of the moduli stacks
of G-Shtukas (relative to the space of legs): factorization, Hecke algebra action and partial
Frobenius action. These symmetries will be used in the further study of the cohomology of the
moduli stacks of G-Shtukas in the lectures of C.Xue [38].

5.1. Cohomology of the moduli of Shtukas.

5.1.1. Satake sheaves. Recall the geometric Satake equivalence of Lusztig, Beilinson–Drinfeld,
Ginzburg, Mirkovic–Vilonen (see [28]). We have an equivalence of tensor categories over Qℓ:

Sat : Rep(Ĝ,Qℓ)
∼
→ PervAut(D)(QGrG)

where the monoidal structure on the right side is given by convolution, and the commuta-
tivity constraint given by the fusion construction of Beilinson and Drinfeld. Here an Aut(D)-
equivariant perverse sheaf on QGrG means a L+G⋊Aut(D)-equivariant perverse sheaf on GrG.
For any finite set I, we define a functor

SatI : Rep(Ĝ
I ,Qℓ)→ Perv((QGrG/Aut(D))I).

For V = ⊠i∈IVi where Vi ∈ Rep(Ĝ), define SatI = ⊠i∈ISat(Vi) and extend by additivity.

We shall define a complex of sheaves on HkIG,K. Let r = |I|, and choose a bijection σ : I
∼
→

{1, 2, · · · , r}. Let Ij = {σ−1(j)} ⊂ I, then we have a decomposition I = I1
∐
· · ·

∐
Ir into

singletons. Recall the relative position map from (4.1)

ev
(I1,··· ,Ir)
Hk : Hk

(I1,··· ,Ir)
G,K → (QGrG/Aut(D))I .

We define the pullback

IC
(I1,··· ,Ir)
Hk (V ) := (ev

(I1,··· ,Ir)
Hk )∗SatI(V ) ∈ Dc(Hk

(I1,··· ,Ir)
G,K ,Qℓ).

If V = ⊠i∈IVi, and Vi is irreducible with highest weight λi ∈ X∗(T )
+, then IC

(I1,··· ,Ir)
Hk (V ) is

supported on the closed substack Hk
(I1,··· ,Ir),≤λ
G,K with λ = (λi)i∈I .

We have the projection

π
(I1,··· ,Ir)
I : Hk

(I1,··· ,Ir)
G,K → HkIG,K

Then define

ICI,σ
Hk (V ) := π

(I1,··· ,Ir)
I,! IC

(I1,··· ,Ir)
Hk (V ) ∈ Dc(Hk

I
G,K,Qℓ).
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Again, if V = ⊠i∈IVi, and Vi is irreducible with highest weight λi ∈ X∗(T )
+, then ICI

Hk(V ) is

supported on Hk
I,≤λ
G,K with λ = (λi)i∈I .

5.1.2. Lemma. For any V ∈ Rep(ĜI), the complex ICI,σ
Hk (V ) is independent of the choice of

the ordering σ on I up to a canonical isomorphism. We denote it by ICI
Hk(V ).

Moreover, if V = ⊠i∈IVi and Vi is irreducible with highest weight λi, then ICI,σ
Hk (V ) is, up to

a shift, isomorphic to the intersection complex of Hk
I,≤λ
G,K , where λ = (λi)i∈I .

Sketch of proof. We assume V = ⊠i∈IVi and Vi is irreducible with highest weight λi. For a

decomposition into singletons I = I1
∐
· · ·

∐
Ir, the relative position map ev

(I1,··· ,Ir)
Hk is formally

smooth by Proposition 4.2.1. Therefore IC
(I1,··· ,Ir)
Hk (V ) is, up to a shift, canonically isomorphic

to the intersection complex of Hk
(I1,··· ,Ir),≤λ
G,K . The map π

(I1,··· ,Ir)
I is stratified small in the sense

of [28, after Prop. 4.2], which implies that ICI,σ
Hk (V ) is, up to a shift, canonically isomorphic to

the intersection complex of Hk
I,≤λ
G,K . Hence it is independent of the choice of σ. �

More generally, if I = I1
∐
· · ·

∐
Ir is an arbitrary decomposition of I, then we can choose

an ordering of each Ij and refine the decomposition into a decomposition into singletons I =

I ′1
∐
· · ·

∐
I ′s (so there is a bijection σ : I

∼
→ {1, 2, · · · , s} such that I ′j = {σ

−1(j)} for 1 ≤ j ≤ s,

and σ(Ij) is a consecutive subset of {1, 2, · · · , s}). We have a canonical projection

π
(I′1,··· ,I

′
s)

(I1,··· ,Ir)
: Hk

(I′1,··· ,I
′
s)

G,K → Hk
(I1,··· ,Ir)
G,K .

For V ∈ Rep(ĜI ,Qℓ) define

IC
(I1,··· ,Ir),σ
Hk (V ) := π

(I′1,··· ,I
′
s)

(I1,··· ,Ir),!
IC

(I′1,··· ,I
′
s)

Hk (V ) ∈ Dc(Hk
(I1,··· ,Ir)
G,K ,Qℓ).

The same argument of Lemma 5.1.2 proves the following.

5.1.3. Lemma. Let V ∈ Rep(ĜI).

(1) The complex IC
(I1,··· ,Ir),σ
Hk (V ) on Hk

(I1,··· ,Ir)
G,K is independent of the choice of the ordering

σ on I refining the decomposition I = I1
∐
· · ·

∐
Ir, up to a canonical isomorphism.

We denote this complex by IC
(I1,··· ,Ir)
Hk (V ).

(2) Let I = I ′1
∐
· · ·

∐
I ′r′ be any refinement of the decomposition I = I1

∐
· · ·

∐
Ir. Then

there is a canonical isomorphism

IC
(I1,··· ,Ir)
Hk (V ) ∼= π

(I′1,··· ,I
′
r′
)

(I1,··· ,Ir),!
IC

(I′1,··· ,I
′
r′
)

Hk (V ).

Moreover, these isomorphisms are compatible with further refinements.

(3) If V = ⊠iVi and each Vi is irreducible with highest weight λi, then IC
(I1,··· ,Ir)
Hk (V ) is, up

to a shift, isomorphic to the intersection complex of Hk
(I1,··· ,Ir),≤λ
G,K , where λ = (λi)i∈I .

5.1.4. Cohomology complexes of ShtIG. Recall the canonical map

ρ(I1,··· ,Ir) : Sht
(I1,··· ,Ir)
G,K → Hk

(I1,··· ,Ir)
G,K .

For V ∈ Rep(ĜI ,Qℓ) define

IC
(I1,··· ,Ir)
Sht (V ) := (ρ(I1,··· ,Ir))∗IC

(I1,··· ,Ir)
Hk (V ) ∈ Dc(Sht

(I1,··· ,Ir)
G,K ).
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Alternatively, when I = I1
∐
· · ·

∐
Ir is a decomposition into singletons, we can consider the

relative position map (4.2) for Sht
(I1,··· ,Ir)
G,K . Then

IC
(I1,··· ,Ir)
Sht (V ) ∼= (ev

(I1,··· ,Ir)
Sht )∗SatI(V ).

5.1.5. Lemma. Let V ∈ Rep(ĜI).

(1) For any refinement I = I ′1
∐
· · ·

∐
I ′r′ of the decomposition I = I1

∐
· · ·

∐
Ir, there is a

canonical isomorphism

IC
(I1,··· ,Ir)
Sht (V ) ∼= π

(I′1,··· ,I
′
r′
)

(I1,··· ,Ir),!
IC

(I′1,··· ,I
′
r′
)

Sht (V )

compatible with further refinements.

(2) If V = ⊠i∈IVi where Vi is irreducible with highest weight λi, then IC
(I1,··· ,Ir)
Sht (V ) is,

up to a shift by #I, isomorphic to the intersection complex of Sht
(I1,··· ,Ir),≤λ
G,K , where

λ = (λi)i∈I .

Proof. (1) follows from the Lemma 5.1.3 and proper base change for the Cartesian square

Sht
(I′1,··· ,I

′
r′
)

G,K

ρ
(I′1,··· ,I

′
r′

)

//

π
(I′1,··· ,I

′
r′

)

(I1,··· ,Ir)��

Hk
(I′1,··· ,I

′
r′
)

G,K

π
(I′1,··· ,I

′
r′

)

(I1,··· ,Ir)��

Sht
(I1,··· ,Ir)
G,K

ρ(I1,··· ,Ir)
// Hk

(I1,··· ,Ir)
G,K

(2) First assume Ij are singletons, in which case the statement follows from Proposition
4.2.1.

Now consider a general decomposition I = I1
∐
· · ·

∐
Ir. Decompose each Ij into singletons,

and combine them to obtain a decomposition I = I ′1
∐
· · ·

∐
I ′r′ where each I ′i is a singleton,

and Ij is the union of consecutive parts. By Proposition 4.2.2, the map π : Sht
(I′1,··· ,I

′
r′
),≤λ

G,K →

Sht
(I1,··· ,Ir),≤λ
G,K is étale locally isomorphic to the map Gr

(I′1,··· ,I
′
r′
),≤λ

G → Gr
(I1,··· ,Ir),≤λ

G , which is

stratified small. Therefore by (1),

IC
(I1,··· ,Ir)
Sht (V ) ∼= π!IC

(I′1,··· ,I
′
r′
)

Sht (V ) ∼= π!IC(Sht
(I′1,··· ,I

′
r′
),≤λ

G,K )[−#I] ∼= IC(Sht
(I1,··· ,Ir),≤λ
G,K )[−#I].

�

5.1.6. Definition. Let I be a finite set with a decomposition I = I1
∐
· · ·

∐
Ir. Recall the map

πI : Sht
(I1,··· ,Ir)
G,K → U I . Define the ind-constructible complex

H
(I1,··· ,Ir)
G,K (V ) := πI! IC

(I1,··· ,Ir)
Sht (V ) ∈ D(U I ,Qℓ).

When (G,K) is fixed in the discussion, we simply write H
(I1,··· ,Ir)
G,K (V ) as H(I1,··· ,Ir)(V ).

In particular, we have the ind-constructible complex HI(V ) ∈ D(U I ,Qℓ).

5.1.7. Remark. To see that HI(V ) is ind-constructible, we use the Harder-Narasimhan trun-
cation discussed in §4.1.2. The general level structure can be reduced to the case of princi-
pal congruence level structures so we assume Kx ⊂ L+

xG for all x ∈ Σ. For µ ∈ HN, let
≤µπI : ≤µShtIG,K → U I be the restriction of πI . Let ≤µICI

Sht(V ) be the restriction of ICI
Sht(V )
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to ≤µShtIG,K. Then ≤µHI(V ) := ≤µπI! (
≤µICI

Sht(V )) is constructible because the support of
≤µICI

Sht(V ) is of finite type over U I . We then have

(5.1) HI(V ) = colimµ∈HN
≤µHI(V )

as an ind-constructible complex on U I . Here for µ ≤ µ′ the transition map ≤µHI(V ) →
≤µ′
HI(V ) is induced by the open embedding ≤µShtIG,K →֒

≤µ′
ShtIG,K.

5.1.8. Corollary (of Lemma 5.1.5). For any refinement I = I ′1
∐
· · ·

∐
I ′r′ of the decomposition

I = I1
∐
· · ·

∐
Ir, there is a canonical isomorphism

H(I1,··· ,Ir)(V ) ∼= H(I′1,··· ,I
′
r′
)(V ).

compatible with further refinements. In particular, for any decomposition I = I1
∐
· · ·

∐
Ir,

there is a canonical isomorphism

H(I1,··· ,Ir)(V ) ∼= HI(V ) ∈ D(U I ,Qℓ).

Proof. Apply π
(I1,··· ,Ir)
! to the isomorphism in Lemma 5.1.5(1). �

5.2. Hecke action. Let V ∈ Rep(ĜI).

5.2.1. For any x ∈ Σ, the vector space Hx := Qℓ[Kx\G(Fx)/Kx] of compactly supported
bi-Kx-invariant functions on G(Fx) is a Qℓ-algebra under convolution, with unit 1Kx . We have
a ring homomorphism

Hx → End(HI(V ))

defined as follows.
By Corollary 5.1.8, it suffice to construct an action of Hx on H(I1,··· ,Ir)(V ), where Ij are

singletons. Also we may reduce to the case V is irreducible hence V = ⊠i∈IVi for irreducible

representations Vi of Ĝ with highest weight λi. Let λ = (λi)i∈I . For [gx] ∈ Kx\G(Fx)/Kx,
recall the Hecke correspondence (4.4) where both ←−c and −→c are finite étale by Lemma 4.4.2.

We can similarly construct the relative position map

ev
(I1,··· ,Ir)
Sht[gx]

: Sht
(I1,··· ,Ir)
G,K [gx]→ (QGrG/Aut(D))I

compatible with the maps ←−c and −→c and the relative position map for Sht
(I1,··· ,Ir)
G,K as in (4.2).

Thus we get a canonical isomorphism

(5.2) ←−c ∗ICI
Sht(V )

∼
→ −→c ∗ICI

Sht(V ) ∼= −→c !ICI
Sht(V ).

The action of 1KxgxKx on HI(V ) is defined to be the composition

HI(V ) = πI! IC
I
Sht(V )→ πI!

←−c !
←−c ∗ICI

Sht(V )
(5.2)
−−−→ πI!

−→c !
−→c !ICI

Sht(V )→ πI! IC
I
Sht(V ) = HI(V )

Here we use the unit and counit of adjunctions id → ←−c ∗
←−c ∗ ∼= ←−c !

←−c ∗ (because ←−c is proper),
and −→c !

−→c ! → id.

5.2.2. Spherical Hecke action. For x ∈ |U | = |X| − Σ, a similar construction gives a ring
homomorphism

Hx := Qℓ[G(Ox)\G(Fx)/G(Ox)]→ End(HI(V )|(U−{x})I ).

5.2.3. Remark. The action of Hx on HI(V )|(U−{x})I for x ∈ |U | has been extended to the

whole of HI(V ) by V. Lafforgue’s, by identifying it with a special case of an excursion operator.
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5.2.4. Let Σ′ ⊂ |U | be any finite set of places. Combining the Hecke actions defined above,
we get a ring homomorphism

HΣ′ = ⊗x∈Σ′Hx → End(HI(V )|(U−Σ′)I ).

Taking colimit as Σ′ grows, we get an action of the global Hecke algebra on the restriction of
HI(V ) to the generic point ηI → XI

HG,K := ⊗′x∈|X|Hx → End(HI(V )|ηI ).

5.3. Factorization structure.

5.3.1. The expectation. Suppose V = ⊠i∈IVi where Vi ∈ Rep(Ĝ). Then HI(V ) is expected to
satisfy the following factorization property. Let π be a cuspidal automorphic representation
of G(A). Let π(K) ⊂ π be the invariant vectors under

∏
x/∈ΣG(Ox) ×

∏
x∈ΣKx, where Kx =

Kx(kx). Note that π(K) is an HG,K-module. By the work of V. Lafforgue [22], one can

attach a semisimple Langlands parameter ρπ to π, which is a Ĝ-local system on U . Using
excursion operators of V. Lafforgue, it is possible to define the π-isotypic subsheaf of H iHI(V )
(the ith cohomology sheaf of HI(V ), i ∈ Z), which we denote by H iHI(V )[π]. As a first
approximation, we can define H iHI(V )[π] to be HomHG,K

(π(K),H iHI(V )) (which may be

larger than the actual H iHI(V )[π]; the subtlety being that the HG,K-module π(K) may not
determine the isomorphism class of ρπ).

We make a simplifying assumption that Aut(ρπ) = ZĜ. For example this is known to be the
case when G = GLn and π is cuspidal (in which case ρπ is an irreducible rank n local system).
Then it is expected that

H0HI(V )[π]
?
≃Mπ ⊗⊠i∈I(Vi,ρπ),

where Vi,ρπ is the local system on U induced from ρπ and the Ĝ-representation Vi, and Mπ

is a finite-dimensional vector space depending on π. Also it is expected that in this case
H iHI(V )[π] = 0 for i 6= 0. For more precise statements, which are analogs of Arthur’s multi-
plicity formula for automorphic forms over number fields, we refer to the paper of Xinwen Zhu
[44, §4.7].

The above expectation in particular suggests that on the geometric generic stalk of HI(V ),
there are commuting actions of I copies of the fundamental group π1(U, η). This fact is proved
by Cong Xue [37], generalizing the result of V. Lafforgue [22]. Their proofs rely on partial
Frobenius (to be discussed in §5.4) and Drinfeld’s lemma.

5.3.2. Behavior along partial diagonals. Below we make precise the behavior of HI(V ) when
restricted to the partial diagonals.

A map of finite sets θ : I → J induces a group homomorphism ∆Ĝ,θ : ĜJ → ĜI , hence a

restriction functor on representations

Resθ : Rep(Ĝ
I)→ Rep(ĜJ ).

5.3.3. Proposition. For a surjection θ : I ։ J of finite sets, we have the partial diagonal map
∆θ,U : UJ →֒ U I . Then we have a canonical isomorphism

∆∗θ,UH
I(V )

∼
→HJ(ResθV ).

Moreover, this isomorphism is functorial in V ∈ Rep(ĜI), and compatible with compositions
of surjections I ։ J ։ K.



28 ZHIWEI YUN

Proof sketch. By proper base change, it suffices to check the corresponding statement for the
Satake sheaves on HkJG,K:

ICI
Hk(V )|HkJG,K

∼= ICJ
Hk(Resθ(V )).

Here we use the isomorphism (4.3) to view HkJG,K as a substack of HkIG,K (restriction via

∆θ,U : UJ →֒ U I). Choose a bijection σ : J
∼
→ {1, · · · , r} and let Ij = θ−1(σ′−1(j)) for

1 ≤ j ≤ r′. Then we have a Cartesian diagram

Hk
({1},··· ,{r})
G,K

η
//

��

Hk
(I1,··· ,Ir)
G,K

��

HkJG,K
// HkIG,K

By proper base change and Lemma 5.1.3, it suffices to show that

(5.3) η∗IC
(I1,··· ,Ir)
Hk (V ) ∼= IC

({1},··· ,{r})
Hk (ResθV ).

Below we treat the case J itself is a singleton. The general case requires no more new idea.
So we assume J = {1} is a singleton. Choose a bijection σ : I

∼
→ {1, · · · , s}, and define

Hk
[s]
G,K = Hk

({1},··· ,{s})
G,K ×Us ∆(U).

Then Hk
[s]
G,K classifies modifications of G-torsors with K-level structures E0 99K E1 99K · · · 99K

Es all along the same point x ∈ U . Let QGr
[s]
G be the moduli stack whose R-points are G-torsors

(E0, · · · , Es) over the disk DR with isomorphisms αi : Ei−1|D×
R

∼
→ Ei|D×

R
for all 1 ≤ i ≤ s. Then

we have an evaluation map ev[s] : Hk
[s]
G,K → QGr

[s]
G /Aut(D) and a diagram in which all three

squares are Cartesian

QGr[s]/Aut(D)
δ //

γ

��

(QGr/Aut(D))s

Hk
[s]
G,K

η̃
//

��

ev[s]
88qqqqqqqqqqq

Hk
({1},··· ,{s})
G,K

ev({1},··· ,{s})
66♥♥♥♥♥♥♥♥♥♥♥♥

��

QGr/Aut(D)

Hk
{1}
G,K

ev{1}
88♣♣♣♣♣♣♣♣♣♣♣

η
// HkIG,K

The map δ is induced from QGr[s] → (QGr)s, which sends ((Ei)0≤i≤r, (αi)1≤i≤r) to (Ei−1, Ei, αi)1≤i≤s;

the map γ is induced from QGr[s] → QGr that sends ((Ei)0≤i≤r, (αi)1≤i≤r) to (E0, Es, αr◦· · ·◦α1).
Again by proper base change, (5.3) reduces to the isomorphism

γ!δ
∗Sat{1,··· ,s}(V ) ∼= Sat(ResĜ

s

Ĝ
V ).

By linearity, it suffices to prove this for V = ⊠s
i=1Vi, in which case the left side is the convolution

Sat(V1)⋆· · ·⋆Sat(Vs) in the tensor category PervAut(D)(QGr), while the right side is Sat(V1⊗· · ·⊗
Vs). The desired isomorphism comes from the monoidal structure of the Satake equivalence. �
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5.4. Partial Frobenius. Let I = I1
∐
· · ·

∐
Ir be a decomposition into singletons. This gives

a bijection σ : I
∼
→ {1, · · · , r} such that Ij = {σ

−1(j)}. Recall the partial Frobenius map Fr∂

defined in (4.5). We have a commutative diagram

(5.4) Sht
(I1,··· ,Ir)
G,K

Fr∂

��

ev(I1,··· ,Ir) // (QGr/Aut(D))I

(Fr,id,··· ,id)

��

Sht
(I2,··· ,Ir,I1)
G,K

ev(I2,··· ,I1) // (QGr/Aut(D))I

Here the right vertical map is the Frobenius on the first factor I1, and the identity map for the
other factors.

For the irreducible representation Vλ ∈ Rep(Ĝ) with highest weight λ, fix a Weil struc-
ture on Sat(Vλ) whose restriction on GrG,λ is Qℓ[〈2ρ, λ〉](〈ρ, λ〉) (which involves a choice of

q1/2 if 〈ρ, λ〉 is a half integer). Extend these Weil structures by additivity to Sat(V ) for all

V ∈ Rep(Ĝ). More generally these Weil structures extend to Weil structures on SatI(V ) ∈

Perv((QGr/Aut(D))I) for any finite set I and V ∈ Rep(ĜI), compatibly with external tensor
products.

Now let V = ⊠i∈IVi ∈ Rep(ĜI). We denote Vσ−1(j) also by Vj, for 1 ≤ j ≤ r. From the
diagram (5.4) and using the Weil structure on Sat(V1) fixed above, we get an isomorphism

(5.5) IC
(I1,··· ,Ir)
Sht (V ) ∼= Fr∂∗IC

(I2,··· ,I1)
Sht (V ).

On the other hand, proper base change for the topologically Cartesian diagram (4.6) gives an
isomorphism

Fr∗I1H
I(V ) = Fr∗I1π

(I2,··· ,I1)
! IC

(I2,··· ,I1)
Sht (V )

∼
→ π

(I1,··· ,Ir)
! Fr∂∗IC

(I2,··· ,I1)
Sht (V )

Combined with (5.5) we get an isomorphism

φI1 : Fr∗I1H
I(V ) ∼= π

(I1,··· ,Ir)
! Fr∂∗IC

(I2,··· ,I1)
Sht (V ) ∼= π

(I1,··· ,Ir)
! IC

(I1,··· ,Ir)
Sht (V ) = HI(V ).

This isomorphism is independent of the decomposition of I − I1 into singletons. Also, such

isomorphisms extend by additivity to all V ∈ Rep(ĜI).
Since we can choose the bijection σ so that I1 is any given element i ∈ I, we a canonical

isomorphism for all i ∈ I and V ∈ Rep(ĜI):

φi : Fr
∗
iH

I(V )
∼
→ HI(V ).

Here Fri : U
I → U I is the Frobenius on the i-th factor and the identity elsewhere.

The following is easy to check from the definition.

5.4.1. Proposition. The isomorphisms (φi)i∈I commute with each other up to canonical iso-
morphisms, and their composition is the canonical Weil structure on HI(V ), i.e., an isomor-

phism Fr∗UIHI(V )
∼
→HI(V ) induced from the Weil structure on SatI(V ).

In particular, for any subset J ⊂ I, we have a canonical isomorphism φJ : Fr∗JH
I(V )

∼
→

HI(V ), where FrJ : U I → U I is the Frobenius on UJ and the identity on the other factors. It
is defined as the composition of φi, i ∈ J in any order.

6. Advanced topics

In this section we give a survey of several aspects of the moduli of Shtukas that deserve
further study.
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6.1. Compactification. The non-properness of the map π
(I1,··· ,Ir),≤λ
G,K : Sht

(I1,··· ,Ir),≤λ
G,K → U I

causes difficulty in studying its direct image complex, and in particular the cohomology of its
generic fiber. For example, had it been proper, the complex HI(V ) would be automatically
pure, which would have consequences on the Ramanujan-Petersson conjecture for automorphic
forms over function fields.

Since π
(I1,··· ,Ir),≤λ
G,K is not of finite type, to compactify it, one has to restrict to a Harder-

Narasimhan truncation ≤µSht
(I1,··· ,Ir),≤λ
G,K as in §4.1.2.

In [8], for the Drinfeld example 2.3.7 in the case G = GL2, Drinfeld constructed a compact-

ification of (the truncations of) Sht
(I1,I2),(λ1,λ2)
GL2,K

. In [20], when there is no level structure, the

construction of Drinfeld was generalized to GLn. In [21], a compactification for the Drinfeld
example 2.3.7 with level structures was constructed (with less preferable properties) and used
to prove the global Langlands correspondence for function fields. In [30] Ngô Dac Tuan gave
an alternative construction of the compactification using geometric invariant theory.

The basic idea of these constructions is to relax the isomorphism ι : Er
∼
→ τE0 in the modular

description in §2.3.2, and replace it with a point in the Vinberg monoid attached to G. In the
case G = GLn, such a point is commonly known as a complete homomorphism between two
vector spaces or vector bundles. For general G, an unpublished manuscript of Ngô Dac Tuan
and Varshavsky gives a construction of the compactifications of the moduli of Shtukas along
these lines.

To the best of the author’s knowledge, it is an open question to describe the singularities of

the compactification of Sht
(I1,··· ,Ir),≤λ
G,K .

6.2. Algebraic cycles. We give a brief survey of examples of algebraic cycles on the moduli
stack of Shtukas. For simplicity we do not consider level structures in the discussions below.

6.2.1. Horocycles. The definition of the iterated Hecke stack given in §2.2.2 makes sense for any
algebraic group, not necessarily reductive. Therefore the moduli stack of iterated Shtukas is
also defined for an arbitrary algebraic group over k. We apply this construction to a parabolic
subgroup P ⊂ G with Levi quotient L. For a finite set I with a decomposition I = I1

∐
· · ·

∐
Ir

and a test scheme S over k, Sht
(I1,··· ,Ir)
P (S) classifies tuples

((xi)i∈I , (EP,j)0≤j≤r, (αj : EP,j−1 99K EP,j)1≤j≤r, ι)

Here the only difference with the description of Sht
(I1,··· ,Ir)
G (S) in §2.3.2 is that EP,j are P -

torsors over X. By the functoriality of the construction with respect to the change of groups,
the canonical maps G← P → L induce maps

Sht
(I1,··· ,Ir)
G Sht

(I1,··· ,Ir)
P

p
oo

q
// Sht

(I1,··· ,Ir)
L .

The map p turns EP,j into the induced G-torsor Ej = EP,j ×
P G, and q turns EP,j into the

induced L-torsor EL,j = EP,j/UP (where UP is the unipotent radical of P ).

To define a bounded version of Sht
(I1,··· ,Ir)
P , we simply take an admissible tuple µ = (µi)i∈I

of dominant coweights for L, and let

Sht
(I1,··· ,Ir),≤µ

P = q−1(Sht
(I1,··· ,Ir),≤µ

L ).

It was shown in [36, Proposition 5.7] that, if we restrict over the generic point ηI of U I , the
map

p
≤µ

ηI
: Sht

(I1,··· ,Ir),≤µ

P,ηI
→ Sht

(I1,··· ,Ir)

G,ηI
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obtained as the restriction of p is finite and unramified. The image of the fundamental cycle

of Sht
(I1,··· ,Ir),≤µ

P,ηI
define horocycles on Sht

(I1,··· ,Ir)

G,ηI
.

Roughly speaking, the cycle classes of horocycles are responsible for the Eisenstein part of

the cohomology of Sht
(I1,··· ,Ir)
G . For the GL2 example in 2.3.7, the geometry of the horocycles

were analyzed in [6, §4] and its relation with Eisenstein series was studied in detail [7, §3].
It is an open question in general to describe the Eisenstein part of the cohomology of

Sht
(I1,··· ,Ir),≤λ
G in the style of the spectral decomposition of the space of automorphic forms.

See [39, §7] for a qualitative statement in the case G = GL2, and a finiteness result for general
G in [37].

6.2.2. Special cycles. Special cycles on Shimura varieties are given by Shimura subvarieties,
i.e., they come from reductive subgroups of G. We can similarly consider special cycles on the
moduli stack of Shtukas. Namely if ϕ : H → G is a homomorphism of reductive groups over
k, by the functoriality of the notion of Shtukas with respect to change of groups, it induces a
map of moduli stacks

θ : Sht
(I1,··· ,Ir)
H → Sht

(I1,··· ,Ir)
G .

For the bounded version one can start with a tuple µ of dominant coweights for H and choose λ

for G large enough so that θ sends Sht
(I1,··· ,Ir),≤ν
H to Sht

(I1,··· ,Ir),≤λ
G . It is proved by Breutmann

[3] that θ is schematic, finite and unramified, in the generality where one is allowed to impose

parahoric level structures on Sht
(I1,··· ,Ir)
H . See also [42] for an alternative proof. The image of

θ therefore defines an element in the Chow group of Sht
(I1,··· ,Ir),≤λ
G for suitable λ.

We give some examples of special cycles of arithmetic significance. Some of these examples
don’t strictly fit into the situation above.

6.2.3. Example (Heegner-Drinfeld cycles). Let ν : X ′ → X be an unramified double cover. Let
r be even and let I = {1, 2, · · · , r} be decomposed into singletons Ii = {i}. Let µ = (µi)1≤i≤r,

where each µi is either (1, 0, · · · , 0) or (0, · · · , 0,−1) (minuscule coweights of GLn). Let Sht
µ

n,X′

be the moduli stack Sht
(I1,··· ,Ir),≤µ

GLn,X′ of iterated rank n Shtukas over X ′ with bounds given by µ.

Let λ = (λi)1≤i≤r be the collection of minuscule dominant coweights of GL2n determined by
µ: if µi = (0, · · · , 0︸ ︷︷ ︸

n−1

,−1) then λi = (0, · · · , 0︸ ︷︷ ︸
2n−1

,−1); if µi = (1, 0, · · · , 0︸ ︷︷ ︸
n−1

) then λi = (1, 0, · · · , 0︸ ︷︷ ︸
2n−1

).

Similarly denote by Sht
λ
2n,X the moduli stack Sht

(I1,··· ,Ir),≤λ
GL2n,X

of iterated rank 2n Shtukas over
X with bounds given by λ.

We have a map

θ
µ

HD(n) : Sht
µ

n,X′ → Sht
λ
2n,X

sending a rank n Shtuka ((x′i), (Ei), (αi), ι) overX
′ to the rank 2n Shtuka ((ν(x′i)), (ν∗Ei), (ν∗αi), ν∗ι)

over X. We call the image of the fundamental cycle under θ
µ

HD(n) the Heegner-Drinfeld cycle.

Since dimSht
µ

n,X′ = rn while dimSht
µ

2n,X = 2rn by Proposition 4.2.2(2), we have

dimSht
µ

n,X′ =
1

2
dimSht

λ
2n,X .

Therefore the image of the fundamental class of Sht
µ

n,X′ under θ
µ

HD(n) define a middle dimen-

sional cycle on Sht
λ
2n,X .
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To see how this cycle is related to Heegner points, we consider the case n = 1 and a variant
of the above construction with one leg. Let ∞ ∈ |X| be a closed point that is inert in X ′, so
that ∞′ ∈ |X ′| is the unique closed point over ∞. Consider the Drinfeld modular (relative)
curve ShtDr

2 in §3.1.2. Let µ = (µ1, µ2) where µ1 = −1 and µ2 = 1 as coweights of Gm. Let

PX′ = Sht
({1},{2}),µ

GL1,X′ |U ′×{∞′}; this is a PicX′(k)-torsor over U ′ = X ′ −∞′. We construct a map

θ1HD(1) : PX′ → ShtDr
2 .

For an S-point L0 ← L0(−x
′) → L0(−x

′ + y′)
∼
→ τL0 (where y′ : S → ∞′) of PX′ , consider

the rank two bundle E = ν∗L0 on X ′ whose fiber over S ×∞ has a splitting E|S×∞ = Ey′ ⊕
Eσ(y′) (where σ ∈ Gal(X ′/X) is the nontrivial element). We equip E|S×∞ with the full flag

Ey′ ⊂ ES×∞, and define E(−1
2 ) ⊂ E to be the preimage of Ey′ under the restriction map

E → E|S×∞. Then E(−1
2 ) = ν∗L0(−σ(y

′)). Hence τ (E(−1
2 )) = ν∗(

τL0)(−y
′) ∼= ν∗L0(−x

′)

(using that y′ ◦ FrS = σ(y′) because ∞ is inert). Let φ : τ (E(−1
2 )) → E be induced by the

embedding L0(−x
′) →֒ L0. This defines an S-point (ξ = ν(x′), E , {E( i2 )}, φ) ∈ ShtDr

2 (S).
Using the dictionary between elliptic modules and Shtukas in §3.1.3, PX′ classifies rank two

elliptic modules on X with endomorphisms by A′ = Γ(U ′,OU ′), which is a function field analog
of elliptic curves with complex multiplication. Hence θ(PX′) is the function field analog of
Heegner points on modular curves. Generalizations of this construction with Iwahori level
structures is carried out in [40].

6.2.4. Example (Gan-Gross-Prasad cycles). Let ν : X ′ → X be an unramified double cover.
Let Un be a unitary group scheme over X with respect to X ′. Without giving details about
the nonsplit group Un itself, let us spell out the moduli meanings of BunUn

and ShtrUn
.

For a test scheme S over k, a rank n Hermitian (also called unitary) bundle on X × S with
respect to ν : X ′ → X is a vector bundle F of rank n on X ′×S, equipped with an isomorphism
h : F

∼
−→ σ∗F∨ such that σ∗h∨ = h. Here F∨ = Hom(F , ωX′) is the Serre dual of F . Then

BunUn is the stack whose S-points are the groupoid of rank n Hermitian bundle on X×S with
respect to ν.

An elementary lower modification of a rank n Hermitian bundle (F , h) on X ′ × S along
x′ : S → X ′ is another rank n Hermitian bundle (F ′, h′) onX ′×S together with an isomorphism

α : F|X′×S−Γ(x′)−Γ(σ(x′))
∼
−→ F ′|X′×S−Γ(x′)−Γ(σ(x′)), compatible with the Hermitian structures,

with the following property: there exists a rank n vector bundle F ♭ (necessarily unique) such
that f can be factored as

F F ♭? _
←−αoo � �

−→α // F ′

such that coker(←−α ) is locally free of rank 1 over Γ(x′), and coker(−→α ) is locally free of rank 1
over Γ(σ(x′)).

Let r be an even integer. Define a stack ShtrUn
whose S-points are given by the groupoid of

the following data

((x′i)1≤i≤r, (Fi, hi)0≤i≤r, (αi)1≤i≤r, ι)

where x′i : S → X ′, (Fi, hi) are rank n Hermitian bundles over X ′ × S, αi : Fi−1 99K Fi is an
elementary lower modification of Fi−1 along x′i, and ι is an isomorphism of Hermitian bundles
Fr
∼= τF0.
Now fix a rank one Hermitian bundle L on X ′ with respect to ν, which is the same thing as

a line bundle together with an isomorphism NmX′/XL ∼= ωX . We have the map

κL : ShtrUn
→ ShtrUn+1
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sending ((x′i), (Fi), · · · ) to ((x′i), (Fi ⊕ L), · · · ). Consider the diagonal map

θrGGP(n) = (id, κL) : Sht
r
Un
→ ShtrUn

×X′r ShtrUn+1
.

By [9, Lemma 6.9(2)], the map ShtrUn
→ X ′r is smooth of relative dimension r(n−1). Therefore

dimShtrUn
=

1

2
(dimShtrUn

×X′r ShtrUn+1
).

The image of the fundamental cycle of ShtrUn
under θrGGP(n) defines a middle dimensional cycle

on the target. We denote its cycle class by Zr
GGP(n) ∈ H2rn((ShtrUn

×X′r ShtrUn+1
)k)(rn).

Inspired by the arithmetic Gan-Gross-Prasad conjecture [12], we expect that for a cuspidal
automorphic representation Π of Un(AF ) × Un+1(AF ), the self-intersection number of the Π-
isotypic component of Zr

GGP(n) to be well-defined (note a priori it is not a cycle with proper

support), and to be related to the rth central derivative of the Rankin-Selberg L-function of
the base change of Π to GLn(AF ′)×GLn+1(AF ′), where F ′ = k(X ′).

6.2.5. Example (Kudla-Rapoport cycles). In [9] we introduced a class of algebraic cycles that
are function field analogs of the Kudla-Rapoport special cycles [19] on unitary Shimura varieties.

We are in the setting of Example 6.2.4. Let E be a rank m vector bundle on X ′. We define
the stack Zr

KR(n)(E) whose S-points are the groupoid of the following data:

• A Hermitian Shtuka ((x′i)1≤i≤r, (Fi, hi)0≤i≤r, (αi)1≤i≤r, ι) ∈ ShtrUn
(S).

• Maps of coherent sheaves ti : E ⊠OS → Fi on X
′ × S for i = 0, 1, · · · , r, such that the

isomorphism ι : Fr
∼= τF0 intertwines tr with τ t0, and the maps ti−1, ti are intertwined

by the modification αi : Fi−1 99K Fi for each i = 1, · · · , r, i.e., the diagram below
commutes.

(6.1) E ⊠OS

t0
��

E ⊠OS

t1
��

· · ·

��

E ⊠OS
∼ //

tr
��

τ (E ⊠OS)

τ t0
��

F0
α0 //❴❴❴❴❴ F1

α1 //❴❴❴❴ · · ·
αr //❴❴❴❴ Fr

ι
∼

// τF0

For ((x′i), (Fi, hi), (αi), ι, (ti)) ∈ Z
r
KR(n)(E)(S), consider the composition

E ⊠OS
ti−→ Fi

hi−→ σ∗F∨i
σ∗t∨i−−−→ σ∗E∨ ⊠OS .

By the commutative squares in (6.1), the above map is independent of i, and it descends to
a map a : E → σ∗E∨ satisfying σ∗a∨ = a. In other words, every point of Zr

KR(n)(E) induces

a possibly degenerate Hermitian form on E , according to which we have a decomposition into
open and closed substacks

Zr
KR(n)(E) =

∐

a∈Herm(E)

Zr
KR(n)(E , a).

where Herm(E) is the set of (possibly degenerate) Hermitian forms on E . We have a natural
map

θrKR(n)(E , a) : Z
r
KR(n)(E , a)→ ShtrUn

that is finite and unramified.
The expected dimension of Zr

KR(n)(E , a) is r(n−m). However, its actual dimension is often

bigger. In [10] we use derived algebraic geometry to equip Zr
KR(n)(E , a) with a virtual funda-

mental class [Zr
KR(n)(E , a)] of the expected dimension r(n−m); its image under θrKR(n)(E , a) is

a function field analog of Kudla-Rapoport special cycles on unitary Shimura varieties.
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6.3. Intersection theory and higher derivatives of L-functions. Classically, period inte-
grals of automorphic forms can often be expressed as special values of automorphic L-functions.
In the geometric context, special cycles on Shimura varieties or the moduli stack of Shtukas
can be thought of analogs of period integrals. Over number fields, heights of special cycles
on Shimura varieties are sometimes related to derivatives of automorphic L-functions, such as
in the Gross-Zagier formula or in the arithmetic Gan-Gross-Prasad conjecture. Over function
fields, there is not only an analogous story but also a generalization: the flexibility of having
multiple legs for Shtukas allows one to relate intersection numbers of special cycles to higher
derivatives of L-functions. We give a brief survey of results in this direction. We refer to [41]
for more detailed discussion of the motivation and techniques used in the proofs.

6.3.1. Higher Gross-Zagier formula. The famous Gross-Zagier formula gives an equality be-
tween heights of Heegner points (projected to a Hecke eigen piece) on a modular curve in terms
of the first derivative of the automorphic L-function of a modular form. This formula has
numerous applications in number theory, especially in the arithmetic of elliptic curves.

In [39] and [40], we give a higher derivative/multiple legs version of the function field analog
of the Gross-Zagier formula. We first state the version without level structure, which was
treated in [39].

Let G = PGL2, I = {1, · · · , r} decomposed into singletons Ii = {i}, and let λi be the
unique dominant minuscule coweight of G. We denote the resulting moduli stack of Shtukas

Sht
(I1,··· ,Ir),≤λ
G simply by ShtrG. The admissibility condition on λ forces r to be even.
Let ν : X ′ → X be an unramified double cover. Let T = (ResX′/X(Gm ×X

′))/Gm be the
one-dimensional nonsplit torus on X that splits over X ′. For such a group scheme T over X,

and a sequence µ = (µ1, · · · , µr) ∈ {±1}
r, Sht

µ

T := Sht
(I1,··· ,Ir),µ

T is defined. Concretely, it can

be identified with the quotient Sht
(I1,··· ,Ir),µ

GL1,X′ (where the base curve is X ′, see Example 2.3.6)

by the action of PicX(k) by pulling back to X ′ and tensoring with rank one Shtukas. As in
Example 6.2.3, we have a natural map

θ : Sht
µ

T → ShtrG.

Consider the lifting of θ

θ′ : Sht
µ

T → Sht′rG := ShtrG ×Xr X ′r.

One easily sees that Sht
µ

T is proper of dimension r, and Sht′rG is smooth of dimension 2r by

Corollary 4.2.3. Therefore the Heegner-Drinfeld cycle Z
µ

T := θ′∗[Sht
µ

T ] is a middle-dimensional

proper cycle in the smooth Deligne-Mumford stack Sht′rG. Let Z
µ

T ∈ H2r
c (Sht′r

G,k
,Qℓ)(r) be the

cycle class of Z
µ

T .
Now let π be an everywhere unramified cuspidal automorphic representation of G(A) with

coefficients in Qℓ. One can make sense of the projection of Z
µ

T to the π-isotypic summand under

the Hecke algebra action. We denote the resulting cohomology class by Z
µ

T,π ∈ H2r
c (Sht′r

G,k
,Qℓ)(r)

.

6.3.2. Theorem ([39]). The self-intersection number of the cycle class Z
µ

T,π is

〈Z
µ

T,π, Z
µ

T,π〉Sht′rG =
q2−2g

2(log q)r
L (r)(πF ′ , 1/2)

L(π,Ad, 1)

where

• πF ′ is the base change of π to F ′ = k(X ′).
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• L (πF ′ , s) = q4(g−1)(s−1/2)L(πF ′ , s) is the normalized L-function of πF ′ such that L (πF ′ , s) =
L (πF ′ , 1− s).

In [40], we extended the above theorem to allow the automorphic representation π to have
Iwahori level structures (which means the local representations πv are either unramified or an
unramified twist of the Steinberg representation), and to allow ramifications for the double
cover ν : X ′ → X. This generality allows applications to the Birch and Swinnerton-Dyer
conjecture over function fields in future work, see [40, §1.3] for a preview.

6.3.3. Higher Siegel-Weil formula and higher theta series. The classical Siegel-Weil formula
relates the special values of Siegel-Eisenstein series on the symplectic group (resp. the unitary
group) to theta functions, which are generating series of representation numbers of quadratic
(resp. Hermitian) forms over number fields. In [17] Kudla began to study an arithmetic version
of the Siegel-Weil formula: he defined an “arithmetic theta function”– a generating series of
arithmetic cycles on an integral model of a Shimura curve – and discovered its relationship with
the first central derivative of a Siegel-Eisenstein series on Sp4. In a series of papers [18] and [19],
Kudla and Rapoport developed this paradigm by defining a generating series of special cycles
(Kudla-Rapoport cycles) on integral models of Shimura varieties for orthogonal and unitary
groups. They conjectured a relationship between the arithmetic intersection numbers of these
cycles to the non-singular Fourier coefficients of the central derivative of the Siegel-Eisenstein
series. Their conjecture has been recently proved by Chao Li and Wei Zhang in [26].

In [9], we prove a higher derivative version of the Siegel-Weil formula for unitary groups
over function fields. Consider the special cycles Zr

KR(n)(E , a) constructed in Example 6.2.5. We

specialize to the case where rk(E) = n and a : E → σ∗E∨ is generically an isomorphism (we
call such an a non-singular). In this case, Zr

KR(n)(E , a) is a proper scheme over k, yet it may

not have the expected dimension which is 0 in this case. We first define a virtual fundamental
cycle [Zr

KR(n)(E , a)], which is a 0-cycle on the proper scheme Zr
KR(n)(E , a), so that its degree is

well-defined. We prove the following higher Siegel-Weil formula

6.3.4. Theorem. Let r ∈ N be even, E be a rank n vector bundle on X ′ and a : E → σ∗E∨ be
a non-singular Hermitian form on E. Then we have

deg[Zr
KR(n)(E , a)] =

1

(log q)r

(
d

ds

)r ∣∣∣
s=0

(
qdsẼa(E , s,Φ)

)
.

Here d = − deg(E) + n degωX = −χ(X ′, E), and Ẽa(E , s,Φ) is a certain normalization of
the ath Fourier coefficient of the Siegel-Eisenstein series E(g, s,Φ) on the unitary group U2n,
expanded at E (lifted to an element in the Siegel-Levi GLn(AF )).

The proof is completely different from the number field case which was based on induction on
n. The proof reduces to an equality of perverse sheaves that originated from Springer theory.

In [10], we construct the complete generating series of special cycles, i.e., we define a virtual
fundamental class [Zr

KR(n)(E , a)] for E of any rank m ≤ n and arbitrary Hermitian forms

a on E . In particular, a can be singular or even zero, in which case the virtual fundamental
classes involve Chern classes of tautological bundles on ShtrUn

. Let Zr
KR(n)(E , a) be the image of

[Zr
KR(n)(E , a)] under the map θrKR(n)(E , a), as an element in the Chow group Chr(n−m)(Sht

r
Un

).

We then assemble these algebraic cycles into a higher theta series.
More precisely, for fixed m ≤ n, then we consider the quasi-split unitary group U2m over

X with respect to the double cover X ′/X, and its standard Siegel parabolic Pm. We define a
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function
Z̃r
m : BunPm(k)→ Chr(n−m)(Sht

r
Un

)

as follows. A point in BunPm(k) is the same datum as a pair (G, E), where G is a rank
2m Hermitian vector bundle on X ′ (here the notion of a Hermitian form is an isomorphism

G
∼
→ σ∗G∗, where G∗ is the linear dual of G rather than Serre dual), and E is a Lagrangian

sub-bundle of G. Then we define Z̃r
m(G, E) using the “Fourier expansion”

Z̃r
m(G, E) = χ(det E)qn(deg E−deg ωX)/2

∑

a∈Herm(E)

ψ0(〈eG,E , a〉)Z
r
KR(n)(E , a).

Here ψ0 : k → Q
×
ℓ is a nontrivial character, eG,E ∈ Ext1(σ∗E∗, E) is the extension class of the

exact sequence E →֒ G ։ σ∗E , which can be paired with a ∈ Hom(E , σ∗E∨) under Serre duality.

6.3.5. Conjecture (Modularity conjecture, [10, Conjecture 4.12]). The function Z̃r
m descends

to a function
Zr
m : BunU2m(k)→ Chr(n−m)(Sht

r
Un

).

In other words, the class Z̃r
m(G, E) ∈ Chr(n−m)(Sht

r
Un

) should depend only on the Hermitian

bundle G and not on its Lagrangian sub-bundle E . When r = 0, Ch0(Sht
0
Un

) is simply the space
of functions on BunUn

(k) and the classical theory of Weil representation implies that in this case

Z̃r
m does descend to BunU2m(k). The resulting two variable function on BunU2m(k)×BunUn(k)

is the classical theta function.
In [10] we give several evidences for the Modularity Conjecture; in [11] we show the conjecture

holds if we restrict to the generic fiber of ShtrUn
→ X ′r and pass to cohomology classes of the

cycles.
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